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Abstract: We studied the modified nonlinear Schrödinger equation

− ∆u −
1
2

∆(u2)u = g(u) + h(x), u ∈ H1(RN), (0.1)

where N ≥ 3, g ∈ C(R,R) is a nonlinear function of Berestycki-Lions type, and h . 0 is a nonnegative
function. When ‖h‖L2(RN ) is suitably small, we proved that (0.1) possesses at least two positive solutions
by variational approach, one of which is a ground state while the other is of mountain pass type.
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1. Introduction

The nonlinear scalar field equation

− ∆u = g(u) in RN (1.1)

has been widely studied by many authors. In the celebrated papers [1,2], H. Berestycki and P.-L. Lions
proved that (1.1) has a positive ground state solution, which is radially symmetric and decreasing with
respect to r = |x|, and also has infinitely many (possibly sign-changing) solutions when N ≥ 3 and g
satisfies the almost optimal assumptions:

(g1) g ∈ C(R, R) and g is odd;
(g2) −∞ < lim inft→0+ g(t)/t ≤ lim supt→0+ g(t)/t = −κ < 0;
(g3) −∞ ≤ lim supt→+∞ g(t)/t2∗−1 ≤ 0, where 2∗ = 2N/(N − 2);
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(g4) there is a constant ζ > 0 such that G(ζ) :=
∫ ζ

0
g(t) dt > 0.

The above classical result has already been generalized in many directions. See, e.g., [3,4] for nonradial
solutions of (1.1), [5–8] for nonautonomous semi-linear problems, [9–11] for quasi-linear problems,
and [12, 13] for nonlocal problems. In particular, the nonhomogeneous semi-linear elliptic equation

− ∆u = g(u) + h(x) in RN , (1.2)

which can be seen as a perturbation of (1.1), was investigated in [6]. Using Ekeland’s variational
principle and the mountain pass theorem, the authors proved that (1.2) has at least two nontrivial
solutions when ‖h‖L2(RN ) is suitably small. We also refer to [14, 15] for related results.

Motivated by [1, 2, 6, 9], we study the modified nonlinear Schrödinger equation

− ∆u −
1
2

∆(u2)u = g(u) + h(x), u ∈ H1(RN), (1.3)

where, again, N ≥ 3, g is a nonlinear function of Berestycki-Lions type, and h . 0 is a nonnegative
function. It is well known that (1.3) models the time evolution of the condensate wave function in
super-fluid film. It also appears in the theory of Heisenberg ferromagnet and magnons, in dissipative
quantum mechanics, and in condensed matter theory. See [16–18] for details on the background of
(1.3). To state our main result, we make the following assumptions on g and h:

(g′1) g ∈ C(R,R);
(g′3) limt→+∞ g(t)/t2·2∗−1 = 0;
(h) h ∈ C1(RN ,R) ∩ L2(RN), h(x) = h(|x|) 	 0, and ∇h(x) · x ∈ L2N/(N+2)(RN).

Theorem 1.1. Assume (g′1), (g2), (g′3), and (g4) hold, then there exists a constant δ > 0 such that, for
any function h satisfying (h) and ‖h‖L2(RN ) < δ, (1.3) has at least two positive solutions, one of which is
a ground state while the other is of mountain pass type.

Remark 1.2. The positive number δ in Theorem 1.1 will be given explicitly in the proof of Lemma
3.1. As mentioned in [19], the critical exponent for (1.3) is not 2∗ but 2 · 2∗. This is why we assume
different growth condition (g′3) instead of (g3) in Theorem 1.1.

Remark 1.3. In the proof of Theorem 1.1, we borrow some ideas from [6]. However, due to the
appearance of ∆(u2)u and growth condition on g, there is no approximate function space in which the
energy functional of (1.3) is both well defined and satisfies the compactness condition. To overcome
this difficulty, we will make a change of variables to transform (1.3) into a new semi-linear problem,
then we adopt similar ideas as in [6] to verify the geometrical structure and compactness property of the
reduced functional. Nevertheless, the analysis is more delicate because the reduced functional involves
the transform function.

2. Variational Framework

Since positive solutions are of particular interest in this paper, we always assume with no restriction
that g(t) = −κt for t ≤ 0 in the following arguments, where κ > 0 is given in (g2). In form, (1.3) is the
Euler equation of the energy functional

E(u) =
1
2

∫
RN

(1 + u2)|∇u|2 dx −
∫
RN

G(u) dx −
∫
RN

h(x)u dx,
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where G(u) =
∫ u

0
g(t) dt. However, standard variational methods cannot be applied directly because one

lacks an appropriate working space in which E is both well-defined and enjoys compactness properties.
In order to surmount this obstacle, we shall adopt a change of unknown to transform (1.3) into a semi-
linear problem. Let u = f (v) be the inverse function of

v =

∫ u

0

√
1 + t2 dt =

1
2

u
√

1 + u2 +
1
2

ln
(
u +
√

1 + u2).
We recall some basic properties of f in the next lemma (see [20, 21]).

Lemma 2.1. f is odd and has the following properties:

f ′(0) = lim
t→0

f (t)/t = 1, lim
t→+∞

f (t)/
√

t =
√

2,

and
0 < f ′(t) ≤ 1, | f (t)| ≤ min

{
|t|,

√
2|t|

}
,

1
2

f 2(t) ≤ f (t) f ′(t)t ≤ f 2(t), for t ∈ R.

Setting u = f (v), we change the functional E into

J(v) := E( f (v)) =
1
2

∫
RN
|∇v|2 dx −

∫
RN

G( f (v)) dx −
∫
RN

h(x) f (v) dx.

By Lemma 2.1, one sees that J is well-defined in the Sobolev space H1
r (RN) and is of class C1. More-

over, if v ∈ H1
r (RN) is a critical point of J, then u = f (v) is a positive solution of (1.3). Indeed, since

J′(v) = 0, we have

0 =

∫
RN
|∇v−|2 dx −

∫
RN

g( f (v)) f ′(v)v− dx −
∫
RN

h(x) f ′(v)v− dx

=

∫
RN
|∇v−|2 dx + κ

∫
RN

f (v−) f ′(v−)v− dx −
∫
RN

h(x) f ′(v)v− dx,

where v− = min{v, 0}. By Lemma 2.1 again and (h),∫
RN
|∇v−|2 dx =

∫
RN

f 2(v−) dx = 0.

Using Lemma 2.1 once more and the Sobolev inequality, we obtain∫
RN

(v−)2 dx ≤ C1

∫
Ω1

f 2(v−) dx +

∫
Ω2

|v−|2
∗

dx

≤ C1

∫
RN

f 2(v−) dx + C2

(∫
RN
|∇v−|2 dx

) N
N−2

,

where Ω1 = {x | |v−(x)| ≤ 1} and Ω2 = {x | |v−(x)| > 1}, then v− = 0, so v ≥ 0 in RN . By (g′1), (g2), and
(g′3), there exists a constant K > 0 such that |g( f (t)) f ′(t)| ≤ K(|t| + |t|2

∗−1) for t ∈ R. Since J′(v) = 0,
one has

−∆v + K(1 + v2∗−2)v = g( f (v)) f ′(v) + K(v + v2∗−1) + h(x) f ′(v) ≥ 0 in RN .

By the elliptic regularity theory, [1, Radial Lemma A.II], and the strong maximum principle, we can
prove that v is positive in RN . Now, a standard argument shows that u = f (v) is a positive solution of
(1.3). Therefore, to prove Theorem 1.1, it suffices to find two critical points of J in H1

r (RN). We shall
fulfill this task by using Ekeland’s variational principle and the mountain pass theorem.
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Lemma 2.2. ( [22, Theorem 1.1]) Assume that (X, d) is a complete metric space and that I : X →
R ∪ {+∞} is lower semicontinuous, bounded from below, and not identical to +∞. Let ε > 0 be
arbitrary given. If u ∈ X satisfies I(u) ≤ infX I + ε, then there exists v ∈ X such that

I(v) ≤ I(u), d(u, v) ≤ 1, I(w) > I(v) − εd(v,w) for any w ∈ X \ {v}.

The next lemma is an expression of the mountain pass theorem without the Palais-Smale condition,
which is essentially due to A. Ambrosetti and P. Rabinowitz (see [23, Theorem 2.1]).

Lemma 2.3. Let X be a Banach space and I ∈ C1(X,R). Assume I(0) = 0 and

• there exist ρ > 0 and α > 0 such that I(u) ≥ α if ‖u‖ = ρ,
• there exists a function ω ∈ X such that ‖ω‖ > ρ and I(ω) ≤ 0.

Let Γ = {γ ∈ C([0, 1], X) | γ(0) = 0, γ(1) = ω} and set

c = inf
γ∈Γ

max
t∈[0,1]

I(γ(t)) ≥ α,

then there exists {un} ⊂ X satisfying I(un)→ c and I′(un)→ 0 in X∗ as n→ ∞.

3. Proof of Theorem 1.1

By (g′1), (g2), (g′3), and Lemma 2.1, there exist a, b > 0 such that

G( f (t)) ≤ −at2 + b|t|2
∗

, for t ∈ R (3.1)

and for any ε > 0, there is Cε > 0 such that

|G( f (t))| ≤ Cεt2 + ε |t|2
∗

, for t ∈ R. (3.2)

We will work in H1
r (RN), a subspace of H1(RN) consisting of radially symmetric functions. Denote

Bρ = {v ∈ H1
r (RN) | ‖v‖ ≤ ρ} and ∂Bρ = {v ∈ H1

r (RN) | ‖v‖ = ρ}. We first study the geometrical structure
of J in the next lemmas.

Lemma 3.1. There exist δ > 0, ρ > 0, and α > 0 such that if ‖h‖L2(RN ) < δ, then inf∂Bρ J ≥ α.

Proof. It follows from (3.1), the Hölder inequality, and Lemma 2.1 that

J(v) ≥ C1‖v‖2 − b
∫
RN
|v|2

∗

dx − ‖h‖L2(RN )‖v‖L2(RN )

≥ C1‖v‖2 −C2‖v‖2
∗

− ‖h‖L2(RN )‖v‖

= ‖v‖
(
C1‖v‖ −C2‖v‖2

∗−1 − ‖h‖L2(RN )

)
,

where C j > 0 for j = 1, 2. We choose

δ = 2
(

N − 2
C2

) N−2
4 ( C1

N + 2

) N+2
4

> 0, ρ =

(
C1(N − 2)
C2(N + 2)

) N−2
4

> 0, α = δρ > 0,

then inf∂Bρ J ≥ ρ(2δ − ‖h‖L2(RN )) ≥ α, provided that ‖h‖L2(RN ) < δ. The proof is finished.
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Lemma 3.2. Set
m0 := inf

Bρ
J,

where ρ > 0 is as in Lemma 3.1. We have m0 ∈ (−∞, 0).

Proof. It is clear that m0 > −∞. Since h 	 0 in RN , one can find a function ϕ ∈ H1
r (RN) such that

0 ≤ ϕ ≤ 1 and
∫
RN

h(x)ϕ dx > 0.

By (3.2) and Lemma 2.1, there exists C > 0 such that

lim sup
t→0+

J(tϕ)
t

= lim sup
t→0+

(
t
2

∫
RN
|∇ϕ|2 dx −

1
t

∫
RN

G( f (tϕ)) dx −
1
t

∫
RN

h(x) f (tϕ) dx
)

≤ lim sup
t→0+

(
Cεt

∫
RN
ϕ2 dx + εt2∗−1

∫
RN
|ϕ|2

∗

dx −C
∫
RN

h(x)ϕ dx
)

= −C
∫
RN

h(x)ϕ dx < 0.

Let t > 0 be sufficiently small such that ‖tϕ‖ < ρ and J(tϕ) < 0, then we have m0 < 0 as desired.

Lemma 3.3. There exists ω ∈ H1
r (RN) \ Bρ such that J(ω) < 0, where ρ > 0 is as in Lemma 3.1.

Proof. Let τ > 0 be such that f (τ) = ζ, where ζ > 0 is given in (g4). We define, as in [1],

ωR(x) =


τ, if |x| < R,

τ(R + 1 − |x|), if R ≤ |x| ≤ R + 1,
0, if |x| > R + 1,

where R > 1 will be determined later, then ωR ∈ H1
r (RN) and a simple calculation shows that∫

RN
|∇ωR|

2 dx ≤ C1RN−1 and
∫
RN

G( f (ωR)) dx ≥ C2RN −C3RN−1, (3.3)

where C1,C2,C3 > 0 are independent of R. Set ωR,t = ωR(·/t) for t > 0. By (h) and (3.3), one has

J(ωR,t) ≤ C1RN−1tN−2 −
(
C2RN −C3RN−1

)
tN .

Choosing R > 1 and t > 0 sufficiently large, we have ‖ωR,t‖ > ρ and J(ωR,t) < 0.

Next, we investigate the compactness property of the functional J.

Lemma 3.4. Any bounded Palais-Smale sequence of J in H1
r (RN) has a convergent subsequence.

Proof. Let {vn} ⊂ H1
r (RN) be a sequence satisfying ‖vn‖ ≤ C, J(vn) ≤ C and J′(vn) → 0 in (H1

r (RN))∗

as n → ∞. We assume by extracting a subsequence that vn ⇀ v weakly in H1
r (RN), vn → v strongly

in Lp(RN) for 2 < p < 2∗, and vn → v a.e. in RN , then f ′(vn)(vn − v) ⇀ 0 weakly in L2(RN) and,
henceforth, by (h) and Lemma 2.1,∫

RN
h(x)( f ′(vn) − f ′(v))(vn − v) dx = on(1), as n→ ∞. (3.4)
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Here and after, on(1) stands for a generic infinitesimal as n→ ∞. Using (3.4) leads to

on(1) = 〈J′(vn) − J′(v), vn − v〉

=

∫
RN
|∇(vn − v)|2 dx −

∫
RN

(
g( f (vn)) f ′(vn) − g( f (v)) f ′(v)

)
(vn − v) dx + on(1)

≥ min{1, κ}‖vn − v‖2 −
∫
RN

(
g( f (vn)) f ′(vn) + κvn − g( f (v)) f ′(v) − κv

)
(vn − v) dx + on(1).

To conclude our proof, it suffices to show that∫
RN

(
g( f (vn)) f ′(vn) + κvn − g( f (v)) f ′(v) − κv

)
(vn − v) dx ≤ on(1), as n→ ∞. (3.5)

Let us define

g1(t) =


(
g( f (t)) f ′(t) + κt

)+
, if t ≥ 0,(

g( f (t)) f ′(t) + κt
)−
, if t ≤ 0,

and g2(t) = g( f (t)) f ′(t) + κt − g1(t) for t ∈ R, then

lim
t→0

g1(t)
t

= lim
t→∞

g1(t)
|t|2∗−1 = 0 (3.6)

and
g2(t)t ≤ 0, |g2(t)| ≤ C(|t| + |t|2

∗−1), for t ∈ R. (3.7)

By (3.6), for any ε > 0 and p ∈ (2, 2∗), there is a constant Cε,p > 0 such that

|g1(t)| ≤ ε(|t| + |t|2
∗−1) + Cε,p|t|p−1, for t ∈ R,

which, combined with vn → v strongly in Lp(RN), implies that∫
RN

(g1(vn) − g1(v))(vn − v) dx = on(1), as n→ ∞. (3.8)

Since vn ⇀ v weakly in H1
r (RN), one has∫

RN
g2(v)(vn − v) dx = on(1), as n→ ∞. (3.9)

Clearly, (3.7) and Fatou’s lemma imply that

lim sup
n→∞

∫
RN

g2(vn)vn dx ≤
∫
RN

g2(v)v dx. (3.10)

By (3.7) and the dominated convergence theorem, it is easy to verify that∫
RN

g2(vn)v dx =

∫
RN

g2(v)v dx + on(1), as n→ ∞. (3.11)

Combining (3.9)−(3.11), we have∫
RN

(g2(vn) − g2(v))(vn − v) dx ≤ on(1), as n→ ∞, (3.12)

then (3.5) is a direct consequence of (3.8) and (3.12). The proof is complete.
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Lemma 3.5. If v ∈ H1
r (RN) is a critical point of J, then P(v) = 0, where

P(v) =
N − 2

2

∫
RN
|∇v|2 dx − N

∫
RN

(G( f (v)) + h(x) f (v)) dx −
∫
RN

(∇h(x) · x) f (v) dx.

Proof. Since the argument is standard, we omit the details.

Lemma 3.6. If v ∈ H1
r (RN) is a critical point of J, then

J(v) ≥ −
1

4NS
‖∇h(x) · x‖2L2N/(N+2)(RN ),

where S > 0 is the best constant of the Sobolev embedding D1,2(RN) ↪→ L2∗(RN).

Proof. Let v ∈ H1
r (RN) be a critical point of J, then P(v) = 0 by Lemma 3.5, and

J(v) = J(v) −
1
N

P(v) =
1
N

∫
RN
|∇v|2 dx +

1
N

∫
RN

(∇h(x) · x) f (v) dx.

By the Hölder inequality and Lemma 2.1, one has

J(v) ≥
1
N

∫
RN
|∇v|2 dx −

1
N
‖∇h(x) · x‖L2N/(N+2)(RN )‖v‖L2∗ (RN )

≥
1
N

∫
RN
|∇v|2 dx −

1
NS 1/2 ‖∇h(x) · x‖L2N/(N+2)(RN )

(∫
RN
|∇v|2 dx

) 1
2

≥ −
1

4NS
‖∇h(x) · x‖2L2N/(N+2)(RN ).

The proof is complete.

Proof of Theorem 1.1. Let δ > 0 be as in Lemma 3.1 and assume that h satisfies (h) and ‖h‖L2(RN ) < δ.
We first establish the existence of a positive ground state solution. In view of Lemmas 2.2 and 3.2,
there exists a sequence {vn} ⊂ Bρ such that m0 ≤ J(vn) ≤ m0 + 1

n and

J(w) ≥ J(vn) −
1
n
‖w − vn‖, for any w ∈ Bρ. (3.13)

By Lemmas 3.1 and 3.2, we may assume with no loss of generality that ‖vn‖ < ρ for all n ∈ N. For any
ϕ ∈ H1

r (RN) with ‖ϕ‖ = 1 and any small positive t, we see from (3.13) that J(vn+tϕ)−J(vn)
t ≥ −1

n . Letting
t → 0, we have 〈J′(vn), ϕ〉 ≥ − 1

n . Replacing ϕ by −ϕ, we also have 〈J′(vn), ϕ〉 ≤ 1
n and, henceforth,

J′(vn)→ 0 in (H1
r (RN))∗ as n→ ∞. Therefore, {vn} is a bounded Palais-Smale sequence of J in H1

r (RN)
at the level m0. It follows from Lemma 3.4 that there exists v ∈ Bρ such that vn → v strongly in H1

r (RN)
up to a subsequence, so v is a nontrivial critical point of J.

The above argument shows that K = {v ∈ H1
r (RN) | J′(v) = 0} , ∅. Now, we define

c0 := inf
v∈K

J(v).

Thus, c0 ∈ (−∞, 0) by Lemmas 3.2 and 3.6. Let {v̂n} ⊂ K be a minimizing sequence for c0, then

c0 + on(1) = J(v̂n) −
1
N

P(v̂n) =
1
N

∫
RN
|∇v̂n|

2 dx +
1
N

∫
RN

(∇h(x) · x) f (v̂n) dx. (3.14)
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Using the Hölder inequality and (h), one has

c0 + on(1) ≥
1
N

∫
RN
|∇v̂n|

2 dx −
1
N
‖∇h(x) · x‖L2N/(N+2)(RN )‖v̂n‖L2∗ (RN )

≥
1
N

∫
RN
|∇v̂n|

2 dx −
1

NS 1/2 ‖∇h(x) · x‖L2N/(N+2)(RN )

(∫
RN
|∇v̂n|

2 dx
) 1

2

. (3.15)

This implies {‖∇v̂n‖L2(RN )} is bounded. In view of (3.1), we have

1
2

∫
RN
|∇v̂n|

2 dx + a
∫
RN

v̂2
n dx ≤ J(v̂n) + b

∫
RN
|v̂n|

2∗ dx + ‖h‖L2(RN )‖v̂n‖L2(RN )

≤ c0 + on(1) + C
(∫

RN
|∇v̂n|

2 dx
) N

N−2

+ ‖h‖L2(RN )‖v̂n‖L2(RN ), (3.16)

then {v̂n} is bounded in H1
r (RN). Using Lemma 3.4 again, we see that there exists v̂ ∈ H1

r (RN) such that
v̂n → v̂ strongly in H1

r (RN) up to a subsequence, so v̂ is a nontrivial critical point of J. The arguments
in Section 2 indicate that û = f (v̂) is a positive solution of (1.3) and E(û) = J(v̂) = c0 < 0.

Next, we prove the existence of a mountain pass type solution. By Lemmas 3.1 and 3.3,

J(0) = 0, ω ∈ H1
r (RN) \ Bρ, inf

∂Bρ
J ≥ α > 0 > J(ω).

Let Γ = {γ ∈ C([0, 1],H1
r (RN)) | γ(0) = 0, γ(1) = ω} and define the minimax value

c1 := inf
γ∈Γ

max
t∈[0,1]

J(γ(t)) ≥ α > 0. (3.17)

By Lemma 2.3, there exists a Palais-Smale sequence of J at the level c1. However, it seems impossible
to verify the boundedness of such a Palais-Smale sequence. To overcome this difficulty, we shall adopt
an idea originated in [24]. Define a map Φ : R × H1

r (RN) → H1
r (RN) by Φ(θ, v)(x) = v(e−θx). We

introduce an auxiliary functional J ◦ Φ : R × H1
r (RN)→ R given by

(J ◦ Φ)(θ, v) =
e(N−2)θ

2

∫
RN
|∇v|2 dx − eNθ

∫
RN

G( f (v)) dx − eNθ
∫
RN

h(eθx) f (v) dx.

Clearly, J ◦ Φ ∈ C1(R × H1
r (RN),R) and (J ◦ Φ)(0, v) = J(v) for v ∈ H1

r (RN). It is easy to verify that

c1 = inf
γ̃∈Γ̃

max
t∈[0,1]

(J ◦ Φ)(γ̃(t)),

where Γ̃ = {γ̃ ∈ C([0, 1],R × H1
r (RN)) | γ̃(0) = (0, 0), γ̃(1) = (0, ω)}. By (3.17), for each n ∈ N,

there is γn ∈ Γ such that maxt∈[0,1] J(γn(t)) < c1 + 1
n . Setting γ̃n = (0, γn), we have γ̃n ∈ Γ̃ and

maxt∈[0,1](J ◦ Φ)(γ̃n(t)) = maxt∈[0,1] J(γn(t)) < c1 + 1
n . Using similar arguments as in [25, Lemma 4.3]

or by [26, Theorem 2.8], there exists a sequence {(θn, vn)} ⊂ R × H1
r (RN) such that

(J ◦ Φ)(θn, vn)→ c1, dist
(
(θn, vn), γ̃n[0, 1]

)
→ 0, (J ◦ Φ)′(θn, vn)→ 0 in (R × H1

r (RN))∗

as n→ ∞, then it must be θn → 0 as n→ ∞. Setting ṽn = Φ(θn, vn), we see that

J(ṽn) = (J ◦ Φ)(θn, vn)→ c1, P(ṽn) = 〈(J ◦ Φ)′(θn, vn), (1, 0)〉 → 0, as n→ ∞
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and
〈J′(ṽn), ϕ〉 = 〈(J ◦ Φ)′(θn, vn), (0,Φ(−θn, ϕ))〉, for any ϕ ∈ H1

r (RN),

then, since θn → 0, we have J′(ṽn) → 0 in (H1
r (RN))∗. Similar arguments as in (3.14)−(3.16) indicate

that {ṽn} ⊂ H1
r (RN) is a bounded Palais-Smale sequence of J at the level c1. Using Lemma 3.4 once

more, for some ṽ ∈ H1
r (RN), we have ṽn → ṽ strongly in H1

r (RN) up to a subsequence, so ṽ is a nontrivial
critical point of J. The arguments in Section 2 ensure that ũ = f (ṽ) is a positive solution of (1.3) and
E(ũ) = J(ṽ) = c1 > 0. The proof is finished.
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12. F. Gao, V. Rădulescu, M. Yang, Y. Zheng, Standing waves for the pseudo-relativistic Hartree
equation with Berestycki-Lions nonlinearity, J. Differential Equations, 295 (2021), 70–112.
https://doi.org/10.1016/j.jde.2021.05.047

13. V. Moroz, J. Van Schaftingen, Existence of groundstates for a class of nonlinear Choquard equa-
tions, Trans. Amer. Math. Soc., 367 (2015), 6557–6579. https://doi.org/10.1090/S0002-9947-
2014-06289-2

14. T. Godoy, Singular elliptic problems with Dirichlet or mixed Dirichlet-Neumann
non-homogeneous boundary conditions, Opuscula Math., 43 (2023), 19–46.
https://doi.org/10.7494/OpMath.2023.43.1.19

15. N. Zeddini, R. Saeed Sari, Existence of positive continuous weak solutions for
some semilinear elliptic eigenvalue problems, Opuscula Math., 42 (2022), 489–519.
https://doi.org/10.7494/OpMath.2022.42.3.489

16. S. Kurihara, Large-amplitude quasi-solitons in superfluid films, J. Phys. Soc. Jpn., 50 (1981),
3262–3267. https://doi.org/10.1143/JPSJ.50.3262

17. V. Makhankov, V. Fedyanin, Non-linear effects in quasi-one-dimensional models of condensed
matter theory, Phys. Rep., 104 (1984), 1–86. https://doi.org/10.1016/0370-1573(84)90106-6

18. G. Quispel, H. Capel, Equation of motion for the Heisenberg spin chain, Phys. A, 110 (1982),
41–80. https://doi.org/10.1016/0378-4371(82)90104-2

19. J. Liu, Y. Wang, Z. Q. Wang, Solutions for quasilinear Schrödinger equations
via the Nehari method, Comm. Partial Differential Equations, 29 (2004), 879–901.
https://doi.org/10.1081/PDE-120037335

20. M. Colin, L. Jeanjean, Solutions for a quasilinear Schrödinger equation: a dual approach, Non-
linear Anal., 56 (2004), 213–226. https://doi.org/10.1016/j.na.2003.09.008

21. J. Liu, Y. Wang, Z. Q. Wang, Soliton solutions for quasilinear Schrödinger equations, II, J.
Differential Equations, 187 (2003), 473–493. https://doi.org/10.1016/S0022-0396(02)00064-5

22. I. Ekeland, On the variational principle, J. Math. Anal. Appl., 47 (1974), 324–353.
https://doi.org/10.1016/0022-247X(74)90025-0

23. A. Ambrosetti, P. Rabinowitz, Dual variational methods in critical point theory and applications,
J. Funct. Anal., 14 (1973), 349–381. https://doi.org/10.1016/0022-1236(73)90051-7

24. L. Jeanjean, Existence of solutions with prescribed norm for semilinear elliptic equations, Non-
linear Anal., 28 (1997), 1633–1659. https://doi.org/10.1016/S0362-546X(96)00021-1

25. J. Hirata, N. Ikoma, K. Tanaka, Nonlinear scalar field equations in RN: mountain pass and sym-
metric mountain pass approaches, Topol. Meth. Nonlinear Anal., 35 (2010), 253–276. Available
from: https://www.tmna.ncu.pl/static/published/2010/v35n2-04.pdf.

Communications in Analysis and Mechanics Volume 16, Issue 2, 334–344.

http://dx.doi.org/https://doi.org/10.1088/1361-6544/ac5099
http://dx.doi.org/https://doi.org/10.1088/1361-6544/ac821b
http://dx.doi.org/https://doi.org/10.1016/j.jde.2022.08.029
http://dx.doi.org/https://doi.org/10.1016/j.jde.2021.05.047
http://dx.doi.org/https://doi.org/10.1090/S0002-9947-2014-06289-2
http://dx.doi.org/https://doi.org/10.1090/S0002-9947-2014-06289-2
http://dx.doi.org/https://doi.org/10.7494/OpMath.2023.43.1.19
http://dx.doi.org/https://doi.org/10.7494/OpMath.2022.42.3.489
http://dx.doi.org/https://doi.org/10.1143/JPSJ.50.3262
http://dx.doi.org/https://doi.org/10.1016/0370-1573(84)90106-6
http://dx.doi.org/https://doi.org/10.1016/0378-4371(82)90104-2
http://dx.doi.org/https://doi.org/10.1081/PDE-120037335
http://dx.doi.org/https://doi.org/10.1016/j.na.2003.09.008
http://dx.doi.org/https://doi.org/10.1016/S0022-0396(02)00064-5
http://dx.doi.org/https://doi.org/10.1016/0022-247X(74)90025-0
http://dx.doi.org/https://doi.org/10.1016/0022-1236(73)90051-7
http://dx.doi.org/https://doi.org/10.1016/S0362-546X(96)00021-1


344
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