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1. Introduction

In this paper, we consider the non-isentropic compressible Euler equations with a source term in the
following Euler coordinate system:

ρt + (ρu)x = 0,
(ρu)t +

(
ρu2 + p(ρ, S )

)
x
= βρ|u|αu,

S t + uS x = 0,
(1.1)

where ρ, u, S and p(ρ, S ) are the density, velocity, entropy and pressure of the considered gas, re-
spectively. x ∈ [0, L] is the spatial variable, and L > 0 is a constant denoting the duct’s length.
p(ρ, S ) = aeSργ, with constants a > 0 and γ > 1. And, the term βρ|u|αu represents the source term with
α, β ∈ R. Especially, the source term denotes friction when β < 0.

System (1.1) is equipped with initial data:

(ρ, u, S )⊤|t=0 = (ρ0(x), u0(x), S 0(x))⊤, (1.2)
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and boundary conditions:
(ρ, u, S )⊤|x=0 = (ρl(t), ul(t), S l(t))⊤. (1.3)

If S = Const., the system (1.1) is the isentropic Euler equations with a source term. In the past few
decades, the problems related to the isentropic compressible Euler equations with different kinds of
source terms have been studied intensively. We refer the reader to [1–10] to find the existence and decay
rates of small smooth (or large weak) solutions to Euler equations with damping. The global stability
of steady supersonic solutions of 1-D compressible Euler equations with friction βρ|u|u was studied
in [11]. For the singularity formation of smooth solutions, we can see [12–15] and the references
therein. Moreover, the authors in [16] established the finite-time blow-up results for compressible
Euler system with space-dependent damping in 1-D. Recently, time-periodic solutions have attracted
much attention. However, most of these temporal periodic solutions are driven by the time-periodic
external force; see [17, 18] for examples. The first result on the existence and stability of time-periodic
supersonic solutions triggered by boundary conditions was considered in [19]. Then, the authors of [20]
studied the global existence and stability of the time-periodic solution of the isentropic compressible
Euler equations with source term βρ|u|αu.

If S , Const., much less is known. In [21–26], the authors used characteristics analysis and energy
estimate methods to study 1-D non-isentropic p-systems with damping in Lagrangian coordinates.
Specifically, the global existence of smooth solutions for the Cauchy problem with small initial data has
been investigated in [21, 22]. The influence of the damping mechanism on the large time behavior of
solutions was considered in [23, 24]. For the results of the initial-boundary value problem, see [25, 26].
The stability of combination of rarefaction waves with viscous contact wave for compressible
Navier-Stokes equations with temperature-dependent transport coefficients and large data was obtained
in [27]. As for the problems about non-isentropic compressible Euler equations with a vacuum
boundary, we refer the reader to [28, 29]. In [30–32], the relaxation limit problems for non-isentropic
compressible Euler equations with source terms in multiple space dimensions were discussed.

In this paper, we are interested in the dynamics of non-isentropic Euler equations with friction.
Exactly speaking, we want to prove the global existence and stability of temporal periodic solutions
around the supersonic steady state to non-isentropic compressible Euler equations with the general
friction term βρ|u|αu for any α, β ∈ R. It is worth pointing out that the temporal periodic non-isentropic
supersonic solution considered in this paper is driven by periodic boundary conditions.

We choose the steady solution W̃(x) = (ρ̃(x), ũ(x), S̃ (x))⊤ (with ũ(x) > 0) as a background solution,
which satisfies 

(ρ̃ũ)x = 0,
(ρ̃ũ2 + p(ρ̃, S̃ ))x = βρ̃ũα+1,

ũS̃ x = 0,
(ρ̃, ũ, S̃ )⊤|x=0 = (ρ−, u−, S 0)⊤.

(1.4)

The equation (1.4)3 indicates that the static entropy in the duct must be a constant. That is, S̃ (x) = S 0.
Moreover, when (α, β) lies in different regions of R2, the source term βρ̃ũα+1 affects the movement of
flow dramatically. We analyze the influence meticulously and gain the allowable maximal duct length
for subsonic or supersonic inflow.

Based on the steady solution, we are interested in two problems. The first one is, if ρl(t) − ρ−,
ul(t) − u−, S l(t) − S 0 and ρ0(x) − ρ̃(x), u0(x) − ũ(x), S 0(x) − S 0 are small in some norm sense, can we
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obtain a classical solution of the problem described by (1.1)–(1.3) for [0,∞) × [0, L] while this classical
solution remains close to the background solution? If the first question holds, our second one is whether
the small classical solution is temporal-periodic as long as the inflow is time-periodic at the entrance of
ducts?

We use W̄(t, x) = (ρ̄(t, x), ū(t, x), S̄ (t, x))⊤ = (ρ(t, x) − ρ̃(x), u(t, x) − ũ(x), S (t, x) − S 0)⊤ to denote the
perturbation around the background solution, and, correspondingly,

W̄0(x) = (ρ̄0(x), ū0(x), S̄ 0(x)) = (ρ0(x) − ρ̃(x), u0(x) − ũ(x), S 0(x) − S 0),

W̄l(t) = (ρ̄l(t), ūl(t), S̄ l(t)) = (ρl(t) − ρ−, ul(t) − u−, S l(t) − S 0),

that is,

t = 0 :


ρ0(x) = ρ̄0(x) + ρ̃(x),
u0(x) = ū0(x) + ũ(x), 0 ≤ x ≤ L,
S 0(x) = S̄ 0(x) + S 0,

(1.5)

and

x = 0 :


ρl(t) = ρ̄l(t) + ρ−,
ul(t) = ūl(t) + u−, t ≥ 0.
S l(t) = S̄ l(t) + S 0.

(1.6)

The main conclusions of this article are as follows:

Theorem 1.1. For any fixed non-sonic upstream state (ρ−, u−, S 0) with ρ− , ρ∗ =
[

(ρ−u−)2

aγeS 0

] 1
γ+1
> 0 and

u− > 0, the following holds:
1) There exists a maximal duct length Lm, which only depends on α, β, γ and (ρ−, u−, S 0), such that

the steady solution W̃(x) = (ρ̃(x), ũ(x), S 0)⊤ of the problem (1.1) exists in [0, L] for any L < Lm;
2) The steady solution (ρ̃(x), ũ(x), S 0)⊤ keeps the upstream supersonic/subsonic state and ρ̃ũ =

ρ−u− > 0;
3) ∥(ρ̃(x), ũ(x), S 0)∥C2([0,L]) < M0, where M0 is a constant only depending on α, β, γ, ρ−, u−, S 0 and

L;
4) If β > 0, α ≤ 1 and the upstream is supersonic, the maximal duct length Lm can be infinite and a

vacuum cannot appear in any finite place of ducts;
5) When β > 0, α ≥ −γ and the upstream is subsonic, the maximal duct length Lm can also be infinite,

and the flow cannot stop in any place of ducts.

Theorem 1.2. Assume that the length of duct L < Lm and the steady flow is supersonic at the entrance

of a duct, i.e., ρ− < ρ∗ =
[

(ρ−u−)2

aγeS 0

] 1
γ+1 . Then, there are constants ε0 and K0 such that, if

∥W̄0(x)∥C1([0,L]) = ∥(ρ0(x) − ρ̃(x), u0(x) − ũ(x), S 0(x) − S 0)∥C1([0,L]) ≤ ε < ε0, (1.7)

∥W̄l(t)∥C1([0,+∞)) = ∥ρl(t) − ρ−, ul(t) − u−, S l(t) − S 0∥C1([0,+∞)) ≤ ε < ε0, (1.8)

and the C0, C1 compatibility conditions are satisfied at point (0, 0), there is a unique C1 solution
W(t, x) = (ρ(t, x), u(t, x), S (t, x))⊤ for the mixed initial-boundary value problems (1.1)–(1.3) in the
domain G = {(t, x)|t ≥ 0, x ∈ [0, L]}, satisfying

∥W̄(t, x)∥C1(G) = ∥ρ(t, x) − ρ̃(x), u(t, x) − ũ(x), S (t, x) − S 0∥C1(G) ≤ K0ε. (1.9)
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Remark 1.1. Since the flows at {x = L} are entirely determined by the initial data on x ∈ [0, L] and the
boundary conditions on {x = 0} under the supersonic conditions, we only need to present the boundary
conditions on {x = 0} in Theorem 1.2.

If we further assume that the boundaries ρl(t), ul(t), S l(t) are periodic, then the C1 solution obtained
in Theorem 1.2 is a temporal periodic solution:

Theorem 1.3. Suppose that the assumptions of Theorem 1.2 are fulfilled and the flow at the entrance
x = 0 is temporal-periodic, i.e., Wl(t+P) = Wl(t); then, the C1 solution W(t, x) = (ρ(t, x), u(t, x), S (t, x))⊤

of the problem described by (1.1)–(1.3) is also temporal-periodic, namely,

W(t + P, x) = W(t, x) (1.10)

for any t > T1 and x ∈ [0, L], where T1 is a constant defined in (4.3).

The organization of this article is as follows. In the next section, we study the steady-state supersonic
and subsonic flow. The wave decomposition for non-isentropic Euler equations is introduced in Section
3. In Section 4, based on wave decomposition, we prove the global existence and stability of smooth
solutions under small perturbations around the steady-state supersonic flow. And, in Section 5, with
the help of Gronwall’s inequality, we obtain that the smooth supersonic solution is a temporal periodic
solution, after a certain start-up time, with the same period as the boundary conditions.

2. Steady-state supersonic and subsonic flow

In this section, the steady-state flow is considered for some positive constants upstream (ρ−, u−, S 0)
on the left side. In [11], the authors considered the differential equation in which the Mach number
varies with the length of the duct. In [20], the authors investigated the steady-state equation with sound
speed and flow velocity. Different from the methods used in [11] and [20], and motivated by [33], we
rewrite (1.4) as the equations related to momentum and density in this paper, namely,

m̃x = 0,(
m̃2

ρ̃
+ p(ρ̃, S 0)

)
x
= β m̃α+1

ρ̃α
,

(ρ̃, m̃)⊤|x=0 = (ρ−, ρ−u−),
(2.1)

where m̃ = ρ̃ũ represents momentum. The advantage of this method is that the vacuum and stagnant
states can be considered. Now, we analyze this problem in three cases:

Case 1: α , 1 and α , −γ.
In this case, (2.1) becomes {

m̃ = const. = ρ−u−,
F1 (ρ̃, m̃)x = βm̃

α+1,
(2.2)

where

F1(ρ̃, m̃) = −
m̃2

α − 1
ρ̃α−1 +

aγeS 0

γ + α
ρ̃γ+α. (2.3)

Then, we get
∂F1(ρ̃, m̃)
∂ρ̃

= ρ̃α
(
−

m̃2

ρ̃2 + aγeS 0 ρ̃γ−1
)
= ρ̃α−2

(
ρ̃2 pρ̃ − m̃2

)
. (2.4)
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Let G(ρ̃, m̃) = ρ̃2 pρ̃ − m̃2. For any fixed m̃ > 0, we have that lim
ρ̃→0

G(ρ̃, m̃) = −m̃2 < 0. From the definition

of p(ρ̃, S 0), we obtain
ρ̃2 pρ̃ is a strictly increasing function for ρ̃ > 0.

Thus, when ρ̃ → +∞, G(ρ̃, m̃) → +∞. Then, there exists ρ∗ =
[

(ρ−u−)2

aγeS 0

] 1
γ+1
> 0 such that G (ρ∗, m̃) = 0

(i.e., (ρ∗)2 pρ̃ (ρ∗) = m̃2). That is, when ρ̃ = ρ∗, the fluid velocity is equal to the sound speed (i.e.,

ũ = c̃ =
√
∂p
∂ρ̃
=
√

aγe
S 0
2 ρ̃

γ−1
2 ). Therefore, we have

∂F1(ρ̃, m̃)
∂ρ̃

= ρ̃α−2
(
pρ̃ρ̃2 − m̃2

)
< 0⇔ pρ̃ρ̃2 < m̃2 (2.5)

and
∂F1(ρ̃, m̃)
∂ρ̃

= ρ̃α−2
(
pρ̃ρ̃2 − m̃2

)
> 0⇔ pρ̃ρ̃2 > m̃2. (2.6)

We conclude that ∂F1(ρ̃,m̃)
∂ρ̃
< 0 for ρ̃ < ρ∗ and ∂F1(ρ̃,m̃)

∂ρ̃
> 0 for ρ̃ > ρ∗. Furthermore, we have

lim
ρ̃→0

F1(ρ̃, m̃) = 0, lim
ρ̃→+∞

F1(ρ̃, m̃) = +∞, F1(ρ∗, m̃) < 0, for α > 1; (2.7)

lim
ρ̃→0

F1(ρ̃, m̃) = +∞, lim
ρ̃→+∞

F1(ρ̃, m̃) = +∞, F1(ρ∗, m̃) > 0, for − γ < α < 1; (2.8)

and
lim
ρ̃→0

F1(ρ̃, m̃) = +∞, lim
ρ̃→+∞

F1(ρ̃, m̃) = 0, F1(ρ∗, m̃) < 0, for α < −γ. (2.9)

Then, for any fixed m̃ = ρ−u− > 0, according to different regions of α ∈ R, we draw the graphs of
F1(ρ̃, m̃). See Figure 1 below.

(i) α > 1 (ii) −γ < α < 1 (iii) α < −γ

Figure. 1. Plot of ρ̃→ F1(ρ̃,m).

Integrating (2.2)2 over (0, x), we obtain

F1 (ρ̃(x), m̃) − F1(ρ−, m̃) = βm̃α+1x. (2.10)

If β < 0, by (2.10), F1(ρ̃, m̃) will decrease as the length of ducts increases, until it arrives at the
minimum F1(ρ∗, m̃), no matter whether the upstream is supersonic (i.e., ρ− < ρ∗) or subsonic (i.e.,
ρ− > ρ

∗). Therefore, we get the maximal length of ducts

Lm = −
1
β

[
u1−α
−

1 − α
+

aγeS 0

γ + α
ρ
γ−1
− u−α−1

− +
(
aγeS 0

) 1−α
γ+1 (ρ−u−)

(1−α)(γ−1)
γ+1

(
1
α − 1

−
1
γ + α

)]
(2.11)
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for a supersonic or subsonic flow before it gets choked, which is the state where the flow speed is equal
to the sonic speed.

However, if β > 0, α > 1 and the upstream is supersonic (i.e., ρ− < ρ∗), by (2.7), (2.10) and Figure 1
(i), we know that ρ̃ is decreasing as duct length x increases. Then, we get the maximal length of ducts

Lm =
1
β

(
u1−α
−

α − 1
−

aγeS 0

γ + α
ρ
γ−1
− u−α−1

−

)
(2.12)

for a supersonic flow before it reaches the vacuum state. If −γ < α < 1 or α < −γ, by (2.8)–(2.10) and
Figure 1(ii) and (iii), ρ̃ is decreasing as the duct length x increases for supersonic upstream, too. But,
the vacuum will never occur for any duct length L.

Moreover, if β > 0, α < −γ and the upstream is subsonic (i.e., ρ− > ρ∗), combining (2.9), (2.10) with
Figure 1(iii), ρ̃ is increasing as the duct length x increases. At the same time, F1(ρ̃, m̃) is increasing and
approaching its supremum 0. Then, we get the maximal length of the duct Lm, which is still as shown
in (2.12). When L > Lm, the fluid velocity is zero, that is, the fluid stagnates in a finite place. While,
if −γ < α < 1 or α > 1, again, by (2.7), (2.8), (2.10) and Figure 1(i) and (ii), ρ̃ is also increasing as
the duct length x increases, but F1(ρ̃, m̃) goes to infinity as ρ̃ grows. In this case, although the fluid is
slowing down, it does not stagnate at any finite place.

Case 2: α = 1.
Now, (2.2) turns into {

m̃ = ρ−u−,
F2 (ρ̃, m̃)x = βm̃

2,
(2.13)

where

F2 (ρ̃, m̃) = −m̃2 ln ρ̃ +
aγeS 0

γ + 1
ρ̃γ+1.

And, we get
lim
ρ̃→0

F2(ρ̃, m̃) = +∞, lim
ρ̃→+∞

F2(ρ̃, m̃) = +∞, (2.14)

∂F2(ρ̃, m̃)
∂ρ̃

= ρ̃

(
−

m̃2

ρ̃2 + aγeS 0 ρ̃γ−1
)
, (2.15)

and
F2 (ρ̃(x), m̃) − F2(ρ−, m̃) = βm̃2x. (2.16)

Similarly, the function F2 (ρ̃(x), m̃) gets its minimum at point ρ̃ = ρ∗. If β < 0, combining (2.14) with
(2.16), we get the maximal length of ducts

Lm = −
1

β(γ + 1)

ln ρ1−γ
− u2

−

aγeS 0
+ aγeS 0ρ

γ−1
− u−2

− − 1
 (2.17)

for a supersonic or subsonic flow before it gets choked. While, if β > 0, the flow remains in its entrance
state for any duct length L > 0, no matter whether it is supersonic or subsonic.

Case 3: α = −γ.
In this case, (2.1) changes into {

m̃ = ρ−u−,
F3 (ρ̃, m̃)x = βm̃

1−γ,
(2.18)
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where

F3(ρ̃, m̃) =
m̃2

1 + γ
ρ̃−γ−1 + aγeS 0 ln ρ̃.

Then, we have
lim
ρ̃→0

F3(ρ̃, m̃) = +∞, lim
ρ̃→+∞

F3(ρ̃, m̃) = +∞, (2.19)

∂F3 (ρ̃, m̃)
∂ρ̃

= ρ̃−γ
(
−

m̃2

ρ̃2 + aγeS 0 ρ̃γ−1
)
, (2.20)

and
F3 (ρ̃(x), m̃) − F3(ρ−, m̃) = βm̃1−γx. (2.21)

Similar to the other two cases, the function F3 (ρ̃(x), m̃) gets its minimum at point ρ̃ = ρ∗. If β < 0, by
(2.19) and (2.21), we obtain the maximal length of ducts

Lm = −
1

β(1 + γ)

[
uγ+1
− + aγeS 0 (ρ−u−)γ−1 ln

(
aγeS 0−1ρ

γ−1
− u−2

−

)]
(2.22)

for a supersonic or subsonic flow before it gets choked. While, if β > 0, again, by (2.19) and (2.21), the
flow also keeps the upstream supersonic or subsonic state for any duct length L > 0.

To sum up, we draw the following conclusion from the above analysis:

Lemma 2.1. If ρ− , ρ∗ > 0, u− > 0, c∗ = (aγeS 0)
1
γ+1 (ρ−u−)

γ−1
γ+1 > 0 and the duct length L < Lm, where

Lm is the maximal allowable duct length given in (2.11), (2.12), (2.17) and (2.22), then the Cauchy
problem (1.4) admits a unique smooth positive solution (ρ̃(x), ũ(x), S 0)⊤ which satisfies the following
properties:

1) 0 < ρ− < ρ̃(x) < ρ∗ and c∗ < ũ(x) < u−, if β < 0 and ρ− < ρ∗;
2) 0 < ρ∗ < ρ̃(x) < ρ− and u− < ũ(x) < c∗, if β < 0 and ρ− > ρ∗;
3) 0 < ρ̃(x) < ρ− and c∗ < u− < ũ(x) < +∞, if β > 0 and ρ− < ρ∗;
4) 0 < ρ− < ρ̃(x) < +∞ and 0 < ũ(x) < u− < c∗, if β > 0 and ρ− > ρ∗;
5) ρ̃ũ = ρ−u−;
6) ∥(ρ̃(x), ũ(x), S 0)∥C2([0,L]) < M0, where M0 is a constant only depending on α, β, γ, ρ−, u−, S 0 and

L.

Remark 2.1. The following is worth pointing out:
1) When β > 0 and the upstream is supersonic, a vacuum can occur at the finite place for α > 1,

while a vacuum will never happen in any finite ducts for α ≤ 1;
2) When β > 0 and the upstream is subsonic, fluid velocity can be zero at the finite place for α < −γ,

while the movement of fluid will never stop in the duct for α ≥ −γ;
3) For the case of β = 0, we refer the reader to [19] for details.

Thus, from Lemma 2.1 and Remark 2.1, we can directly get Theorem 1.1.

3. Wave decomposition

In order to answer the two problems proposed in the introduction, we introduce a wave de-
composition for system (1.1) in this section. Here, we choose the steady supersonic solution
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W̃(x) = (ρ̃(x), ũ(x), S̃ (x))⊤ (with ũ(x) > 0) as the background solution, which satisfies (1.4). For
system (1.1), the corresponding simplification system has the form

ρt + ρxu + ρux = 0,
ut + uux + aγeSργ−2ρx + aeSργ−1S x = βuα+1,

S t + uS x = 0.
(3.1)

Let us denote W(t, x) = W̄(t, x)+ W̃(x), where W̄ = (ρ̄, ū, S̄ )⊤ is the perturbation around the background
solution. Substituting

ρ(t, x) = ρ̄(t, x) + ρ̃(x), u(t, x) = ū(t, x) + ũ(x), S (t, x) = S̄ (t, x) + S 0 (3.2)

into (3.1) yields
ρ̄t + uρ̄x + ρūx + ρ̃xū + ũxρ̄ + ũρ̃x + ρ̃ũx = 0,
ūt + uūx + ūũx + ũxũ + aγeSργ−2(ρ̄x + ρ̃x) + aeSργ−1S̄ x = β(ū + ũ)α+1,

S̄ t + uS̄ x = 0.
(3.3)

Combining this with (1.4), system (3.3) can be simplified as
ρ̄t + uρ̄x + ρūx = −ũxρ̄ − ρ̃xū,
ūt + uūx + aγeSργ−2ρ̄x + aeSργ−1S̄ x = − Θ(ρ, ρ̃, S , S 0)eS̄ ρ̄ρ̃x − ũxū − g(u, ũ)ū,
S̄ t + uS̄ x = 0,

(3.4)

where Θ(ρ, ρ̃, S , S 0)eS̄ ρ̄ = aγ(eSργ−2 − eS 0 ρ̃γ−2) and g(u, ũ)ū = −β[(ū + ũ)α+1 − ũα+1]. g(u, ũ) can be
represented as follows:

g(u, ũ) = −β(α + 1)
∫ 1

0
(θū + ũ)αdθ.

Obviously, system (3.4) can be expressed as the following quasi-linear equations:

W̄t + A(W)W̄x + H(W̃)W̄ = 0, (3.5)

where

A(W) =


u ρ 0

aγeSργ−2 u aeSργ−1

0 0 u

 , (3.6)

H(W̃) =


ũx ρ̃x 0

Θ(ρ, ρ̃, S , S̃ )eS̄ ρ̃x ũx + g(u, ũ) 0
0 0 0

 . (3.7)

Through simple calculations, the three eigenvalues of system (3.5) are

λ1(W) = u − c, λ2(W) = u, λ3(W) = u + c, (3.8)

where c =
√

aγe
S
2 ρ

γ−1
2 . The three right eigenvectors ri(W) (i = 1, 2, 3) corresponding to λi (i = 1, 2, 3)

are 
r1(W) = 1√

ρ2+c2
(ρ,−c, 0)⊤,

r2(W) = 1√
ρ2+γ2

(ρ, 0,−γ)⊤,

r3(W) = 1√
ρ2+c2

(ρ, c, 0)⊤.
(3.9)
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The left eigenvectors li(W) (i = 1, 2, 3) satisfy

li(W)r j(W) ≡ δi j, ri(W)⊤ri(W) ≡ 1, (i, j = 1, 2, 3), (3.10)

where δi j represents the Kroneckers symbol. It is easy to get the expression for li(W) as follows:
l1(W) =

√
ρ2+c2

2 (ρ−1,−c−1, 0),

l2(W) =
√
ρ2+γ2

2 (ρ−1, 0,−γ−1),

l3(W) =
√
ρ2+c2

2 (ρ−1, c−1, 0).

(3.11)

Besides, li(W) and ri(W) have the same regularity.
Let

µi = li(W)W̄, ϖi = li(W)W̄x, µ = (µ1, µ2, µ3)⊤ , ϖ = (ϖ1, ϖ2, ϖ3)⊤ ; (3.12)

then,

W̄ =
3∑

k=1

µkrk(W),
∂W̄
∂x
=

3∑
k=1

ϖkrk(W). (3.13)

Noticing (3.5) and (3.12), we have

dµi

dit
=

d
(
li(W)W̄

)
dit

=
d
(
W̄

)
dit
∇li(W)W̄ + λi(W)W̃ ′∇li(W)W̄ − li(W)H(W̃)W̄,

(3.14)

where

∇li(W) =


∂
∂W1

(li(W))
∂
∂W2

(li(W))
∂
∂W3

(li(W))

 . (3.15)

By using (3.5) and (3.13), we get

d(W̄)
dit
=
∂W̄
∂t
+ λi(W)

∂(W̄)
∂x

=

3∑
k=1

(λi(W) − λk(W))ϖkrk(W) − H(W̃)W̄.
(3.16)

Thus, noting ∇(li(W)r j(W)) = 0 and ∇li(W)r j(W) = −li(W)∇r j(W), we get

dµi

dit
=
∂µi

∂t
+ λi(W)

∂µi

∂x

=

3∑
j,k=1

Φi jk(W)ϖ jµk +

3∑
j,k=1

Φ̃i jk(W)µ jµk −

3∑
k=1

˜̃Φik(W)µk,
(3.17)
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where
Φi jk(W) =

(
λ j(W) − λi(W)

)
li(W)∇Wr j(W)rk(W),

Φ̃i jk(W) = li(W)H(W̃)∇Wr j(W)rk(W),
˜̃Φik(W) = λi(W)li(W)W̃ ′∇Wrk(W) + li(W)H(W̃)rk(W),

(3.18)

and
Φiik(W) ≡ 0, ∀k = 1, 2, 3. (3.19)

Similarly, we have from (3.10) and (3.13) that

dϖi

dit
=

d(li(W)W̄x)
dit

=

3∑
k=1

ϖk
d(li(W))

dit
rk(W) + li(W)

d(W̄x)
dit
,

(3.20)

and
d (li(W))

dit
rk(W) = −li(W)

d (rk(W))
dit

= −

3∑
s=1

li(W)
∂ (rk(W))
∂Ws

d (Ws)
dit

= −

3∑
s=1

Cksi(W)
(
dW̄s

dit
+

dW̃s

dit

)
,

(3.21)

where Cksi(W) = li(W)∂(rk(W))
∂Ws

. It is concluded from (3.16) that

d(W̄s)
dit

=

3∑
j=1

(λi(W) − λ j(W))ϖ jr js(W) − H(W̃)W̄. (3.22)

Therefore,
3∑

k=1

ϖk
d (li(W))

dit
rk(W) =

3∑
j,k,s=1

ϖkCksi(λ j(W) − λi(W))ϖ jr js(W)

−

3∑
k,s=1

Cksiλi
∂W̃s

∂x
ϖk +

3∑
k,s=1

CksiϖkH(W̃)W̄.

(3.23)

Then,

li(W)
dW̄x

dit
= li(W)

(
∂W̄x

∂t
+ A(W)

∂W̄x

∂x

)
= −

3∑
k,s=1

li(W)
∂ (A(W))
∂Ws

(
W̄s + W̃s

)
x
ϖkrk − li(W)

(
H(W̃)W̄

)
x
,

(3.24)

where we used (3.5). By differentiating

A(W)rk(W) = λk(W)rk(W)

with respect to Ws and multiplying the result by li(W), we get

li(W)
∂ (A(W))
∂Ws

rk = li(W)
∂ (λk)
∂Ws

rk + li(W)λk
∂ (rk)
∂Ws

− li(W)A(W)
∂ (rk)
∂Ws

=
∂ (λk)
∂Ws

δik + (λk − λi)Cksi(W).
(3.25)
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Thus,

dϖi

dit
=

3∑
k=1

ϖk
d (li(W))

dit
rk(W) + li(W)

d(W̄x)
dit

=

3∑
j,k=1

Υi jk(W)ϖ jϖk +

3∑
j,k=1

Υ̃i jk(W)ϖk − li(W)H(W̃)xW̄,

(3.26)

where
Υi jk(W) =

(
λ j(W) − λk(W)

)
li(W)∇Wrk(W)r j(W) − ∇Wλk(W)r j(W)δik,

Υ̃i jk(W) = − λk(W)li(W)∇Wrk(W)W̃ ′ + li(W)∇WrkH(W̃)r jµ j(W)
− ∇Wλk(W)δikW̃ ′ − li(W)H(W̃)rk(W).

In view of Lemma 2.1, it is clear that the term H(W̃)x in (3.26) is meaningful.
For the convenience of the later proof, we can rewrite system (3.5) as

W̄x + A−1(W)W̄t + A−1(W)H(W̃)W̄ = 0 (3.27)

by swapping the variables t and x. Here, we represent the eigenvalues, left eigenvectors and right
eigenvectors of the matrix A−1(W) as λ̂i, l̂i(W) and r̂i(W), i = 1, 2, 3, respectively.

Let
µ̂i = l̂i(W)W̄, ϖ̂i = l̂i(W)W̄t, µ̂ = (µ̂1, µ̂2, µ̂3)⊤ , ϖ̂ = (ϖ̂1, ϖ̂2, ϖ̂3)⊤ . (3.28)

Similar to the above arguments, we can get similar results by combining (3.27) and (3.28):

dµ̂i

dit
=
∂µ̂i

∂x
+ λ̂i(W)

∂µ̂i

∂t

=

3∑
j,k=1

Φ̂i jk(W)ϖ̂ jµ̂k +

3∑
j,k=1

ˆ̃Φi jk(W)µ̂ jµ̂k −

3∑
k=1

ˆ̃̃
Φik(W)µ̂k,

(3.29)

with
Φ̂i jk(W) =

(
λ̂ j(W) − λ̂i(W)

)
l̂i(W)∇W r̂ j(W)r̂k(W),

ˆ̃Φi jk(W) = λ̂ j(W)l̂i(W)H(W̃)∇W r̂ j(W)r̂k(W),
ˆ̃̃
Φik(W) = l̂i(W)W̃ ′∇W r̂k(W) + λ̂i(W)l̂i(W)H(W̃)r̂k(W),

and
dϖ̂i

dit
=
∂ϖ̂i

∂x
+ λ̂i(W)

∂ϖ̂i

∂t

=

3∑
j,k=1

Υ̂i jk(W) · ϖ̂ jϖ̂k +

3∑
j,k=1

ˆ̃Υi jk(W) · ϖ̂k − l̂i(W)
(
A−1H(W̃)

)
t
W̄,

(3.30)

where
Υ̂i jk(W) =

(
λ̂ j(W) − λ̂k(W)

)
l̂i(W)∇W r̂k(W)r̂ j(W) − ∇W λ̂k(W)r̂ j(W)δik,

ˆ̃Υi jk(W) = − l̂i(W)∇W r̂k(W)W̃ ′ + l̂i(W)∇W r̂k(W)A−1H(W̃)r̂ jµ̂ j(W)

− l̂i(W)A−1(W)H(W̃)r̂k(W).
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The wave decomposition for the initial data

W̄(t, x)|t=0 = W̄0(x) = (ρ̄0(x), ū0(x), S̄ 0(x))⊤

and boundary conditions
W̄(t, x)|x=0 = W̄l(t) = (ρ̄l(t), ūl(t), S̄ l(t))⊤

have the following form:

µ0 = (µ10, µ20, µ30)⊤ , ϖ0 = (ϖ10, ϖ20, ϖ30)⊤ , µ̂l = (µ̂1l, µ̂2l, µ̂3l)⊤ , ϖ̂l = (ϖ̂1l, ϖ̂2l, ϖ̂3l)⊤ , (3.31)

µl = (µ1l, µ2l, µ3l)⊤ , ϖl = (ϖ1l, ϖ2l, ϖ3l)⊤ , (3.32)

with
µi0 = li(W0)W̄0, ϖi0 = li(W0)∂x(W̄0), µ̂il = l̂i(Wl)W̄l, ϖ̂il = l̂i(Wl)∂t(W̄l), (3.33)

µil = li(Wl)W̄l, ϖil = li(Wl)∂x(W̄l), (3.34)

where
W0 = (ρ0, u0, S 0)⊤, Wl = (ρl, ul, S l)⊤.

4. Existence and stability of global solutions

In this section, based on wave decomposition, we prove the global existence and stability of smooth
solutions under small perturbations around the steady-state supersonic flow in region G = {(t, x)|t ≥
0, x ∈ [0, L]}. The initial data and boundary conditions satisfy the compatibility conditions at point
(0,0) (see [11]).

In order to verify Theorem 1.2, we first establish a uniform prior estimate of the supersonic classical
solution. That is, we assume that

|µi(t, x)| ≤ Kε, |ϖi(t, x)| ≤ Kε, ∀(t, x) ∈ G, i = 1, 2, 3, (4.1)

when ∥∥∥(ρ̄0, ū0, S̄ 0)
∥∥∥

C1([0,L])
< ε,

∥∥∥(ρ̄l, ūl, S̄ l)
∥∥∥

C1([0,+∞))
< ε, (4.2)

where ε is a suitably small positive constant. Here and hereafter, K, Ki and K∗i are constants that depend
only on L, ε, ∥(ρ̃, ũ, S 0))∥C2([0,L]) and T1, defined by

T1 = min
t≥0,x∈[0,L]

i=1,2,3

L
λi(W(t, x))

> 0. (4.3)

Here, λ1, λ2 and λ3 are the three eigenvalues of system (3.5). Combining (3.9) and (3.13), (4.1) means∣∣∣W̄(t, x)
∣∣∣ ≤ Kε,

∣∣∣∣∣∣∂W̄∂x (t, x)

∣∣∣∣∣∣ ≤ Kε, ∀(t, x) ∈ G. (4.4)

In what follows, we will show the validity of the hypothesis given by (4.1).
Let x = x∗j(t) ( j = 1, 2, 3) be the characteristic curve of λ j that passes through (0,0):

dx∗j(t)

dt
= λ j

(
W

(
t, x∗j(t)

))
, x∗j(0) = 0. (4.5)
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Since λ3(W) > λ2(W) > λ1(W), we have that x = x∗3(t) lies below x = x∗2(t) and x = x∗2(t) lies below
x = x∗1(t). In what follows, we divide domain G = {(t, x)|t ≥ 0, x ∈ [0, L]} into several different regions.

Region 1: The region G1 =
{
(t, x) | 0 ≤ t ≤ T1, 0 ≤ x ≤ L, x ≥ x∗3(t)

}
.

For any point (t, x) ∈ G1, integrating the i-th equation in (3.17) along the i-th characteristic curve
about t from 0 to t, we have

|µi(t, x(t))| = |µi (0, bi)| +
∫ t

0

3∑
j,k=1

∣∣∣Φi jk(W)ϖ jµk

∣∣∣ dτ
+

∫ t

0

3∑
j,k=1

∣∣∣Φ̃i jk(W)µ jµk

∣∣∣ dτ + ∫ t

0

3∑
k=1

∣∣∣∣ ˜̃Φik(W)µk

∣∣∣∣ dτ
≤ |µi0 (bi)| + K1

∫ t

0
|µ(τ, x(τ))|dτ, i = 1, 2, 3,

(4.6)

where we have used (4.3) and (4.4) and assumed that the line intersects the x axis at (0, bi). Similarly,
integrating the i-th equation in (3.26) along the i-th characteristic curve and assuming that the line
intersects the x axis at (0, bi) again, we get

|ϖi(t, x(t))| = |ϖi (0, bi)| +
∫ t

0

3∑
j,k=1

∣∣∣Υi jk(W)ϖ jϖk

∣∣∣ dτ
+

∫ t

0

3∑
j,k=1

∣∣∣Υ̃i jk(W)ϖk

∣∣∣ dτ + ∫ t

0

∣∣∣li(W)H(W̃)xW̄
∣∣∣ dτ

≤ |ϖi0 (bi)| + K2

∫ t

0
|ϖ(τ, x(τ))|dτ +

∫ t

0
[
1
2
|ũxx ∓

ρ

c
(ΘeS̄ ρ̃x)x −

cρ̃xx

ρ
± ũxx

± gx(u, ũ)||µ1| +
1
2
|ũxx ∓

ρ

c
(ΘeS̄ ρ̃x)x +

cρ̃xx

ρ
∓ ũxx ∓ gx(u, ũ)||µ3|]dτ

≤ |ϖi0 (bi)| + K2

∫ t

0
|ϖ(τ, x(τ))|dτ + K∗2

∫ t

0
|µ(τ, x(τ))|dτ, i = 1, 3,

(4.7)

and

|ϖ2(t, x(t))| = |ϖ2 (0, b2)| +
∫ t

0

3∑
j,k=1

∣∣∣Υi jk(W)ϖ jϖk

∣∣∣ dτ
+

∫ t

0

3∑
j,k=1

∣∣∣Υ̃i jk(W)ϖk

∣∣∣ dτ + ∫ t

0

∣∣∣l2(W)H(W̃)xW̄
∣∣∣ dτ

≤ |ϖ20 (b2)| + K3

∫ t

0
|ϖ(τ, x(τ))|dτ +

∫ t

0
[

√
ρ2 + γ2

2
√
ρ2 + c2

(|ũxx −
cρ̃xx

ρ
||µ1|

+ |ũxx +
cρ̃xx

ρ
||µ3|)]dτ

≤ |ϖ20 (b2)| + K3

∫ t

0
|ϖ(τ, x(τ))|dτ + K∗3

∫ t

0
|µ(τ, x(τ))|dτ,

(4.8)
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where Θ = Θ(ρ, ρ̃, S , S 0). Adding (4.6)–(4.8) together, for any i = 1, 2, 3, and using Gronwall’s
inequality, one gets

|µ(t, x)| + |ϖ(t, x)| ≤ eK4T1
(
∥µ0∥C0([0,L]) + ∥ϖ0∥C0([0,L])

)
. (4.9)

Due to the boundedness of T1, the arbitrariness of (t, x) ∈ G1 and (4.9), it holds that

max
(t,x)∈G1

{|µ(t, x)| + |ϖ(t, x)|} ≤ K
(
∥µ0∥C0([0,L]) + ∥ϖ0∥C0([0,L])

)
. (4.10)

Region 2: The region G2 =
{
(t, x) | t ≥ 0, 0 ≤ x ≤ L, 0 ≤ x ≤ x∗1(t)

}
.

We make the change of variables t and x. For any point (t, x) ∈ G2, integrating (3.29) along the i-th
characteristic curve about x, it follows that

|µ̂i(t(x), x)| ≤ |µ̂il(ti)| + K5

∫ x

0
|µ̂(t(ς), ς)|dς, i = 1, 2, 3, (4.11)

where we assumed that the line intersects the t axis at the point (ti, 0). Similarly, repeating the above
procedure for (3.30), we get

|ϖ̂i(t(x), x)| ≤ |ϖ̂il(ti)| + K6

∫ x

0
|ϖ̂(t(ς), ς)|dς + K∗6

∫ x

0
|µ̂(t(ς), ς)|dς, i = 1, 2, 3. (4.12)

Summing up (4.11) and (4.12) for i = 1, 2, 3 and applying Gronwall’s inequality, we obtain

max
(t,x)∈G2

{|µ̂(t, x)| + |ϖ̂(t, x)|} ≤ K
(
∥µ̂l∥C0([0,+∞)) + ∥ϖ̂l∥C0([0,+∞))

)
, ∀(t, x) ∈ G2, (4.13)

where we exploit the arbitrariness of (t, x) ∈ G2.

Region 3: The region G3 =
{
(t, x) | 0 ≤ t ≤ T1, 0 ≤ x ≤ L, x∗2(t) ≤ x ≤ x∗3(t)

}
.

For any point (t, x) ∈ G3, integrating the 1st and 2nd equations in (3.17) and (3.26) along the 1st and
2nd characteristic curve, we get

|µ1(t, x(t))| ≤
∣∣∣µ10

(
x′1

)∣∣∣ + K7

∫ t

0
|µ(τ, x(τ))|dτ, (4.14)

|ϖ1(t, x(t))| ≤
∣∣∣ϖ10

(
x′1

)∣∣∣ + K8

∫ t

0
|ϖ(τ, x(τ))|dτ +

∫ t

0
[
1
2
|2ũxx −

ρ

c
(ΘeS̄ ρ̃x)x −

cρ̃xx

ρ

+ gx(u, ũ)||µ1| +
1
2
| −
ρ

c
(ΘeS̄ ρ̃x)x +

cρ̃xx

ρ
− gx(u, ũ)||µ3|]dτ

≤
∣∣∣ϖ10

(
x′1

)∣∣∣ + K8

∫ t

0
|ϖ(τ, x(τ))|dτ + K∗8

∫ t

0
|µ(τ, x(τ))|dτ,

(4.15)

|µ2(t, x(t))| ≤
∣∣∣µ20

(
x′2

)∣∣∣ + K9

∫ t

0
|µ(τ, x(τ))|dτ, (4.16)

and

|ϖ2(t, x(t))| ≤
∣∣∣ϖ20

(
x′2

)∣∣∣ + K10

∫ t

0
|ϖ(τ, x(τ))|dτ + K∗10

∫ t

0
|µ(τ, x(τ))|dτ, (4.17)
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where we assumed that the line intersects the x axis at points (0, x′1) and (0, x′2), respectively. Similarly,
integrating the 3rd equations in (3.17) and (3.26) along the 3rd characteristic curve, one has

|µ3(t, x(t))| ≤
∣∣∣µ3l

(
t′3
)∣∣∣ + K11

∫ t

t′3

|µ(τ, x(τ))|dτ

≤
∣∣∣µ3l

(
t′3
)∣∣∣ + K11

∫ t

0
|µ(τ, x(τ))|dτ,

(4.18)

and

|ϖ3(t, x(t))| ≤
∣∣∣ϖ3l

(
t′3
)∣∣∣ + K12

∫ t

t′3

|ϖ(τ, x(τ))|dτ +
∫ t

t′3

[
1
2
|
ρ

c
(ΘeS̄ ρ̃x)x −

cρ̃xx

ρ

− gx(u, ũ)||µ1| +
1
2
|2ũxx +

ρ

c
(ΘeS̄ ρ̃x)x +

cρ̃xx

ρ
+ gx(u, ũ)||µ3|]dτ

≤
∣∣∣ϖ3l

(
t′3
)∣∣∣ + K12

∫ t

0
|ϖ(τ, x(τ))|dτ + K∗12

∫ t

0
|µ(τ, x(τ))|dτ,

(4.19)

where the point (t′3, 0) is the intersection of the line and the t axis.
Since the boundary data are small enough, we sum up (4.14)− (4.19) and apply Gronwall’s inequality

to obtain the following:

max
(t,x)∈G3

{|µ(t, x)| + |ϖ(t, x)|} ≤K(∥µ0∥C0([0,L]) + ∥ϖ0∥C0([0,L]) +

∥µl∥C0([0,+∞)) + ∥ϖl∥C0([0,+∞))),
(4.20)

where we exploit the arbitrariness of (t, x) ∈ G3.

Region 4: The region G4 =
{
(t, x) | 0 ≤ t ≤ T1, 0 ≤ x ≤ L, x∗1(t) ≤ x ≤ x∗2(t)

}
.

For any point (t, x) ∈ G4, integrating the 1st equations in (3.17) and (3.26) along the 1st characteristic
curve, we get

|µ1(t, x(t))| ≤
∣∣∣µ10

(
x′′1

)∣∣∣ + K13

∫ t

0
|µ(τ, x(τ))|dτ, (4.21)

and

|ϖ1(t, x(t))| ≤
∣∣∣ϖ10

(
x′′1

)∣∣∣ + K14

∫ t

0
|ϖ(τ, x(τ))|dτ + K∗14

∫ t

0
|µ(τ, x(τ))|dτ, (4.22)

where we assumed that the line intersects the x axis at (0, x′′1 ). Similarly, integrating the 2nd and 3rd
equations in (3.17) and (3.26) along the 2nd and 3rd characteristic curve, one has

|µ2(t, x(t))| ≤
∣∣∣µ2l

(
t′′2

)∣∣∣ + K15

∫ t

0
|µ(τ, x(τ))|dτ, (4.23)

|ϖ2(t, x(t))| ≤
∣∣∣ϖ2l

(
t′′2

)∣∣∣ + K16

∫ t

0
|ϖ(τ, x(τ))|dτ + K∗16

∫ t

0
|µ(τ, x(τ))|dτ, (4.24)

|µ3(t, x(t))| ≤
∣∣∣µ3l

(
t′′3

)∣∣∣ + K17

∫ t

0
|µ(τ, x(τ))|dτ, (4.25)

and

|ϖ3(t, x(t))| ≤
∣∣∣ϖ3l

(
t′′3

)∣∣∣ + K18

∫ t

0
|ϖ(τ, x(τ))|dτ + K∗18

∫ t

0
|µ(τ, x(τ))|dτ, (4.26)
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where the line intersects the t axis at points (t′′2 , 0) and (t′′3 , 0), respectively.
Noticing that the boundary data are small enough, we sum (4.21)–(4.26) and then apply Gronwall’s

inequality to obtain

max
(t,x)∈G4

{|µ(t, x)| + |ϖ(t, x)|} ≤K(∥µ0∥C0([0,L]) + ∥ϖ0∥C0([0,L]) +

∥µl∥C0([0,+∞)) + ∥ϖl∥C0([0,+∞))),
(4.27)

where we exploit the arbitrariness of (t, x) ∈ G4.
From (4.10), (4.13), (4.20) and (4.27), we have proved that the assumption of (4.1) is reasonable.

Therefore, we have obtained a uniform C1 a priori estimate for the classical solution. Thanks to
the classical theory in [34], we further obtain the global existence and uniqueness of C1 solutions
(see [11, 35–39]) for problems (1.1)–(1.3). This proves Theorem 1.2.

5. Temporal-periodic solution

In this section, we show that the smooth supersonic solution W(t, x) = (ρ(t, x), u(t, x), S (t, x))⊤ is
temporal-periodic with a period P > 0, after a certain start-up time T1, under the temporal periodic
boundary conditions. Here, we have assumed that Wl(t + P) = Wl(t) with P > 0.

For system (1.1), Riemann invariants ξ, η and ζ are introduced as follows:

ξ = u −
2
γ − 1

c, η = S , ζ = u +
2
γ − 1

c. (5.1)

Then, system (1.1) can be transformed into the following form:
ξt + λ1(ξ, ζ)ξx = β(

ξ

2 +
ζ

2 )α+1 +
γ−1
16γ (ζ − ξ)2ηx,

ηt + λ2(ξ, ζ)ηx = 0,
ζt + λ3(ξ, ζ)ζx = β(

ξ

2 +
ζ

2 )α+1 +
γ−1
16γ (ζ − ξ)2ηx,

(5.2)

where

λ1 = u − c =
γ + 1

4
ξ +

3 − γ
4
ζ, λ2 = u =

1
2

(ξ + ζ), λ3 = u + c =
3 − γ

4
ξ +
γ + 1

4
ζ

are three eigenvalues of system (1.1). For supersonic flow (i.e., u > c), we know that λ3 > λ2 > λ1 > 0.
Obviously, (1.2)–(1.3) can be written as

ξ(0, x) = ξ0(x), η(0, x) = η0(x), ζ(0, x) = ζ0(x), 0 ≤ x ≤ L, (5.3)

ξ(t, 0) = ξl(t), η(t, 0) = ηl(t), ζ(t, 0) = ζl(t), t ≥ 0, (5.4)

where ξl(t + P) = ξl(t), ηl(t + P) = ηl(t) and ζl(t + P) = ζl(t) with P > 0.
We swap t and x so that the problem described by (5.2)–(5.4) takes the following form:

ξx +
1
λ1
ξt =

1
λ1

[β( ξ2 +
ζ

2 )α+1 +
γ−1
16γ (ζ − ξ)2ηx],

ηx +
1
λ2
ηt = 0,

ζx +
1
λ3
ζt =

1
λ3

[β( ξ2 +
ζ

2 )α+1 +
γ−1
16γ (ζ − ξ)2ηx],

ξ(t, 0) = ξl(t),
η(t, 0) = ηl(t),
ζ(t, 0) = ζl(t),

(5.5)
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where t > 0 and x ∈ [0, L]. Next, we set

V = (ξ − ξ̃, η − η̃, ζ − ζ̃)⊤, Λ(t, x) =


1

λ1(ξ(t,x),ζ(t,x)) 0 0
0 1

λ2(ξ(t,x),ζ(t,x)) 0
0 0 1

λ3(ξ(t,x),ζ(t,x))

 ; (5.6)

then, the Cauchy problem (5.5) can be simplified as follows:

Vx + Λ(t, x)Vt =Λ(t, x)


β( ξ2 +

ζ

2 )α+1 +
γ−1
16γ (ζ − ξ)2ηx

0
β( ξ2 +

ζ

2 )α+1 +
γ−1
16γ (ζ − ξ)2ηx


−


1
λ̃1

[β( ξ̃2 +
ζ̃

2 )α+1 +
γ−1
16γ (ζ̃ − ξ̃)2η̃′]

0
1
λ̃3

[β( ξ̃2 +
ζ̃

2 )α+1 +
γ−1
16γ (ζ̃ − ξ̃)2η̃′]

 ,
(5.7)

where
ξ̃ = ũ − 2

γ−1 c̃, η̃ = S̃ , ζ̃ = ũ + 2
γ−1 c̃,

λ̃1 = λ1(ξ̃, ζ̃) = γ+1
4 ξ̃ +

3−γ
2 ζ̃,

λ̃2 = λ2(ξ̃, ζ̃) = 1
2 ξ̃ +

1
2 ζ̃,

λ̃3 = λ3(ξ̃, ζ̃) = 3−γ
4 ξ̃ +

γ+1
4 ζ̃.

According to

∥ρ − ρ̃∥C1(G) + ∥u − ũ∥C1(G) + ∥S − S̃ ∥C1(G) < K0ε

and (5.1), we can easily obtain

∥ξ(t, x) − ξ̃(x)∥C1(G) + ∥η(t, x) − η̃(x)∥C1(G) + ∥ζ(t, x) − ζ̃(x)∥C1(G) < J1ε, (5.8)

where the constant J1(> 0) depends solely on ρ̃, ũ, γ and L.
In order to prove that W(t + P, x) = W(t, x), for any t > T1 and x ∈ [0, L], we first prove that the

following conclusions hold:

ξ(t + P, x) = ξ(t, x), η(t + P, x) = η(t, x), ζ(t + P, x) = ζ(t, x), ∀t > T1, x ∈ [0, L], (5.9)

where T1 is the start-up time, which is defined in (4.3).
Let

N(t, x) = V(t + P, x) − V(t, x);

then, according to (5.7), we obtain {
Nx + Λ(t, x)Nt = R(t, x),

N(t, 0) = 0, t > 0,
(5.10)
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where

R(t, x) =Λ(t + P, x)


β( ξ(t+P,x)

2 +
ζ(t+P,x)

2 )α+1 +
(γ−1)(ζ(t+P,x)−ξ(t+P,x))2ηx(t+P,x)

16γ

0
β( ξ(t+P,x)

2 +
ζ(t+P,x)

2 )α+1 +
(γ−1)(ζ(t+P,x)−ξ(t+P,x))2ηx(t+P,x)

16γ


− Λ(t, x)


β( ξ(t,x)

2 +
ζ(t,x)

2 )α+1 +
(γ−1)(ζ(t,x)−ξ(t,x))2ηx(t,x)

16γ

0
β( ξ(t,x)

2 +
ζ(t,x)

2 )α+1 +
(γ−1)(ζ(t,x)−ξ(t,x))2ηx(t,x)

16γ


− [Λ(t + P, x) − Λ(t, x)]Vt(t + P, x).

(5.11)

Using the continuity of λi (i = 1, 2, 3) and (5.8), after some calculations, we obtain the following
estimates:

|Vt(t + P, x)| ≤ J2ε, (5.12)

|ξ(t + P, x) + ζ(t + P, x)| ≤ J3, (5.13)

|Λ(t, x)| ≤ J4, (5.14)

|Λ(t + P, x) − Λ(t, x)| ≤ J5|N(t, x)|, (5.15)

|Λt(ξ(t, x), η(t, x))| ≤ J6ε, (5.16)

and

|R(t, x)| ≤|Λ(t, x)| ·


J7|β||N(t, x)| + γ−1

16γ J8 · J9|N(t, x)|
0

J7|β||N(t, x)| + γ−1
16γ J8 · J9|N(t, x)|


+ |Λ(t + P, x) − Λ(t, x)| ·


( J3

2 )α+1|β| + γ−1
16 J2

3 · J8

0
( J3

2 )α+1|β| + γ−1
16 J2

3 · J8


+ |Λ(t + P, x) − Λ(t, x)| · |Vt(t + P, x)|
≤J10|N(t, x)|,

(5.17)

where the constants Ji (i = 2, · · · , 10) depend only on ρ̃, ũ, γ and L.

In the above calculation, we have used

|(
ξ(t + P, x)

2
+
ζ(t + P, x)

2
)α+1 − (

ξ(t, x)
2
+
ζ(t, x)

2
)α+1|

=|uα+1(t + P, x) − uα+1(t, x)|

=|u(t + P, x) − u(t, x)||(α + 1)||
∫ 1

0
[u(t, x) + θ(u(t + P, x) − u(t, x))]αdθ|

≤J7|N(t, x)|, for α , −1;

|(
ξ(t + P, x)

2
+
ζ(t + P, x)

2
)α+1 − (

ξ(t, x)
2
+
ζ(t, x)

2
)α+1| = 0 ≤ J7|N(t, x)|, for α = −1.
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Now, fix a point (t∗, x∗) with t∗ > T1 and 0 < x∗ < L. Let Γ1 : t = ť1(x) and Γ3 : t = ť3(x) be two
characteristic curves passing through point (t∗, x∗), that is,

dť1

dx
=

1
λ1

(
ξ
(
ť1, x

)
, ζ

(
ť1, x

)) , ť1 (x∗) = t∗, (5.18)

and
dť3

dx
=

1
λ3

(
ξ
(
ť3, x

)
, ζ

(
ť3, x

)) , ť3 (x∗) = t∗, (5.19)

where x ∈ [0, x∗]. Since λ3(W) > λ1(W), Γ1 lies below Γ3. Set

Ψ(x) =
1
2

∫ ť3(x)

ť1(x)
|N(t, x)|2dt, (5.20)

where 0 ≤ x < x∗. According to the definition of T1, and combining t∗ > T1 and 0 ≤ x∗ ≤ L, we obtain
that (ť1(0), ť3(0)) ⊂ (0,+∞). Then, it follows from (5.10) that N(t, 0) ≡ 0. Thus, Ψ(0) = 0.

Taking the derivative of Ψ(x) with regard to x gives

Ψ′(x) =
∫ ť3(x)

ť1(x)
N(t, x)⊤Nx(t, x)dt +

1
2

∣∣∣N (
ť3(x), x

)∣∣∣2 1
λ3

(
ξ
(
ť3(x), x

)
, ζ

(
ť3, x

))
−

1
2

∣∣∣N (
ť1(x), x

)∣∣∣2 1
λ1

(
ξ
(
ť1(x), x

)
, ζ

(
ť1(x), x

))
≤ −

∫ ť3(x)

ť1(x)
N(t, x)⊤Λ(t, x)Nt(t, x)dt +

∫ ť3(x)

ť1(x)
N(t, x)⊤R(t, x)dt

+
1
2

N(t, x)⊤Λ(t, x)N(t, x)
∣∣∣∣∣t=ť3(x)

t=ť1(x)

= −
1
2

∫ ť3(x)

ť1(x)

[(
N(t, x)⊤Λ(t, x)N(t, x)

)
t − N(t, x)⊤Λt(t, x)N(t, x)

]
dt

+

∫ ť3(x)

ť1(x)
N(t, x)⊤R(t, x)dt +

1
2

N(t, x)⊤Λ(t, x)N(t, x)
∣∣∣∣∣t=ť3(x)

t=ť1(x)

=
1
2

∫ ť3(x)

ť1(x)
N(t, x)⊤Λt(t, x)N(t, x)dt +

∫ ť3(x)

ť1(x)
N(t, x)⊤R(t, x)dt

≤ (J6ε + 2J10)Ψ(x),

(5.21)

where we used (5.16) and (5.17).
Therefore, using Gronwall’s inequality, we obtain that Ψ(x) ≡ 0. In addition, according to the

continuity of Ψ(x), we obtain that Ψ(x∗) = 0; then, N(t∗, x∗) = 0. Using the arbitrariness of (t∗, x∗), we
get

N(t, x) ≡ 0, ∀t > T1, x ∈ [0, L].

Thus, (5.9) holds. Then, from (5.1) and c =
√

aγe
S
2 ρ

γ−1
2 , it follows that

W(t + P, x) = W(t, x)

for any t > T1 and x ∈ [0, L], where T1 is the start-up time defined in (4.3). This proves Theorem 1.3.
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