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Abstract: Affective music composition systems are known to trigger emotions in humans. However,
the design of such systems to stimulate users’ emotions continues to be a challenge because, studies
that aggregate existing literature in the domain to help advance research and knowledge is limited.
This study presents a systematic literature review on affective algorithmic composition systems.
Eighteen primary studies were selected from IEEE Xplore, ACM Digital Library, SpringerLink,
PubMed, ScienceDirect, and Google Scholar databases following a systematic review protocol. The
findings revealed that there is a lack of a unique definition that encapsulates the various types of
affective algorithmic composition systems. Accordingly, a unique definition is provided. The findings
also show that most affective algorithmic composition systems are designed for games to provide
background music. The generative composition method was the most used compositional approach.
Overall, there was rather a low amount of research in the domain. Possible reasons for these trends
are the lack of a common definition for affective music composition systems and also the lack of
detailed documentation of the design, implementation and evaluation of the existing systems.

Keywords: affect; affective algorithmic systems; affective music composition; musical features;
music; systematic review

1. Introduction

Early investigations [1] have demonstrated that digital processing tools can generate new
“unheard sounds” which can elicit emotions. These tools may use subjective music experiences of
listeners and machine learning (ML) methods to create music that evokes affect [2]. This is known as
affective algorithmic composition (AAC) of music. AAC can control listeners’ moods, reduce stress,
and aid meditation [3]. AAC systems have been shown to be effective in areas including games [4-6],
therapeutics [7,8], and emotion recognition [9-11]. Arguably, AAC adoption is attributed to the fact
that it provides an easy means for both novice and expert music creators to compose music [12].

Several studies have advanced AAC research by providing new methods [7,9] to aid its design
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and implementation. However, extensive knowledge on patterns, types, definitions, algorithms, and
composition methods that are pertinent for advancing the field is limited [13-16].

To address the above limitation, this paper presents a systematic review of literature on existing
AAC studies. Through an extensive literature search and review, we also propose a new definition for
AAC systems that encapsulates the various types of systems. This definition addresses issues
regarding inconsistencies in current definitions that have been identified during the review.

Furthermore, we identify procedural composition methods as the dominant type of method used
for background music in games. This method is effective for the timing of events, actions and player
interactivity. Our findings also outline challenges and some future directions in the domain. Section 2
presents the review questions and details of the steps used to select and analyze the studies. This is
followed by the findings and discussions in Sections 3 and 4, respectively, and the conclusions are
drawn in Section 5.

2. Review approach

We adopted the approach of Kitchenham and Charters [17], which has been used in machine
learning (ML) and e-learning [19-17]. It provides a rigorous and impartial assessment tool for posing
review questions, selecting studies, analysis and reporting findings. After a preliminary investigation
of existing literature, we identified knowledge gaps that led to the following research questions

(RQs):

¢ RQ1: What are the characteristics of current studies?

e RQ2: How do existing studies define AAC systems?

e RQ3: What are the emotional models used for designing AAC systems?

e RQ4: What ML methods are dominant in these systems?

e RQ5: What music composition methods are used?

e RQ6: What practical applications are considered?

e RQ7: What musical features are manipulated to generate affect?

e RQ8: What methods are used for evaluating the performance of AAC systems?

RQ1: Current summaries in AAC studies provide limited information on publication patterns,
dominating outlets and leading research venues. Thus, it is expected that answering this question will
provide pertinent information to researchers and practitioners to facilitate new knowledge generation.
RQ2: Preliminary readings in the domain provided inconsistent and diverging definitions of AAC.
Hence, responses to this question will require finding existing patterns in definitions to provide a
unified definition that encapsulates the various types of AAC.

RQ3: Existing systems use emotional models for measuring affects, but they do not provide
information on the most appropriate and dominant models to guide developments. Answers to this
question are relevant because different systems may require different emotional models.

RQ4: ML methods provide potential opportunities for developing intelligent systems; however, there
is limited evidence on patterns and ML methods that dominate the domain. Answers to this question
will provide information regarding which ML methods are used for composing and detecting users’
affective states.

RQ5: This question will answer which compositional methods are more dominant in AAC systems
and what types of affect these systems seek to alter.

RQ6: Existing studies have outlined some practical applications; however, the explanatory and
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statistical information on how they are implemented and used in various research fields is inadequate.
Answers to this question will provide better understanding of how to use these systems in practical
applications.

RQ7: Existing studies show that musical features are altered to provoke emotion, but information
about dominant features and generated affect types are scarce. Information on the types of musical
features used to target a specific affect has been discussed less often. Answering this question will
provide information on how these features can be implemented and manipulated during system
design.

RQ8: Existing studies have demonstrated that listeners use their experiences to assess emaotions.
However, literature on appropriate evaluation methods for assessing system performance is limited.

2.1. Selection criteria and the process

The ability to select relevant studies is paramount in reviews as the most relevant and timely
research data are identified. Research validation is also maximized as feasibility is improved and
ethical concerns are minimized. The studies also offer structured, reproducible means [17]. We used
the following review protocol. The protocol consists of a set of inclusion and exclusion criteria for
the study. Figure 1 is a diagrammatic representation of the processes adopted for the review.
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Figure 1. Main phases of the review process.
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A literature search was conducted to extract peer-reviewed articles from a large body of research
work. Conforming to existing systematic review processes [21,22], that have been shown to be
effective [23,24], content and qualitative research techniques for analyzing text-based data were used
during the preliminary stages of the study. This provided relevant information for identifying the
appropriate search terms, phrases, and databases. We found the following search terms most
appropriate for identifying relevant primary studies:

o Affective music AND composition

o Affective music AND generation

e Machine learning AND affective music
e Algorithmic AND affective music

We searched six databases: ACM Digital library, IEEE Xplore, PubMed, ScienceDirect, Google
Scholar, and SpringerLink. In each case, the “All text” field of the advanced search functionality was
used to filter the studies. Studies published between January 2015 and December 2020 were
considered. This ensured that our findings would be recent. All publications were in English,
peer-reviewed and reported in conference proceedings or journals. Book chapters, reviews,
magazines, editorials and letters were excluded.

Search Strategy
IEEE Xplore, Science Direct,
ACM Digital Library, PubMed,
GoogleScholar, SpringerLink
Year: 2015-2020

10,970 articles
identified by search

2981 articles Journals/Conference and English

written article screening
7989 excluded

4

Duplicates removed
965 excluded

Y
Title screening
56 articles 1960 excluded

2016 articles

|

25 articles

Abstract screening

31 excluded

7 excluded

. Full text screening
18 articles —

Figure 2. Overview of the screening and selection process for this study.

A review of titles and abstracts was conducted first to eliminate studies that do not suggest any
form of music composition that uses an algorithm to induce a listener’s mood. This reduced the
number of articles from 10,970 to 2,981. The titles were then manually reviewed and 7,989 studies
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were removed. Duplicates were removed. Titles were screened manually by using the inclusion
criteria. Each abstract was read to select studies that suggest the development of an AAC system.
Papers whose titles and abstracts matched our objectives were read in more detail. Figure 1 presents
the three main activities performed and the steps used at each stage. All selected studies discuss either
concepts, techniques, approaches, emotional models, musical features, or the application of affective
music composition systems. After applying all the filtration rules, a total of 18 primary studies were
obtained. Figure 2 is a diagrammatic representation of the stages of the study selection process.

3. Findings and results
3.1. Characteristics of the studies (RQ1)

All 18 studies discuss a form of the AAC system, although some did not explicitly mention them.
The main observation is that, during the six-year period under review, research on AAC systems has
not received adequate attention. The low number of studies is not encouraging. This finding is
contrary to claims made by Gonzalez and McMullen [9], which suggested significant growth in AAC
research.

All studies originated from eight countries (see Figure 3), and studies that were from Europe
dominated (10 studies were from Europe). Five studies had their corresponding/lead authors from the
United Kingdom. Studies from the United States of America, Japan, Taiwan and Australia were
relatively low in number. This was not encouraging considering that these countries dominate ML
research in general [25]. Seven studies were published in journals. Studies were distributed among 17
scholarly outlets, and more studies were recorded in 2015. Figure 3 provides details on the
distribution of studies and their corresponding emanating countries.
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Figure 3. Study characteristics by country and publication outlets.
3.2. Defining and categorizing AAC systems (RQ2)

The description of AAC systems in the literature are ambiguous. Twelve of the primary studies
did not define them, although they successfully demonstrated systems capable of composing music
that alters listeners’ moods. One study [S2] defined AAC systems as part of generic affective
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computing technologies. This is a valid definition; however, there is still a need to distinguish AAC
systems from other types of affective computing technologies. Findings from this study also suggest
that there are different types of AAC systems. In some studies [S1, S3], they are defined as systems
that integrate affective science and computer-aided composition for the generation of new music.
This definition conforms to existing ones [13,26] since it caters to both induced and perceived
emotional changes in listeners. In one study [S5], AAC is classified as a combination of automatic
accompaniment generation and affective music synthesis. Thus, it is considered to generate new
music and also modify existing melodies to target affect. Another study [S7] explained how it inherits
perceptual models in generic computer science without emphasizing the need for it to target affect. In
summary, current studies define AAC as affective music composition (i.e., music that induces affect
but does not always use algorithms) or adaptive music composition (i.e., music that changes
according to the context of the listener).

The diversity in the definitions demonstrates different views and concepts, yet there is a need for
coherence. A careful observation of the various definitions shows that researchers define AAC
according to the type of investigations they are performing. Specifically, the lack of a unique
definition that encapsulates all types of AAC systems has encouraged researchers to consider the
types of systems as its definition.

A key requirement in all AAC systems is to induce affect by composing music using algorithms.
Arguably, no music is neutral. A listener’s mood is almost always altered. Hence, definitions that
suggest the use of music to induce affect are insufficient, as are those that focus only on the use of
algorithms for music composition. The distinction between AAC systems and other algorithmic
music composition systems is that AAC systems seek to deliberately alter or emphasize listeners’
moods. This is not the case for algorithmic or generic music compositions. In this case, the level of
alteration varies according to the selection of musical features used for composition when compared
to generic music composition. For instance, one may target a single affective descriptor, a
combination of descriptors or a position on a dimensional mood. One can compose unique and
customized music for each listener, which is a situation that is not common in generic music
composition, as it would be extremely expensive. Based on the above discussion, we provide the
following definition:

Definition: Affective algorithmic composition (AAC) systems are a technology that use
algorithms to compose music with the intent to modulate or induce a listener's affective
state.

According to this definition, such systems seek to provide two possible affective outcomes:
modulation or inducement. First, they modulate mood changes and maintain (arousal), or vary, the
magnitude of the current mood of a listener (valence). For instance, a system may reduce the
intensity of sadness or joy to a particular magnitude. It may also reinforce the current mood of a
listener. Second, they seek to completely change the current mood, with or without prior knowledge
of the listener’s current mood. For example, the system may compose music that makes listeners
happy. AAC systems that seek to modulate mood must first identify the current mood of the listener.
This is different for systems that seek to induce mood change. See Table 1 for examples of types of
systems identified in the study.
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Thirteen studies were designed to modulate the affective state of listeners. However, there was
no common pattern in the targeted affective outcome, the emotional model used for composition, the
design method or the area of application. It is emphasized that, although these systems produce
affective music, and thus adopt concepts from affective music composition, they are not the same.
AAC is rather an intersection of affective music composition and algorithmic music composition.
Also, in all circumstances, the resultant affective impact on a listener (induced or modulated) must
not be a side effect of using the system or listening to the music produced by the system. As indicated
in our definition, these systems have an intent in all cases.

3.3. Emotional models in AAC systems (RQ3)

We identified two main categories of emotional models: categorical and dimensional.
Categorical models are also known as discrete models, and they are characterized by words or
adjectival phrases such as happy, sad, fear and anger [27] to classify emotions. Dimensional models
represent emotions by using a two-dimensional valence-arousal space [28]. They recognize the
ambiguity of adjectives and define emotions in terms of arousal (how exciting/calming) and valence
(positive/negative); thus, emotions are mapped on a two-dimensional plane.

Dimensional and categorical emotional models aid the expression of specific emotional states.
They communicate by using adjectival phrases or numerical values to indicate how emotions are
represented and interpreted by humans [29]. From the selected studies, 14 used dimensional models
and only one used a categorical emotional model. The others did not report the model type they used.

Table 1. Emotional models, affective outcomes, ML techniques, composition approaches
and uses of AAC systems.

P

Affective Emotional ML Technique Composition Area of Application
Outcome Model Approach
Modulate Dimensional Supervised learning Transformative  Therapeutic
(S1, 83, 89, S17)
(S1, S4, S5, S6, (S1, S2, S3, S5, S6, (S3, 85,87, (S1,59)
S8, 89, S10, S11,  S7, 89, S10, S11, S16)
S12, S13, S14, S12, S15, S16,
S15, S16) S17, S18)
Induce Categorial Unsupervised learning Generative Games/ Movies (S4,
(S2,83,57,817,  (S13) 615, 518) (54,56,88,89, o7 gsg’lif’ 510, 814,
S18) S10, S11, S12, ’
S13, S14, S15)
Not specified Reinforcement Not specified Emotion recognition
(S4, S8, S14) (S2, S4, S5, S6, S7, (S1, 82,817, (S2, 87, S12, S15)
S8, S10, S11, S12, S18)
S13, S14, S16)
Not specified

(S3, S16, S17, S18)
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As a dominant model used in AAC systems, dimensional models explain the valence and arousal
dimensions associated with a particular emotional feeling. The valence dimension describes the
pleasantness or unpleasantness of a feeling whereas the arousal dimension explains the intensity by
describing the affect. Categorical emotional models assess emotions using Likert scales to capture a
person’s current emotional state. Some studies [29,30] have argued that categorical models are
preferred in assessing emotions in general; however, our findings contradict this. Vice versa, it is the
categorical models that we observed to be less preferred in AAC system design. Rather, our findings
support the arguments of Brattico and Pearce [31] and Russell [28], who suggested that dimensional
models are more appropriate for emotion-related studies in music.

3.4. Machine learning methods in AAC systems (RQ4)

ML methods and techniques play a key role in AAC system design. Thus, research that applies
ML in music modeling and creation usually suggests model architecture, training methods and
datasets. They also provide support for estimating system performance by using measures such as the
sequence of likelihood.

From the primary studies reviewed, seven unique ML techniques were identified: support vector
machines (SVMs), Monte Carlo, artificial neural network (ANNS), heuristics, evolutionary
algorithms, Gaussian mixture modeling and dynamic programming. These methods were used for
various purposes. See Table 1 and Figure 4 for a list of ML methods identified. The methods can be
broadly categorized into supervised, unsupervised and reinforcement learning.

Regression
Support Vector Regresswn

Artificial Neural Network
/" Supervised \ / \ /

A Learning /\ Classification \
Support Vector Machi _19

/

/ Gaussian Mixture Modth
/
/ Unsupervised /
( ML Methods Leaming
N / \ / ( Hierarchical Model )

Dynamic Programrnjng>

\
\
\

Reinforcement

/
i &/ —¥—&christic Method

Monte Carlo Method >

Evolutionary Approac@

Figure 4. Types of ML methods identified in the study.
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3.4.1. Supervised learning

Supervised learning techniques are used for the classification, pattern recognition and prediction
of emotions [32]. Two studies used support vector machines [S1 and S9]. ANNs and support vector
regression were also used [S3 and S17], respectively. ANNs are self-learning, adaptive and have no
restrictions on the number of input variables; thus, they are appropriate for constructing AAC systems.
Sound is mapped to parameters with labels representing qualities of musical features.

SVMs are mainly used for classifications and determinations of different emotional states. Here,
the classification problem is considered a binary problem (high vs low arousal, high vs low valence),
and this eliminates the possibility of measuring affect as a continuous function. This is a limitation
since the two states (valence and arousal) are numerical and have more than two possible values.

3.4.2.  Unsupervised learning

Two studies [S15, S18] used unsupervised learning approaches. One study [S15] used the
Gaussian mixture model to compose a piece of generative music (see Table 1), whereas the other
used hierarchical linear modeling (HLM) [S18]. HLM is more appropriate when data are hierarchical
or clustered. It groups data into clusters and analyzes them by using statistical models to identify their
effect on data. Based on similarities in characteristics (subjective and physiological), it establishes a
relationship to identify how music generated correlates with specific musical features.

3.4.3. Reinforcement learning

Twelve studies used reinforcement learning methods (see Table 1). This method considers
decision processes, recommendations and reward systems by learning to react to its environment.
Specifically, a multi-modal and multi-agent composition method, such as the heuristic method, was
used in these studies [S8, S13]. Markov chains and Monte Carlo methods were used in five studies.
Three of them [S2, S4, S7] used Markov Chains, and two [S11 and S12] used stochastic processes.

The reason for Monte Carlo being more popular may be attributed to its ease of use since it
makes use of probability distributions for compositions that exhibit inherent uncertainty. Different
sets of random note values are calculated by using a probability function to produce music that is
flexible and scalable. Features such as chords are selected and combined with rhythmic patterns (note
value and time signature) and pitches to generate accompaniment. They can determine harmonic
progressions as a continuous stream of chords by using random selection and iterative processes to
compute successive chords. This makes it easier for the composition. Although they are preferred,
some researchers [33] have argued that these methods produce low-quality and artificial music.

Three studies [S6, S10 and S14] used evolutionary methods. These methods apply optimization
techniques that aim to identify the optimal music based on a given criterion. They facilitate agility in
music composition because they assess the fitness of musical features (individuals) by utilizing a
specified composition rule to improve music quality. All three evolutionary approaches used the
feasible/infeasible two-population approach (FI-2POP) with multiple objective optimizations.

Dynamic programming (DP) was used in two studies [S5, S16], and it is among the least
popular ML methods in AAC systems. In DP, music is generated by categorizing similar notes into
subgroups and applying an incremental method in the composition process. DP applies sequential
matching of musical notes and affects. However, this process may lead to note repetitions that result
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in sound distortion. Heuristic methods were used in two studies [S8, S13]; mostly, they use
multi-agent and multi-modal methods for inducing affect.

3.5. Music composition methods (RQ5)

Two main composition methods are predominant in AAC systems: generative and
transformative compositions. This finding corroborates the suggestions by Wooller et al. [34] that
generative and transformative approaches are the main methods used in algorithmic composition,
contrary to claims in [35] which suggest the “sequence” approach. Considering that the review
focused on AAC systems, there is a possibility that sequencing is used in other algorithmic music
compositions but not in AACs.

The findings in Table 1 indicate that the generative approach is dominant. Generative
composition produces different and unique music from scratch, whereas transformative compositions
compose unique music by using existing inputs to generate music. Thus, in transformative
approaches, the musical information is altered. The generative approach is used extensively for
composing themes or background music in games, and also for therapeutic purposes. Nine of the
generative approaches used procedural methods, and one used the structural method. Four studies
used the transformative approach, while four did not specify the approach used.

Regarding studies that adopted the transformative approach (composing music using existing
inputs to form a variant of the original music), it was not possible to identify a specific dominant
transformation method because there were only three methods, of which two used the transposition
method, and the third used the retrograde and inversion methods. The retrograde transformation
method reverses notes in a musical sequence, while the transposition method moves a group of notes
(pitches) up and down at a constant pitch interval. The inversion method applies changes to intervals,
melodies, chords and tones of existing music to form new music. Considering that transformative
approaches were less explored, there is a need for further studies to investigate their minimal usage.

3.6. Practical applications (RQ6)

We observed that AAC systems are predominantly used for composing background music
(eight), and used less frequently for therapeutic purposes (two studies). Out of the eight that applied
AAC in games [S4, S5, S6, S8, S10, S11, S13 and S14], seven used generative approaches, and one
used the transformative approach. All eight studies sought to modulate an affective state, i.e.,
emphasized, increased or decreased a behavior. In games, background music is used to induce
immersion and stimulate users. For instance, two studies [S10, S11] used AAC to generate real-time
background music that could express specific moods.

Four of the studies focused on generic emotional recognition research, and four did not specify
the domain of the application. Two studies used it for therapeutic purposes. Again, as discussed above,
generative composition promotes conducive music in such instances. See Figure 5 for details.
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Figure 5. Composition methods and areas of application.
3.7. Musical feature manipulation (RQ7)

Cogitating that acoustic signals encrypted into auditory signals are mapped to relevant features
and analyzed to convey meanings in music, there is a need to understand the types of features
predominantly manipulated. Musical features hold different qualities which describe a piece of music.
This quality is responsible for generating affect in listeners. Our findings suggest that the main
musical features used in AAC systems are as follows:

e Harmony (11): S4, S5, S8, S10, S11, S12, S13, S14, S15, S16, S18
e Rhythm (10): S4, S5, S7, S10, S11, S12, S14, S16, S17, S18
e Dynamics (9): S3, S5, S10, S11, S13, S14, S16, S17, S18
e Timbre (7): S3, S8, S10, S11, S14, S15, S18
e Melody (7): S3, S4, S5, S8, S12, S16, S17
e Mode (6): S2, S3, S8, S16, S17, S18
e Tempo (5): S3, S5, S8, S13, S17
e Articulation (1): S13
The results indicate that harmony (11) and rhythm (10) are the two most common musical
features manipulated. Articulation (one) is the least used feature considering that only one study used
it. The majority of the studies that reported the type of musical feature manipulated used more than
one feature. Only one study [S2] manipulated a single feature (modality). The other six features were
used in at least five studies. Three studies did not report the type of features that were manipulated.
The dominance of harmony may be attributed to its ability to allow listeners to relate to music.
Harmony contains pleasing sounds that are visceral or intuitive to emotional response, and it
functions as the building block of chords and song structure. Likewise, rhythm provides the
compositional structure, measures movement and provides motion to melody and harmony, and it can
generate emotions. As the second most used feature, our finding supports Williams’ [36] claims that
rhythm is one of the most universally accepted features used in AAC systems.
It was also observed that there is a lack of explicit discussions on the relationship between music
features, affective states and their corresponding physiological response. Particularly, patterns and
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trends in the primary studies did not identify specific musical features that promote specific affects or
emotions. This lack of reliable musical/audio features is concerning. See Table 2 for the distribution

of musical features manipulated to generate affect in AAC systems.

Table 2. Emotional models, affective outcomes, ML techniques, composition approaches
and uses of AAC systems.

Study  Music Feature Evaluation Method Success
S1 - Physiological/ Self-Reporting Yes
S2 Mode Physiological/ Self-Reporting Yes
S3 Tempo, mode, melody, timbre, and dynamics Physiological/ Self-Reporting Yes
S4 Harmony, rhythm, and melody Self-Reporting Yes
S5 Tempo, rhythm, dynamics, melody, and harmony Self-Reporting Yes
S6 -— Self-Reporting Yes
S7 Rhythm Self-Reporting Yes
S8 Tempo, melody, harmony, mode, and timbre Self-Reporting Yes
S9 - Physiological/ Self-Reporting Yes
510 Dynamics, timbre, rhythm, and harmony Self-Reporting Yes
S11 Dynamics, timbre, thythm, and harmony Self-Reporting Yes
S12 Harmony, tempo, melody, articulation, and dynamics Self-Reporting Yes
513 Harmony, melody, and rhythm Self-Reporting Yes
S14 Dynamics, timbre, thythm, and harmony -— -
S15 Timbre and harmony Self-Reporting Yes
S16 Melody, mode, harmony, rhythm, and dynamics Self-Reporting Yes
517 Tempo, rhythm, dynamics, melody, and mode Physiological/ Self-Reporting Yes
S18 Dynamics, timbre, rhythm, mode, and harmony Physiological/ Self-Reporting Yes

3.8. Performance evaluation (RQ8)

Affective experience is an expressive charm that people encounter when listening to music.
People’s emotional preferences for music are notable and different due to physiological, physical and
environmental factors. To assess the presence of emotions, self-reporting, observation, and
physiological assessment methods are used. According to the study, self-reporting methods, including
self-assessment manikin [37], FEELTRACE [38] and questionnaires, are the most commonly used
type of method for validating the presence of emotion. These findings align with the results from
Eerola and Vuoskoski [14], which suggested that self-reporting methods are dominant in recognizing
musical emotions. Also, it was observed that all other methods use self-reporting as a complementary
method in verifying emotional experience.

None of the primary studies stated how subjective questionnaires were applied to measure
participants’ feelings, attitudes and sensitivity. Although self-reporting is most popular due to its ease
of use, the use of questionnaires may lead to inaccurate responses and dishonesty. Self-reported
answers may be exaggerated and biased, which may prevent self-reporting from being the most
effective evaluation method. To compensate for this shortcoming, some studies [S1, S2, S3, S9, S17
and S18] used both physiological assessment and self-reporting. None of the studies relied solely on
physiological assessment. Although physiological methods are appropriate, they are not the most
reliable and accurate according to Trochidis and Lui [8]. Four of the seven studies that conducted
physiological assessments used brain-computer interfaces [S1, S2, S3 and S9].
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4. Discussion

This study constituted a systematic review of AAC systems. All previous reviews [10,11,13,36]
have focused on the use of algorithms for composing music, whereas our study provides a broader
and multi-perspective overview of the current state of AAC system design. Our findings confirm
existing claims [13] that research in AAC systems is dormant. Thus, it is important to emphasize the
need for studies to focus on the development of theoretically sound explanations of AAC system
design practices.

From our investigations, the most predominant and resounding issue is that existing literature
does not provide adequate information on how AAC systems are designed. Only one study [S10]
provided a detailed discussion of its system’s architecture and implementation. It is essential to note
that these systems are complex and multi-disciplinary. Hence, designers and researchers need to be
familiar with ML techniques, emotional psychology and music composition. Accordingly, the lack of
literature that provides amalgamated information from these diverse disciplines, in a simple but
elaborate manner, serves as a disincentive for novice researchers. There is a need for researchers to
provide relevant details on how AAC systems are designed, constructed and evaluated.

It is also intriguing to note that none of the studies considered the design context. The affective
response of music is context-dependent and the user’s specific response to particular music may
depend on his or her current emotional state, environment and ambiance, culture, personality, health
and other physiological needs. Some studies [39] have provided evidence to support arguments to
favor a relationship between music and physiological needs. Yet, these issues have been largely
ignored in existing research. The inclusion of the context (user and use context) is expected to
enhance the user’s affective experience.

The low research output in the field may be attributed to the lack of studies that provide
pertinent information on composition methods, techniques and musical features. This is because AAC
is relatively new and interdisciplinary, and thus may not be appealing to novice researchers. It is
therefore recommended that studies that seek to design AAC should provide a detailed description of
how the system was designed. This will provide clarity and encourage research in the domain.

5. Conclusions

We have presented a comprehensive review of the current state of research on AAC system
designs. To the best of our knowledge, it is the first systematic review performed in this area. We
followed a review protocol and provided a set of inclusion and exclusion criteria. The findings
indicate diverging definitions for AAC systems; hence, a universal definition was provided in this
paper. The findings suggest that harmony and rhythm are the two most common musical features
manipulated, while musical features such as structure have not been used in any study.

Dimensional models were the dominant emotional models observed. Also, our findings suggest
that the application of AAC in games has been promising, as a significant amount of research is
conducted in gaming. The scarcity of literature in the domain serves as a challenge for novice
researchers. Based on these findings, future research in the domain must endeavor to present AAC
systems clearly and concisely to enable novice researchers to replicate their studies. This will
encourage and promote studies on AAC.
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