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Abstract: In obesity studies, several researchers have been applying machine learning tools to 

identify factors affecting human body weight. However, a proper review of strength, limitations and 

evaluation metrics of machine learning algorithms in obesity is lacking. This study reviews the status 

of application of machine learning algorithms in obesity studies and to identify strength and 

weaknesses of these methods. A scoping review of paper focusing on obesity was conducted. 

PubMed and Scopus databases were searched for the application of machine learning in obesity 

using different keywords. Only English papers in adult obesity between 2014 and 2019 were 

included. Also, only papers that focused on controllable factors (e.g., nutrition intake, dietary pattern 

and/or physical activity) were reviewed in depth. Papers on genetic or childhood obesity were 

excluded. Twenty reviewed papers used machine learning algorithms to identify the relationship 

between the contributing factors and obesity. Regression algorithms were widely applied. Other 

algorithms such as neural network, random forest and deep learning were less exploited. Limitations 

regarding data priori assumptions, overfitting and hyperparameter optimization were discussed. 

Performance metrics and validation techniques were identified. Machine learning applications are 

positively impacting obesity research. The nature and objective of a study and available data are key 

factors to consider in selecting the appropriate algorithms. The future research direction is to further 

explore and take advantage of the modern methods, i.e., neural network and deep learning, in obesity 

studies.  
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1. Introduction 

Obesity is increasing at an alarming rate. The prevalence of obesity has tripled in the last four 

decades [1]. The body mass index (BMI) is the most commonly used indicator to assess obesity that, 

if BMI is 30 kg/𝑚2 or larger, it falls into the obese range [1]. Obesity is a major cause for several 

chronic diseases [2] such as cardiovascular disease and diabetes, which are the leading causes of 

death around the world [3]. Obesity causes around three million death per year [4]. It has also led to 

substantial financial burden in obesity treatment. In the U.S., treatment of obesity and its related 

illnesses costs more than 200 billion dollars per year [5]. Despite the severe impact of obesity on 

human life, there is limited effective prevention mechanisms to control obesity at population levels, 

although some therapeutic methods such as bariatric surgery have been successfully conducted on 

some obese individuals [6]. On the other hand, interventions in nutrition intake, dietary pattern 

and/or physical activity have been promoted worldwide with certain level of success [7]. Now the 

key issue is how we can improve the effectiveness of these interventions. A promising approach is to 

apply artificial intelligence (AI) and machine learning (ML) technology to discover the effective 

intervention strategies for optimal outcomes.  

Machine learning is a data analysis method that applies computer systems to execute tasks 

without being explicitly programmed [8]. It generally takes dataset as input, learns from data and 

then outputs predictions with minimal human intervention. Machine learning methods can be 

classified as supervised learning and unsupervised learning. Supervised learning uses labeled data 

and tries to predict the outcomes from the input variables (i.e., predicting body weight from nutrition 

intake data). Unsupervised learning uses unlabeled data and aims to find hidden relationships 

between variables (i.e., clustering different eating behaviors from dataset). Both methods are fast and 

efficient, thus have been widely applied in many fields such as healthcare [9], finance [10] and 

autonomous cars [11]. The purpose of using machine learning is diverse, including but not limited to, 

extract useful information from data, recognize hidden patterns, acquire knowledge, predict the 

future and make recommendations. Applications of machine learning have enriched traditional data 

analytic methods in various fields including health [12].  

Rapid development in computer technology and computational capabilities in the last decade 

has led to massive improvement in accuracy and running time of ML. Recent studies have suggested 

that the performance of ML techniques in data analytics can outperform that of the traditional 

statistical methods [13]. It is predicted that ML will increasingly play vital role in health research and 

the application of ML in analyzing medical data will become increasingly crucial [14]. For example, 

biomedical researchers have successfully applied ML to describe and/or predict factors that cause a 

certain diseases, improve quality of clinical decision and reduce medical errors in treating diseases 

such as cancer [15], diabetes [16], cardiovascular diseases [17] and finding relationship between 

comorbideties [18]. These studies have demonstrated the effectiveness of ML methods in 

discovering and predicting the relationships between independent variables and dependent variables. 

Other studies even suggested that ML will soon exceed human specialists in diagnostic 

accuracy [19]. 

The amount of healthcare data generated through smart devices is enormous, in addition to the 

huge amount of patient data captured in hospital electronic medical records [12]. Increasing 

availability of digital data due to increased computerized data capture has also accelerated the 

advancement of ML technology and generated needs for researchers to build more robust prediction 

models to support data-driven health care [20]. 
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Many ML algorithms have been applied in healthcare such as regression, classification, 

clustering, and neural network algorithms.  

Logistic regression: is used to test a predefined hypothesis and find a relationship between input and 

output variables when the output variables are categorical in nature (i.e., weight gain or loss) [21]. 

Linear regression is similar to logistic regression in terms of examining the association between input 

and output variables. Its output is continuous, not binary variable (i.e., weight changes in kilograms). 

It also assumes a linear relationship between input and output variables [22]. 

Classification: is widely applied data-based technique [23]. It classifies data into predefined classes. 

Algorithms such as decision trees, random forest, naïve Bayes and support vector machine (SVM) 

are all examples of classification algorithms.  

Decision tree: is an algorithm that uses functions to classify data in a shape that is similar to a tree 

structure. It classifies data by sorting them from root down to leaf node. Each node in the tree 

represents a variable and each branch from a node represent a possible value of the attribute. It is 

applied to classify samples to specific classes based on their values. These classes are divided based 

on specific calculated thresholds. Decision tree is simple, easy to apply, uses both categorical and 

numerical data and produce promising results [22,24]. 

Random forest: is basically a large number of decision trees, could be a couple of hundreds that 

would function in aggregate to improve the effectiveness of a prediction model [25]. 

Naïve Bayes: is also a simple classifier to calculate event probability. It needs a small number of 

data points to find relationship between the probabilities and conditional probabilities of two events. 

It assumes that existence of features of a class are independent of each other, and the input data is 

normally distributed. It is fast, scalable and effective in handling missing data [22]. 

Support vector machine: is another well-established and robust classification technique. Essentially 

it works as a hyperplane and divides the positive and negative classes in supervised learning to 

separate the cases of the target variables. It divides cases of two categories  on two sides and tries to 

reach maximum margin between the two sides [26]. If dataset contains categorical values then the 

use of methods such as one-hot-encoding is needed to transform them into binary values [27]. 

Extreme gradient boosting (XGBoost): is an improvement to already existing ed gradient tree 

boosting algorithm with increased speed and scalability than many other ML algorithms. It is widely 

applied these days in ML competitions for its effective performance [28]. 

Neural network: works like the human brain where there is a web of connected neurons. It basically 

comprises of number of layers; input layer, hidden layer, and output layer; with number of neurons in 

each layer. Each neuron in neural network algorithm takes input values and computes its weight 

(strength between neurons). It then applies activation function to produce a single output value. 

Neural network is used to predict both continuous and categorical data. They can be effective in 

models where the relationship between input and output variables is non-linear [29]. 

Deep learning: is becoming more popular nowadays in text analyses and image recognition [30]. It 

is essentially a neural network with many hidden layers where each layer uses the output of previous 

layer as its input. In general, deep learning algorithm takes inputs data with their labels and passes 

them through multiple hidden layers to extract features and generate classification. These hidden 

layers are often called black boxes since the user does not see the work of each layer. 

Clustering: is used for analyzing unsupervised data in order to group similar objects [14]. It does not 

require predetermined hypothesis; instead, it produces one by uncovering the causal relationships 

between the data assembled together with certain features [31], thus can serve the purpose of medical 

research.  
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Despite the potential importance of ML application in obesity studies, to the best of our 

knowledge, very few studies have paid attention to what ML algorithms have been applied in this 

field and their effectiveness. Therefore, this study aims to understand the current state of application 

of ML in obesity studies. It will discuss how ML technique is applied in obesity studies, what are the 

contributions and limitations, how are algorithms performance measured and evaluated, what is the 

type of data used, and provide recommendations for the further application of ML in obesity 

research. 

2. Method of conducting the review 

A Scoping review based on [32] was conducted to address this research topic. 

Keywords: used in literature search include obesity, physical activity, nutrition, machine learning, 

regression, support vector machine, decision tree, neural network, deep learning, cluster analysis. 

These keywords are used in different combinations for literature search. Information about the use of 

keywords and their various combinations is presented in Appendix (Table 4). Two online databases, 

PubMed and Scopus, were selected to search for articles published between 2014 and 2019. The 

databases search was undertaken up to 1
st
 of January 2020.  

Inclusion criteria: we included papers that have applied at least one ML algorithm to predict 

obesity, to study/prevent obesity prevalence or to describe the relationships between obesity and 

factors that are controllable by human actions (i.e., nutrition intake, dietary pattern and/or physical 

activity). The study subjects are adult people (i.e., aged above 18 years). 10 algorithms have been 

selected for this review: logistic and linear regression, decision trees, SVM, naïve Bayes, random 

forest, neural network, deep learning, XGBoost, and clustering. 

Exclusion criteria: we excluded papers that focused on bariatric surgeries, laboratory data and 

papers that only reported the relationships between obesity and uncontrollable factors such as genetic 

or childhood obesity. We also excluded papers published in language other than English. We chose 2 

studies for each algorithm and review them extensively. Other studies that used the same machine 

learning were excluded because of repetition in algorithm. 

Assessment of literature: keyword search returned 6087 papers. We first scanned the title to assess 

whether the article met the inclusion and exclusion criteria. 440 papers were duplicates and 837 did 

not meet the criteria. Next, we scanned the abstract for most relevant titles. We applied the „stop 

search‟ logic in literature selection. When we find two papers that meet the inclusion criteria, and 

apply the same machine learning method, we included them. Any further papers reporting the same 

machine learning method were excluded. 

In summary, we included 20 papers in this review. Constant comparison was conducted among 

the included studies to extract the content of the studies and synthesise the key information into the 

report. 

3. Results 

Twenty papers were identified to apply different ML algorithm to study obesity. In terms of 

topics, four papers focused on individual‟s nutrition intake to understand obesity [33‒36]. Three 

focused on factors for weight loss and fat prediction [37‒39]. Three focused on obesity and obese 

individual status [40‒42]. Two focused on demographic variables to understand obesity [43,44]. Two 

focused only on physical activities [45,46]. Two focused on predicting obesity based on eating 

behaviors [47,48]. Another two tried to help fight obesity by focusing on calorie calculation from 
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food pictures [49,50]. One paper focused on calculating energy expenditure [51] and another focused 

on obesity prevalence [52]. Data type of papers include clinical data [40,43‒46,48,51] and cross-

sectional questionnaire survey data [33‒39,41,42,47,52] (Table 1). 

Data of six papers were from United States [38,39,42,47,48,52]. Five are from Europe 

[37,41,43,45,51], two from Australia [44,46] and one from each of Canada [33], Malaysia [34], 

Mexico [35] and Chile [40]. Mixed data from over 70 countries was used in one paper [36]. Two 

papers used collection of food images from images dataset [49,50] (Table 1).  

In general, many ML techniques have been applied in obesity prediction. In this review, 11 

papers applied only one algorithm [33‒35,39,41,43,48-52] while 9 papers applied more than one 

algorithm [36‒38,40,42,44‒47]. Eight of the nine papers applied and compared performances 

between multiple algorithms [36‒38,40,42,44‒46]. 

Accuracy, AUC, sensitivity, specificity and precision were the main performance metrics for 

models. K-Fold cross-validation, bootstrapping, data splitting were the most used model validation 

techniques (Table 2). 

In the following sections, we will discuss each algorithm, describe its applications and provide 

examples of papers applied it.  

Table 1. Overview of machine learning application in obesity studies. 

Authors Paper Focus Important features No. Data Records Study type 

[52] Obesity prevalence 
Tweets about food and physical activities + Google 

search trends about food 

More than 4 

million tweets 

Cross-sectional 

study 

[49] 
Calorie count (food 

images) 
Image color, texture, size and shape 3500 images - 

[50] 
Calorie count (food 

images) 
Food images from ImageNet dataset 1316 images - 

[38] 

Numerous 

factor/body fat 

prediction 

BMI, WC, Socioeconomic (education levels), 

demographic (race, gender and age) 
25367 

Cross-sectional 

study 

[35] Nutrition Intake 

BMI, gender, food groups (cereals and grains, 

vegetables, fresh fruits, dairy, meat, fish and eggs, 

sugars and fats, and fast food) 

18385 
Cross-sectional 

study 

[47] Eating behavior 

BMI, age, gender, race, frequency of eating 

(healthy food, unhealthy food, breakfast, snacking), 

overall diet quality and problem eating behaviors 

9977 
Cross-sectional 

study 

[33] Nutrition intake 

BMI, food group, serving size, age, sex, marital 

status, race, employment status, student status, 

education, personal income, province of residence, 

living in urban/rural area, physical activity 

6202 
Cross-sectional 

study 

[42] Obesity status historical hospitalization records 4787 
Cross-sectional 

study 

Continued on next page 
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[37] Numerous factors 
BMI, age, sex, physical activity, food frequency, 

education, smoking status 
4757 

Cross-sectional 

study 

[41] Obesity status 
BMI, age, gender, race, health status, smoking, 

alcohol, physical activity 
4144 

Cross-sectional 

survey 

[39] Numerous factors 

BMI, WC, age, race, education, employment, sex, 

food intake, types of physical and sedentary 

activity, television and video viewing, and 

computer use 

4100 
Cross-sectional 

study 

[40] Obesity Status Electronic medical record 3015 Cohort study 

[43] 

Demographic 

variables/ body fat 

prediction 

BMI, age, gender, body fat percentage 2755 Clinical study 

[51] Energy expenditure BMI, weight, height, sex, age, 565 Clinical study 

[46] Physical activity 
BMI, WC, daily steps, body fat, age, gender, 

cholesterol levels. 
295 Clinical study 

[34] 
Nutrition intake 

(grocery sale) 

BMI, physical activity, age, gender, calories intake, 

carbohydrate, fat, protein, raw and processed food 
170 

Cross-sectional 

study 

[48] Eating behavior BMI, age, gender, food intake 120 Clinical study 

[36] 
Nutrition intake 

(grocery sale) 
Nationwide food sale data (79 countries) 79 

Cross-national 

study 

[44] 

Demographic 

variables and weight 

loss 

BMI, sex and age 76 Clinical study 

[45] Physical activity 

BMI, age, multi-sensor system for physical 

activities (sedentary, household, moderate, 

vigorous) 

17 Clinical study 

 

 

Table 2. Algorithms applied, metrics evaluation and validation techniques. 

Authors Algorithm applied Main performance metrics of models/variables Model validation 

[52] LR  R
2
 K-fold Cross-validation 

[49] SVM 75% to 99% Accuracy Groups of train and test images 

[50] Deep CNN 0.95% Accuracy 
Divided dataset for training and  

testing 

Continued on next page 

BMI: Body Mass Index; WC: waist circumference 
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[38] 

DL 

ANN 

DT 

LRs 

Results of men body fat 

DL: AUC of 0.95 

ANN: AUC of 0.95 

DT: AUC of 0.92 

LRs: AUC of 0.89
 

Leave-one-out Cross-validation 

[35] NB Sensitivity Bootstrapping 

[47] 
K-means 

LR 
10000 repetitions of k-means Split data into 2 samples 

[33] LR CI Bootstrap 

[42] 
XGB 

RF 

XGB: AUC of 0.68 

RF: AUC of 0.69 
K-fold Cross-validation 

[37] 
RF 

LR 

RF: OOB error estimate 41% for men data, 

37% for women data 

LRs: OOB error estimate 39% for men data, 

35% for women data 

OOB 

[41] 

agglomerative 

hierarchical 

clustering 

Replication analysis 
Randomly divide samples into 

half 

[39] LRs 
OR 

CI 
- 

[40] 
NB 

SVM 

NB: 91.44% Average Accuracy 

SVM: 96.99 Average Accuracy 
K-fold Cross-validation 

[43] ANN 80.43% Predictive Accuracy 
Randomly divided into training 

and testing 

[51] ANN 73% Predictive Precision K fold Cross-validation 

[46] 

DT 

RF 

LRs 

SVM 

ANN 

DT: AUC of 0.70 

RF: AUC of 0.75 

SVM: AUC of 0.69 

LRs: AUC of 0.67 

ANN: AUC of 0.66 

70%,15%,15% training, 

validation and testing 

[34] DT 89% Accuracy K-fold Cross-validation 

[48] SVM 82% Accuracy K-fold Cross-validation 

[36] 

XGB 

RF 

SVM 

XGB: RMSE: 0.05 

RF: RMSE: 0.057 

SVM: RMSE: 0.06 

Leave-one-out Cross-validation 

[44] 
LRs 

DT 

DT: AUC of 0.72 

Better than LRs 
K-fold Cross-validation 

Continued on next page 
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[45] 

RF 

SVM 

DT 

RF: 94% Accuracy 

SVM: 84% Accuracy 

DT: 93% Accuracy 

10 times randomly selecting of 

90% training 10% testing 

 

Table 3. Abbreviations. 

LRs Logistic Regression LR Linear Regression 

DT Decision Trees RF Random Forest 

ANN Artificial Neural Network XGB Extreme Gradient Boosting 

SVM Support Vector Machine NB Naïve Bayes 

CNN Convolutional Neural Network DL Deep Learning 

AUC Area Under the Curve OR Odds ratio 

CI Confidence interval RMSE Root mean square error 

OOB Out-of-bag   

3.1. Logistic and linear regression 

Logistic regression is used in obesity to predict future trends and prevalence or to classify risk 

associated with obesity. It is used to validate the relationships between the independent variables, 

i.e., nutrition intake, night-time eating and the binary dependent variable obesity (yes/no). Batterham 

et al. [44] used logistic regression, among other algorithms, to predict weight changes at the first 

month and at the end of a one-year dietary intervention. The algorithm had a moderate AUC in 

comparison to decision trees. Authors stated that the algorithm assumed linearity which was not the 

case in the data sample they used. Kim et al. [39] applied logistic regression to investigate the effect 

of food intake and physical activity on obesity among U.S. adults. Odds ratio was used to quantify 

the relationship between variables and outcome. Although the model was successful, using cross-

sectional data prevented a causal inference of the findings. 

Linear regression is similar to logistic regression in terms of its applications in obesity studies. 

So et al. [33] used linear regression to examine the relationship between obesity and consumption of 

four different food groups based on Canadian food guide. The model calculated each variable 

coefficient and tested the statistical significance of each variable. They used methods to validate 

reported BMI and energy intake measures which add strength to their model. However, it is still self-

reported data which might include inaccurate measurements. Another example of the application of 

linear regression is to predict obesity prevalence based on data from Twitter and Google search 

results [52]. Authors built a model to study obesity prevalence in United States based on millions of 

tweets that include keywords of food and physical activities. Their model had R
2
 between 0.83 and 

0.79. The authors believed that this result will encourage governments to utilize ML on social-media 

data to have real-time understanding of obesity prevalence.  

3.2. Decision tree 

Decision tree is used in obesity research for dietary pattern prediction, diagnosis and risk 

analysis [38]. Batterham et al. [46] applied a decision tree algorithm, among other algorithms, to 

detect factors help in prediction whether an individual would adhere to daily physical activity goal of 

10,000 steps. The algorithm was able to detect number of predictors with an AUC of 0.70. The 
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authors stated that overfitting was clear limitation in decision tree analysis and lead to some 

inexplicable rules. Daud et al. [34] used decision trees to predict obesity using grocery data. For 

every household, grocery shopping data over five months was converted into nutrition intake. 

Although the model was able to predict obesity with 89 % accuracy, it could not be applied on 

individual level.  

3.3. Random forest 

Applications of random forest in obesity include obesity prediction [36], physical activity 

recognition [45] and nutrition intervention [46]. Feng et al. [45] used random forest for physical 

activity recognition. The model was able to recognize 19 different types of physical activities with 

93.4% accuracy but the few number of subjects might limit the generalizability of the model. 

Kanerva et al. [37] used random forest to examine factors that affect bodyweight such as lifestyle 

and sociodemographic factors. The model had an estimated error rate of 40%. Authors stated that 

algorithm was able to handle highly correlated variables. However, the low number of these 

correlated variables used in the paper affected the model accuracy. Another issue stated is the 

difficulty to interpret the algorithm classification process. 

3.4. Naïve Bayes 

Naïve Bayes is proven to be effective in many practical applications such as predicting dietary 

pattern [35] and obesity risk factors. Easton et al. [35] built a predictive model based on naïve Bayes 

to predict health status based on dietary pattern. It measured the differences in eating behaviors 

between Mexican adults with and without obesity. The model had higher sensitivity than the average 

and was successful in subcategorizing participants based on health status, but limitation of data could 

have affected the ability to uniquely interpret the model. Figueroa and Flores [40] applied naïve 

Bayes and SVM to identify obesity status (i.e., morbid obesity, severe obesity) using electronic 

medical records. They stated that applying feature selection technique produced a good naïve Bayes 

model with an average accuracy of 91%. 

3.5. Support vector machine 

Utilization of SVM in obesity studies includes physical activity recognition, obesity 

status [40] and food image recognition. Sarasfis et al. [48] used SVM to assess in-meal eating 

behavior [48]. Accuracy of algorithm was ranged from 60% to 82% based on population groups 

but the lack of similar populations data prevented testing the robustness of the model. 

Pouladzadeh et al. [49] used SVM to calculate calorie intake. The algorithm used food images 

provided by the user. Then, based on the features of image color, texture, food portion, size and 

shape, it provides output of the calorie estimate of that food. The algorithm was able to recognize 

food images with an accuracy between 75% to 99%. Although the model had promising results, 

authors stated that it could not achieve same results with other food pictures due to reasons such 

as different plates colors and textures. 

3.6. Extreme gradient boosting 

Despite recent success and popularity of this algorithm, it is rarely applied in obesity studies. 

Dunstan et al. [36] is one of a few studies that applied this algorithm to build a model to predict 
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obesity based on nationwide food sales data. The algorithm was able to predict obesity with 80% 

accuracy. However, authors questioned robustness of XGBoost process when obtaining the variable 

important list. Another paper [42] applied XGBoost to predict 30-day readmission of obese patients 

based on historic hospitalization records. Their model had an AUC of 0.68. Although it had the best 

result, authors stated that interpreting the model was challenging.  

3.7. Neural network 

Neural networks are used in a few obesity studies. Their use includes calorie measurement, 

resting energy prediction [51], and body fat percentage. Disse et al. [51] used a neural network 

algorithm to calculate resting energy expenditure. Their algorithm had an accuracy of 73% and 

outperformed current statistical methods. However, they stated that neural network model is 

mathematically challenging in comparison to statistical methods which affected its acceptance 

among clinicians. Kupusinac et al. [43] also successfully applied neural network to calculate 

percentage of body fat with an accuracy of 80%. Nonetheless, the model was limited to certain 

population and might not be as accurate when applied to another population. 

3.8. Deep learning 

Application of deep learning in obesity prediction is rare. It mainly involves image analysis to 

estimate food calorie [50,53] or to understand obesity prevalence from built environment images. 

Heravi et al. [50] used a deep neural network to calculate food calories from food pictures taken by 

smartphone. The model was more accurate than previous models and had an accuracy ranged from 

0.62 to 0.96 for different food classes. The authors believed that the lack of training images has 

affected the model accuracy in recognizing some food classes. In [38] deep learning was applied to 

classify health risk by using body fat levels and blood pressure. Their model was able to classify the 

risk with an AUC of 0.94. Although the model had good results, authors mentioned some difficulties 

applying deep learning such as the need for large amount of data and for hyperparameter 

optimization.  

3.9. Clustering 

Clustering techniques answer hypothesis about the causal effects in obesity studies [38]. It is 

mainly applied to discover dietary pattern and dietary behaviors. K-means cluster analysis was used 

in [47] to determine eating styles from eating behaviors and examine the relations between these 

styles and weight status. It was able to find 4 clusters of eating habits (healthy, unhealthy, healthy 

with problem eating behaviors, unhealthy with problem eating behaviors). Clustering analysis was 

also used in [41] to group obese individuals based on features such as age, health and demographic 

information. Both papers mentioned that data used was self-reported which might be based on 

inaccurate measures and subject to biases. 

4. Discussion 

This study reviewed the previous research that applied different ML algorithms to predict 

obesity. The overall impact of ML in obesity studies is promising because many studies have 

reported moderate to high accuracy of models ranging between 0.70 to 0.96, which gives researchers 

the confidence to use ML in studying obesity. Regression models were the most frequently applied in 
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obesity prediction. Other ML models had promising performances but were less exploited. Despite 

being generally successful, ML has some limitations. 

4.1. Limitations of algorithms 

Different ML algorithms have different limitations. Regression algorithms suffer from linearity 

assumptions and data priori assumptions such as normal distribution [54], which is not always the 

case in obesity dataset. Their accuracy also decreases with increased number of outliers. In [44], for 

example, the relationship between the success of weight loss and first month weight loss was 

nonlinear. Applying regression in a situation like that can lead to losing valuable information and 

negatively affects model performance [55]. Despite these limitations, regression algorithms are still 

widely applied because they are easy to learn, apply, interpret [56] and most researchers have 

received training on them [38]. Additionally, they are less mathematically challenging than other 

algorithms such as deep neural networks [57].  

Other non-regression algorithms (e.g., random forest, deep neural network) are also not without 

flaws. They suffer from the limitations such as overfitting where a model fits certain data perfectly 

but fails when applied to other datasets. Overfitting models are ungeneralizable. The mediation 

techniques include cross-validation and bootstrapping [54]. Another limitation is hyper-parameter 

optimization. Every ML algorithm needs predefined inputs to find the optimal unbiased models. This 

is uneasy task and could positively or negatively affect the model performance [38,55]. Model 

interpretation is also a concern when applying some new, advanced ML such as XGBoost, random 

forest [36,42] and deep neural network [57]. Another issue with deep neural network is that they can 

be computationally expensive, however this has changed lately due to the recent advancement in 

computer processors and graphical processing units. 

4.2. Limitations in terms of data 

Machine learning (deep neural network in particular) needs a massive amount of data to 

produce good results [19]; however, clinical studies are costly and data could be difficult to 

obtain [14]. Thus, the majority of papers reviewed here relied on large population surveys, social 

media or grocery sales to collect data. However, these surveys could be inaccurate and limit the 

generalizability of the study outcomes. Data in the self-reported studies could also be biased. 

Subjects could under-report actual weight or less dietary intake [58]. Other studies compared clinical 

data to survey data and argued that the difference has minimal effect on the overall accuracy when 

adjusted for socio demographic differences [59]. To reach a middle-ground, we found that applying 

ML-based equations such as in [60] to cross-sectional data could help minimize the effect of false 

measurement reporting.   

Cross-sectional study design also limits the inference of causality where it is unknown, for 

example, if nutrition and lifestyle causes obesity or vice versa [33,39].  

Another limitation with healthcare datasets is that they suffer from a huge amount of noise (i.e., 

missing data, data entry errors, unbalanced dataset). This affects data quality, and can lead to weaker 

predictive models [61]. Ferenci and Kovács [62] suggested that data quality could be improved by 

removing every subject with missing values or by applying different data processing techniques such 

as dimensionality reduction, feature selection or feature extraction. These techniques will help in 

building more robust models [15].  
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4.3. Recommendations for future machine learning use in obesity prediction 

There are a wide range of ML algorithms, each with its own advantages and limitations. 

Accuracy of algorithms differs between studies suggesting that quality and properties of available 

data along with the nature of study play important role in applying the right algorithm (Table 2). 

Therefore, it is recommended to use more than one model especially if hypothesis is unclear [23,46]. 

New advancement in ML algorithms such as deep neural network and XGBoost have opened 

new opportunities for innovative research in obesity. Easton et al. [35] point out that new ML 

techniques are widely used in studying various health issues such as heart disease and diabetes. 

However, their utilization in obesity and nutritional studies is still limited despite their high promise. 

Several other researchers also suggest to apply new ML tools to improve the accuracy in obesity 

prediction [13,57,63]. Jothi et al. [56] recommend to apply these algorithms to analyze the big 

volume of healthcare data produced, which is beneficial for generating insight from large, complex 

data. 

4.4. Limitation of this review study 

As the purpose of this study was to assess the application of ML methods in obesity studies, not 

the number of obesity studies applied ML methods, we only included two studies applied the same 

ML methods in the review. This may cause unintentional exclusion of some ML techniques that have 

not been included, e.g., reinforcement learning, association rules and principal component analysis. 

In addition, studies used ML or data mining prior to 2014 were not included in this study.  

5. Conclusions 

Understanding the nature of available data and study methods is a key factor for selecting the 

suitable machine learning technique and model for health research. This review of the application of 

ML in obesity studies suggest that ML provides the essential, useful analytical tools in predicting 

obesity. However, the modern ML techniques have not been sufficiently applied in obesity studies, 

despite the promising performance. Further use of the recent development in ML technology should 

be promoted in the obesity research.  
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Appendix 

Table 4. Sample of search terms used in this literature review. 

 

For all search keywords obesity, physical activity, nutrition and diet used 

Ex: Obesity AND "machine learning"        

     : physical activity AND “machine learning” 

Obesity AND "Logistic regression" 

Obesity AND "Linear regression" 

Obesity AND "decision trees" 

Obesity AND "Naïve Bayes" 

Obesity AND "neural network" 

Obesity AND "deep learning" 

Obesity AND "Random Forest" 

Obesity AND “Extreme gradient boosting” 

Obesity AND "cluster analysis" 

Obesity AND "support vector machine" 
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