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Abstract: The Common Monetary Area (CMA) agreement has effectively granted the South African
government sole discretion over monetary policy and implementation in the region. The effectiveness
of this arrangement has long been under discussion given the heterogeneity of member countries. This
paper uses a structural vector autoregressive (SVAR) to examine the efficacy of the interest rate channel
in the CMA. Specifically, our analysis uses data from 2000M1-2018M12 to examine how economic
output, inflation, money supply, domestic credit, and lending rate spread for each member country
respond to shocks in the South African repo rate. The main findings indicate that a positive shock to
the South African repo rate has a statistically significant negative impact on economic output and a
positive effect on inflation at the 10 percent level for all countries in the CMA. The results also show
that money supply, domestic credit, and lending rate spread respond asymmetrically across members
countries.

Keywords: common monetary area; interest rate channel; monetary policy transmission mechanism;
SVAR

JEL Codes: E41, E51, E52, E58, F42

1. Introduction

The CMA is a multilateral agreement that provides a framework for a fixed exchange rate regime
between the South African rand (ZAR) and the currencies of Lesotho, Eswatini1, and Namibia (herein
referred to as the LEN countries). The main objective of this currency union is to foster the sustained
economic development and advancement of the less developed members (Wang et al., 2007). The
Agreement gives member countries the power to issue their local currencies with the South-African
bilateral agreements dictating the areas where the currencies are legal tenders. A crucial concern about
1Before 2018, Eswatini was known as Swaziland.
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the structure of the CMA is the absence of a joint central bank that is responsible for conducting
monetary policy interventions and is accountable to all member countries. The CMA arrangement
constrains the LEN countries from exercising independent discretionary monetary policy. As a result,
South Africa’s economic superiority over the LEN countries is exerted through its sole discretion over
monetary policy decisions in the region. The South African Reserve Bank (SARB) is responsible
for monetary policy formulation and implementation with its local economy as its primary target.
The core assumption of this policy arrangement is that as long as the LEN currencies are fixed to
the ZAR and the SARB pursues a domestic policy of low and stable inflation, policy effects will be
transmitted from the South African economy to the rest of the LEN countries without delay (Seleteng,
2016). However, experiences from developed countries and other monetary unions suggests that the
transmission of monetary policy depends on multiple factors that should be carefully studied. The
Optimal Currency Area (OCA) literature highlights the benefits of monetary integration if there is a
high degree labour mobility, price and wage flexibility, inflation differentials, effectiveness of monetary
policy, and correlation of shocks among member countries (Corden, 1972; Mundell, 1973; 1961).

Following SARB’s adoption of an inflation rate targeting (IT) regime in 2000, there was rise in
research that focused on the efficacy of this policy instrument in South Africa. Several studies in South
Africa suggest that SARB’s inflation-targeting framework is ineffective in restraining inflationary pres-
sures within the target range (Ikhide and Uanguta, 2010; Ajilore and Ikhide, 2013; Bonga-Bonga and
Kabundi, 2015; Seleteng, 2016). For example, during the period from 2014 to 2016, the SARB entered
a contractionary phase when forecasts indicated that inflation was expected to rise. These contrac-
tionary monetary policy episodes are found to have negatively affected economic growth in South
Africa, especially in manufacturing production (Bonga-Bonga and Kabundi, 2015). There is a limited
number of research studies that extend this analysis to the LEN countries. Empirically, it is still not
clearly understood how South Africa’s monetary policy decisions affect the LEN economies and the
channels through which these effects are transmitted.

Given the limited scope for monetary policy adjustment by the LEN countries, it is crucial to un-
derstand how policy-induced changes are transmitted from South Africa to the LEN countries for the
following reasons. Firstly, a clear and functional understanding of the monetary policy transmission
mechanism may help authorities and policymakers to precisely ascertain the relative effectiveness of
the channels to achieve policy targets. Secondly, since the financial sector in the LEN countries is
highly integrated with their South-African counterpart, adequate information about the mechanism
may enable appropriate weights and emphasis to be placed on monetary policy targets and goals dur-
ing monetary policy design and implementation. Finally, in the case where these channels do not opti-
mally function for a member country, an adjustment mechanism such as liquidity management may be
implemented to restore the economy to equilibrium, thus correcting domestic liquidity imbalances.

This study addresses the gap in the literature on the CMA by comparatively evaluating the trans-
mission of South Africa’s monetary policy shocks in the region. This study empirically attempts to
answer the questions: How do monetary policy-induced changes affect macroeconomic indicators in
the CMA? How effectively does each member country respond to those changes? This study imple-
ments a structural vector autoregressive (SVAR) model with short-run restriction and uses the estimated
impulse response functions (IRFs) to address these questions. In particular, this paper assesses how
economic output, inflation, broad money supply, domestic credit, lending rate spread across the CMA
countries react to shocks to the South African repo rate. Following the recent works by Ikhide and
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Uanguta (2010) and Seleteng (2016), this study similarly identifies the South African repo rate (hence-
forth referred to as the repo rate) as the relevant monetary policy instrument of the CMA. Unlike
previous studies in the CMA, this study uses monthly data from February 2000 to December 2018 to
better reflect the short-run dynamics of monetary policy during the IT period. Monthly GDP data is
estimated from quarterly observations using the Chow and Lin (1971) regressions approach. The U.S.
federal reserve funds rate is included in the estimated model to control for changes to domestic mon-
etary policy due to external shocks following studies such as Kim and Roubini (2000) and Aslanidi
(2007).

The rest of this paper is structured as follows: Section two provides a review of the theoretical
and empirical studies on monetary policy transmission mechanisms in developed and emerging market
economies. Section three presents an overview of the CMA, the structure of the arrangement, and the
unique features of monetary policy for each member country. Section four describes the data used in
this study, the theoretical background of short-run SVAR models, and empirical model specifications.
Sections five and six presents the results and discussion. Section six provides the results of robustness
tests. Lastly, section seven concludes the findings in the study.

2. Literature review

Whether or not monetary policy has any effect on prices and output is an issue that has been debated
since the Classical Quantity Theory in the 20th century. The literature on monetary policy has iden-
tified several channels through which policy effects can be transmitted. Mishkin (1995) specified the
four most prominent channels, namely; interest rate, exchange rate, bank credit, and equity price chan-
nels. The interest rate channel (which is the prime focus of this paper) is viewed as the main channel
of monetary policy transmission (Can et al., 2020; Loayza and Schmidt-Hebbel, 2002; Mishkin, 1995;
Taylor, 1995). The interest rate channel theoretically functions under the assumption of nominal rigidi-
ties, that is, firms are subject to short-term constraints in their response to monetary policy changes.
Under this assumption, a contractionary monetary policy leads to a rise in the real interest rate, which
in turn increases the cost of capital. The rising cost of capital leads to a decline in investment spending
and aggregate demand, which ultimately causes a decline in output.

For countries considering forming a monetary union, the OCA literature has laid out a set of con-
ditions necessary for achieving desired monetary policy goals without compromising economic out-
comes of one member for the other. If these conditions are satisfied, the benefits of a monetary union
are derived from the adoption of a single currency and elimination of exchange rate volatility. How-
ever, adoption of fixed exchange rate regime and free capital mobility requires member countries to
surrender independent monetary policy. This theory was formally introduced by Mundell (1968) who
argued that factor mobility and price and wage flexibility were important for coping with economic
shocks. In the case where wages/prices are rigid and labor is immobile, countries may find it harder
to adjust to asymmetric shocks because the single monetary policy will not be appropriate to respond
to idiosyncratic shocks. Research that followed this work has identified several other important fac-
tors such as capital mobility, similarity of shocks, and Business cycle synchronisation (Corden, 1972;
Mundell, 1973; Tavlas, 2009)2.

2See Kunroo (2016) for a detailed survey of the OCA literature. The main criticism of OCA theory has been its failure to identify an
overriding criterion that can be used to judge the desirability and/or viability of a monetary union
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Empirically, there is extensive literature on the existence and efficacy of the interest rate channel in
developed countries (Arestis and Sawyer, 2003; Bernanke and Gertler, 1995; Dodge, 2002; Iwata and
Wu, 2006; Leeper et al., 1996; Peersman and Smets, 2001; Rafiq and Mallick, 2008; Tavlas, 2009),
however, similar studies in developing countries (especially in Southern Africa) have only become
popular in the last two decades. Most notably, Cheng (2006) applied both recursive and non-recursive
SVAR models to monthly data in Kenya for the period 1997 to 2005. Similar to our study, Cheng
(2006) obtained monthly GDP estimates by interpolating annual GDP data using low frequency in-
dustry production data. The findings showed that a contractionary monetary policy leads to an initial
increase in price levels, followed by a statistically significant decline for a period of about two years
following the shock. The response to a contractionary monetary policy was an initial rise in output but
eventually tapering off. However, this decline is not statistically significant. Shocks to the interest rate
were found to explain a much larger fraction of inflation than output. The author concluded that there
is evidence of exchange rate pass-through to inflation given that positive shocks to interest rates lead
initially to an exchange rate depreciation, but eventually appreciates for about two years.

Buigut (2009) estimated a three-variable recursive VAR for three East African Community (EAC)3

countries using data from the period between 1984 and 2006. The paper explored the importance of
the interest channel in the region. The authors found that the interest rate transmission mechanism is
weak in all three countries. A shock to the interest rate was found to have no statistically significant
effect on either inflation or real output. However, Davoodi et al. (2013) argued that these findings are
biased by several factors: (i) The study uses a sample that includes too few observations for empirical
analyses, resulting in few degrees of freedom; (ii) it includes periods of substantial changes in mon-
etary policy implementation, financial deepening, and other structural shifts in each economy which
may have contributed to large uncertainty surrounding the effectiveness of monetary policy. Davoodi
et al. (2013) proposed that using a Bayesian VAR model could resolve these issues because it pro-
vides an effective way of dealing with over-parameterization. In contrast, their results found that an
expansionary monetary increases prices significantly in Kenya and Uganda, while output increases in
Burundi, Kenya, and Rwanda.

Similar to the current study, there are very few studies that compare the effect of South Africa’s
monetary policy conduct on the economies of the CMA countries. Ikhide and Uanguta (2010) and
Seleteng (2016) both examined the impact of SARB’s monetary policy on the LEN economies us-
ing a VAR framework. Unlike the approach in this study, Ikhide and Uanguta (2010) used monthly
data but excluded economic output from the estimated models, while Seleteng (2016) used annually
aggregated data. These studies focused on how changes in the SARB’s monetary policy instrument
(repo rate) affect the money supply, credit, and prices in the CMA and thus evaluate the ability of the
LEN economies to undertake independent monetary policy under the prevalent structure. Both studies
found statistically significant results that lending rates and price levels were instantaneously sensitive to
changes in the repo rate. However, Ikhide and Uanguta (2010) also found that money supply is instan-
taneously responsive to the repo rate, while Seleteng (2016) did not find any significant relationship.
These significant differences may be attributed to several factors such as the difference in the period
under study, specification of the model, and structural breaks. Ikhide and Uanguta (2010) confirmed
that the repo rate is a relevant policy instrument in the LEN economies. Both studies concluded that
the LEN countries are not capable of independent monetary policy given the nature of their agreement

3The author focused on Kenya, Tanzania, and Uganda.
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with South Africa.
There are also country-specific studies that have investigated the transmission of monetary policy

in the CMA. For example, Gumata et al. (2013) investigated the presence of different monetary policy
transmission channels in South Africa using a Large Bayesian VAR model with quarterly data from
the period 1990Q1 to 2012Q2. Their findings revealed that credit, interest rate, asset prices, exchange
rate, and expectations channels are all potent in the South African economy, but differ in magnitudes.
The study concluded that the interest rate channel was the most important transmitter of monetary
policy shocks. Bonga-Bonga (2010) examined the responses of the short and long-term interest rates
to monetary, demand, and supply shocks in South Africa using data from 1986 to 2007. The empirical
analysis conducted in this study followed an SVAR methodology with long-run restrictions. The author
found that the effects of monetary policy shocks caused the short and long-term interest rates to move
in the same direction. However, the short-run and long-run interest rates move in different directions
in the presence of positive supply shocks.

The reviewed literature from the CMA shows that most studies examined the monetary policy trans-
mission mechanism in the CMA using VAR or SVAR models. These studies included data from the
period before and after the inflation targeting regime was adopted. The selected studies reveal mixed
results regarding the effectiveness of monetary policy in the CMA. Some studies found a causal re-
lationship from monetary policy instruments to macroeconomic variables (Ikhide and Uanguta, 2010;
Seleteng, 2016; Sheefeni and Ocran, 2012) while others found that monetary policy is ineffective
(Mkhonta, 2018; Dlamini and Skosana, 2017). Our study follows the recommendations of Blanchard
and Watson (1984), amongst others, to identify monetary policy shocks in the CMA using an SVAR
approach. Although the results may not change drastically, this paper will explore where structural
identification will help to address the inconsistencies in the literature. Unlike previous studies in the
CMA, data used in this study focuses on the period after the inflation targeting regime was adopted, fol-
lowing Davoodi et al. (2013). This approach will ensure that the estimated results are consistent since
the monetary policy transmission mechanism is sensitive to structural shifts. Most of the reviewed
studies did not incorporate any controls for external changes that may influence the implementation of
monetary policy in the CMA. The U.S. federal funds rate will be included in the estimated model to
control for exogenous shocks to the repo rate, as recommended by Kim and Roubini (2000).

3. Monetary policy framework in the CMA

The origins of the CMA can be traced back to the creation of the Rand Monetary Area (RMA)
between governments Eswatini, Lesotho, and South Africa in 1974. Before this period, the South
African currency was informally circulated as a medium of exchange and legal tender in Botswana,
Eswatini, and Lesotho. These countries were de facto part of South Africa’s monetary system since
the internal movement of capital within the region was not restricted and all external transactions were
executed through South African banks under South African exchange control regulations. The RMA
was updated to the Common Monetary Area in 1986 after Eswatini and Lesotho individually negotiated
terms with South Africa. The CMA became a multipartite agreement when Namibia formally became
a member in 1992, shortly after gaining its independence.

The CMA differs greatly from a typical money union like the Euro Zone. Its unique features reflect
the historical dominance of South Africa in the region and the dependence of smaller LEN countries
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on its economy. The current structure of the CMA can be summarized as follows. Each of the four
members has an independent central bank, which is responsible for implementing policies and issuing
national currencies. The currencies of Lesotho (LSL), Eswatini (SZL), and Namibia (NAD) have been
pegged one to one with the South African Rand (ZAR). The ZAR is the only currency that circulates as
legal tender throughout the entire CMA region while currencies of the rest of the members are restricted
within their respective borders. Individual LEN currencies and the ZAR are perfect substitutes, with no
conversion costs. To support the fixed exchange rate regime, LEN countries are required to back their
currency issues with foreign exchange reserves. The reserves are kept in a common pool managed by
SARB, and they can be made available upon any member’s request. There are no restrictions to intra-
CMA funds transfers (capital or current transactions). However, all CMA members apply a common
exchange control system that is determined by the South African authorities. The LEN currencies
receive annual payments from South Africa as compensation for foregone seigniorage.

The institutional framework of the CMA inhibits the LEN from exercising independent discre-
tionary monetary policy. The LEN countries are required to set interest rates within close range to
those in South Africa to avoid distorting the fixed exchange rate. In effect, the CMA has granted
the South African authorities the power to formulate and implement monetary policy for the whole
region. The CMA arrangement provides the SARB with a wider range of monetary policy options
relative to the rest of the members. Consequently, monetary policy instruments implemented in South
Africa have implications for the rest of the CMA. Before 2000, the SARB operated under an eclec-
tic approach to monetary policy, where growth in money supply and credit extension was used as
intermediate guidelines for short-term interest rates. However, this policy was not transparent, and
sometimes questionable actions were taken that were costly to the domestic economic growth (Aron
and Muellbauer, 2007). The inflation-targeting approach was adopted to enhance policy transparency,
accountability, and predictability. Under the South African IT framework, the appropriate measure of
inflation was identified as CPIX (CPI less mortgage interest rates) which is specifically maintained
within a target range of 3 to 6 percent. The repo rate remains the main operational tool for maintaining
price stability. The adoption of the IT framework marked the SARB’s shift to a floating exchange rate
regime to ensure the competitiveness of South Africa’s exports. However, the IT approach in South
Africa has been experiencing a decline in efficiency over time, as evidenced by the failure of high inter-
est rates to keep inflation within the target range (Meyer et al., 2018). Other related studies suggest that
SARB’s inflation target range is very low for conducive economic growth in the LEN countries. For
instance, Mosikari and Eita (2018) estimates that the optimal level of inflation for Eswatini is 12 per-
cent, while Seleteng (2005) estimated 10 percent for Lesotho. This suggests that the SARB’s policies
that lower inflation to the target band may have a negative impact on the LEN economies. In addition,
the CMA countries are also members of the Southern African Customs Union (SACU), which could
further distort the efficacy of of monetary policy in the region4. In recent years following the 2008
global financial crisis, the SARB added a complementary mandate to oversee and maintain financial
stability, which to some extent may influence the effect of monetary policy not only in South Africa
but throughout the rest of the CMA.

4The SACU arrangement allows for free trade among members and a common external tariff on goods from outside the Union.
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4. Data and Methodology

4.1. Data

This study uses monthly data for the period between 2000M2 and 2018M12 for all four member
countries of the CMA (there are 227 observations per country). Macroeconomic data for individual
countries was sourced from reports from the South African Reserve Bank, Central Bank of Lesotho,
Bank of Namibia, and Central Bank of Eswatini. Missing data was complemented with reports from
the International Monetary Fund’s International Financial Statistics. Following Ikhide and Uanguta
(2010), Seleteng (2016), and Cheng (2006), data on the following variables were gathered; economic
output (lgdp), inflation5 (lcpi), broad money supply6 (lm2), domestic credit (ldc), and lending rate
spread (lrs). All of these variables, except economic output, were obtained at a monthly frequency. A
statistical approach described in Appendix A was implemented by interpolating monthly GDP from ob-
served quarterly GDP data. This technique is particularly useful in this analysis since estimating SVAR
models requires all variables to have the same frequency. Consistent with past studies, (Bernanke,
1986: Ikhide and Uanguta, 2010; Davoodi et al., 2013) for example, the following variables have been
log-transformed: money supply, inflation, domestic credit, economic output.

4.2. Econometric models

This paper implements a short-run SVAR model to trace the impact of shocks to the repo rate on
selected macroeconomic variables in the CMA. The strength of this model lies in the use of forecast
error variance decomposition to quantify the average contribution of a given structural shock to the
variability of the data over time. Structural VAR model is a multivariate, linear representation of a
vector of observable variables lagged on itself. Let n be the number of endogenous variables in the
model, following (Bernanke, 1986; Kim and Roubini, 2000; Aslanidi, 2007), the structure of each
economy in the CMA can be described in a reduced form as

Yt =

p∑
i=1

AiYt−i + BXt + εt

Yt = A1Yt−1 + · · · + ApYt−p + BXt + εt

(1)

where Yt is an (n × 1) vector of endogenous variables observed at time t. Xt is a vector of exogenous
variables. Ai is an (n×n) vector of coefficient estimates, εt is an (n×1) vector of of serially uncorrelated
reduced form disturbances, and p is the optimal lag length of each variable. The variance-covariance
matrix is, E(εtε

′

t) = ϕ.
Equation 1 can be reparameterized into its structural form as

Γ0Yt =

p∑
i=1

ΓiYt−i + ΠXt + µt

= Γ1Yt−1 + · · · + ΓpYt−p + ΠXt + µt

(2)

where Γ0 is the contemporaneous coefficients matrix with the diagonal elements normalized to equal
one but the off-diagonal elements may be arbitrary. Γi represents the matrices of the parameters of the
5Indexed such that CPI2010M06 = 100.
6For the LEN countries, M2 does not include the estimated amount of ZAR circulating their respective countries.
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economic variables, and µt represents the structure of the economic shock, with variance and covari-
ance matrices denoted as, E(µtµ

′

t) = ϑ.
Therefore, the link between the reduced (Eq. 1) and structural (Eq. 2) forms is,

Ai = Γ−1
0 Γi, B = Γ−1

0 Π, and µt = Γ0εt (3)

Likewise, the variance-covariance matrix relationship between reduced and structural forms can be
written as

ϕ = Γ0ϑ(Γ−1
0 ) (4)

The reduced form can be estimated using OLS, and point estimates of the parameters (Ai) and
variance-covariance matrix (ϕ) can be found. However, identifying restrictions have to be imposed to
recover the structural form parameters.

The estimates for ϑ and the parameters in the structural form representation can be obtained only
through the estimates of ϕ. The matrix ϑ has n(n+1) parameters to be estimated, while ϕ contains only
n(n + 1)/2. Thus, at least n(n − 1)/2 restrictions must be imposed on the contemporaneous matrix Γ0

to recover the structural form parameters.

4.3. Model specification

This section describes the set-up of the short-run SVAR model for the economies of Eswatini,
Lesotho, Namibia, and South Africa. A six-variable SVAR model was estimated independently for
each CMA country following Kim and Roubini (2000) and Aslanidi (2007). The estimated SVAR
model for country i, in time period t has the following endogenous variables,

Yit =
[
sarrt, lrsit, ldcit, lm2it, lcpiit, lgdpit

]′ (5)

The U.S. Federal Funds rate ( f f rt) is included exogenously in models as a control for foreign
monetary policy shocks in setting domestic monetary policy (Kim and Roubini, 2000; Aslanidi, 2007).
The repo-rate (sarrit) is used as a measure of domestic monetary policy stance in the CMA. The
real GDP (lgdpit) and inflation (lcpiit) represent the economic activity in each country and help to
characterize the market in the economy. The short-term interest rates are represented by the lending
rate spread (lrsit). This enables an investigation into the interaction of monetary policy and the interest
rate channel. Finally, domestic credit extension (ldcit) and broad money supply (lm2it) are important
macroeconomic indicators that capture the level of economic activity. These variables are included to
identify their dynamic effects on the real sector of the economy.

The focus of this paper is centered on the analysis of the resulting IRFs and FEVDs which estimate
the responses of given variables to innovations in another variable in the system, ceteris paribus. As
discussed earlier in the previous section, the estimation of the SVAR requires an identification scheme
where a set of theoretically valid restrictions are imposed on the elements of the contemporaneous
matrix Γ0. However, specifying the model restrictions is a daunting task. This is because it is not
clear which aspects of the model arise due to the assumptions imposed on the model and which arise
from the data. Aslanidi (2007) argues that the method of imposing restrictions is not different from
other specification methods, although the results are likely to be sensitive to model specification and
imposed restrictions. They point that this approach makes the results more transparent because it can
be supported by economic theory.
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The econometric identification of monetary policy shocks is crucial to the model specification. Con-
sequently, this study specifically follows the identification scheme adopted by Kim and Roubini (2000)
and Aslanidi (2007). However, the model is modified to take into account the context of monetary pol-
icy conduct in the CMA. The structural shocks are identified from their reduced form (εt) by imposing
restrictions on the contemporaneous matrix Γ0 based on equation 3:

µlgdp

µlcpi

µlm2

µldc

µlrs

µsarr


=



1 0 0 0 0 0
Γ21 1 0 0 0 0
Γ31 Γ32 1 0 0 0
Γ41 Γ42 Γ43 1 Γ45 Γ46

0 Γ52 0 Γ54 1 Γ56

0 Γ62 0 0 0 1





εlgdp

εlcpi

εlm2

εldc

εlrs

εsarr


(6)

The structural disturbance in the model are represented by the µit matrix where; µlgdp → domestic
output shocks, µlcpi → domestic inflation shocks, µlm2 →money supply shocks, µldc → domestic credit
shocks, µlrs → lending rate spread shocks, and µsarr → repo rate shocks. The residuals from reduced
form equation (εit) show the unexpected changes in each variable given the information available.

The non-zero coefficients indicate that a variable i affects contemporaneously variable j. The re-
strictions imposed on the Γ0 matrix are based, firstly, on the timing of information. A zero restriction
is imposed based on the fact that some variables are available to monetary authorities after a lag (e.g.
GDP, inflation). Secondly, behavioral restrictions are imposed on variables that respond slowly to
movements in financial and policy variables. The following restrictions are imposed on the contempo-
raneous matrix based on theoretical economic expectations;

1. The first and second equations represent the goods market. Economic output does not respond to
price and financial signals (interest rate and credit) contemporaneously. This restriction reflects
the assumption of nominal rigidities. Producers do not instantaneously alter output and prices in
response to innovations in financial variables and monetary policy within a short time horizon.
The price equation is assumed to be contemporaneously affected by changes in output (Aslanidi,
2007).

2. The money supply equation is assumed to be the reaction function of the monetary authority,
which sets the level of money after observing the current values of output and the price levels
(Kim and Roubini, 2000).

3. Domestic credit is assumed to contemporaneously respond to domestic output, price levels,
money supply, and interest rates shocks. This is because the real activity and domestic interest
rates give households expectations of future economic activity (Kim and Roubini, 2000). Simi-
larly, the lending rate spread is assumed to contemporaneously change with all variables except
GDP and money supply due to information lag. Borrowers will quickly respond to the changes in
the real cost of borrowing.

4. Finally, the repo is the main monetary policy instrument in the CMA; hence we assume that it is
the SARB’s monetary reaction function. Given the inflation-targeting framework, the repo rate
contemporaneously responds only to changes in inflation, but not to any other variables. This
means that the reserve bank sets the repo rate only after observing the current level of inflation
(Ikhide and Uanguta, 2010; Seleteng, 2016).
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In the case of a six-variable SVAR model, a just-identified model requires at least 15 restrictions.
This study imposed 18 restrictions on the contemporaneous matrix. That is, the estimated model is
over-identified. The over-identifying restrictions can be validated/rejected by computing a likelihood
ratio (LR) test that compares the log-likelihood of the structural form and the log-likelihood of the
reduced form (Lütkepohl and Krätzig, 2004). Given the restrictions on Γ0, the structural system of
contemporaneous variables can be expressed as

lgdpt = µlgdp

Γ21lgdpt + lcpit = µlcpi

Γ31lgdpt + Γ32lcpit + lm2t = µlm2

Γ41lgdpt + Γ42lcpit + Γ43lm2t + ldct = µldc

Γ52lcpit + Γ54ldct + lrst + Γ56sarrt = µlrs

Γ62lcpit + sarrt = µsarr

(7)

5. Empirical findings

This section presents the estimated impact of monetary policy shocks on selected macroeconomic
indicators in each CMA member country. To ensure correct model estimation, the data is tested for
stationarity. The Augmented Dickey Fuller (ADF) test results presented in Appendix B reveals that all
variables are stationary at first differences. Despite these results, our approach is to estimate the SVAR
models at levels. Our strategy follows recent empirical studies such as Herrera and Pesavento (2013)
among many others who argue that estimating VAR models in levels and identifying the structural
impulse responses through short-run restrictions provides the most robust strategy. Several studies have
drawn attention to the restrictive nature of the SVAR methodology, however, we agree with Bernanke
and Gertler (1995) and many others who the impulse response functions provide more understanding
of the impact of monetary policy than the statistical results.

5.1. Impulse Response Functions

The impulse response of economic output, inflation, broad money supply, domestic credit, and
lending rate spread are generated from the estimated short-run SVAR model within a 24-month period
after impact. Figures 1 through 5 provide impulse responses of selected variables to a one percent
positive shock to the South African repo rate (monetary policy tightening). Impulse Response graphs
contain 90 percent confidence bands about the impulse response function. A response is statistically
significant if its computed error bands do not include zero. Figure 1 reveals that economic output
reacts negatively to a rise in the short-term interest rates, with the impact immediately responsive and
statistically significant for all CMA countries. For Eswatini, economic output reaches its minimum
within 4 months, recovers and becomes insignificant after 10 months. The intensity of the shock is
more pronounced in Namibia, with economic output declining by 0.01 percent, but quickly beginning
recovery after 3 months. Lesotho’s response is similar but reaches a 0.009 percent minimum within
16 months. For South Africa, economic output falls but does not show any signs of recovery within
24 months following a policy shock. These findings are in contrast to Seleteng (2016) who found that
the response of economic growth in the CMA region to a positive shock in the repo rate is positive and
statistically significant for one year only. However, the pattern and speed of adjustment of our results
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corresponds with findings from most studies in the CMA literature (Buigut (2009) in EAC; Sheefeni
and Ocran (2012) in Namibia; Kabundi and Ngwenya (2011) in South Africa).

(a) Eswatini (b) Lesotho (c) Namibia (d) South Africa

Figure 1. Economic output responses to a repo rate shock.

The response of inflation to a monetary policy shock shows a significant and contemporaneous
change for all countries, as shown in figure 2. These results are particularly crucial, given that inflation
is a primary policy target in South Africa’s monetary policy regime. Following a one-time shock to the
repo rate, inflation in South Africa rapidly increases by about 0.1 percent within five months, tapering
off thereafter. In the LEN countries, price levels respond similar to South Africa, with the recovery
much faster for Namibia. These results contradict theoretical expectations from a contractionary mon-
etary policy. These unconventional responses have been extensively investigated in the literature and
have become known as the price puzzle7 (Kim and Roubini, 2000; Leeper et al., 1996). To address
price puzzles, studies such as Ncube and Ndou (2013) and Kabundi and Ngwenya (2011) have recom-
mended including additional measures which can better reflect changes in inflation expectations, such
as the U.S. federal funds rate, and business and consumer confidence measures. However, including
both the U.S. federal reserve funds rate or world oil price index did not solve the price puzzle in our
estimated models. Nonetheless, findings similar to ours have been reported in other studies in the
CMA and other developing countries (Buigut, 2009; Ikhide and Uanguta, 2010; Gumata et al. (2013);
Seleteng, 2016; Mkhonta, 2018).

(a) Eswatini (b) Lesotho (c) Namibia (d) South Africa

Figure 2. Inflation responses to a repo rate shock.

Figure 3 shows that the impact of monetary policy on broad money supply is asymmetric across
countries in the CMA. Theoretically, money supply is expected to fall in response to contractionary
monetary policy due to increased cost of borrowing. At impact, the response for South Africa is neg-
ative and insignificant for the first 4 months after impact, and become significant thereafter. Similarly,
money supply in Eswatini initially falls, reaching its minimum within 7 months, followed by a modest
recovery. In contrast, the initial impact on money supply is positive for Namibia and Lesotho, with the
7The price puzzle is described as an effect of the central bank having superior information regarding future economic conditions which
leads it to raise interest rates because it expects inflation to rise in the future (Ncube and Ndou, 2013).
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effects more persistent for Lesotho. These findings suggest that monetary policy interventions in the
region could have unintended consequences on the supply of money for Lesotho and Namibia. Our
studies in the literature such as Seleteng (2016) and Dlamini and Skosana (2017) found that money
supply in the CMA is not responsive to shocks to the repo rate, while Ikhide and Uanguta (2010) and
Gumata et al. (2013) found a negative relationship.

(a) Eswatini (b) Lesotho (c) Namibia (d) South Africa

Figure 3. Money supply responses to a repo rate shock.

In the case of domestic credit, the CMA countries also display asymmetric behaviour. The response
of domestic credit to a positive change in the repo rate is shown in figure 4. The impact of a rise in
monetary policy on domestic credit in South Africa is negative and only becomes significant after 8
months. For Eswatini, there is a statistically significant contemporaneous response that shows a sharp
decline within 4 months, followed by a rapid rebound. Lesotho and Namibia’s responses are oppo-
site, domestic credit in both countries initially increases on impact before rebounding a few months
later. The results presented in figures 3 and 4 are be indicative of some of the key challenges fac-
ing policymakers in the LEN countries. The banking sector in the LEN countries is characterized by
high commercial bank excess reserves. This excess liquidity renders monetary policy ineffective since
banks can simply draw on these funds to continue extending credit to borrowers.

(a) Eswatini (b) Lesotho (c) Namibia (d) South Africa

Figure 4. Domestic credit responses to a repo rate shock.

Finally, figure 5 shows the response of lending rate spread to a one percent rise in the repo rate.
Lending rate spread responses to policy innovations are also asymmetric across the CMA countries.
In Eswatini, the lending rate spread continues to increase by more than 0.04 percent following policy
impact. For Namibia, there is a sharp increase by about 0.04 percent but declines after the second
month. There is an instantaneous rise in the lending rate spread in South Africa by approximately 0.07
percent, which becomes insignificant within 12 months. In line with our findings, Ikhide and Uanguta
(2010), and Seleteng (2016) found that the response of lending rates to a positive shock on the repo
rate is positive and statistically significant. In South Africa Gumata et al. (2013) and Bonga-Bonga
(2010) also found similar responses.
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(a) Eswatini (b) Lesotho (c) Namibia (d) South Africa

Figure 5. Lending rate spread responses to a repo rate shock.

5.2. Forecast Error Variance Decomposition

Since the identification of SVAR models is based on theoretical economic expectations, their results
alone are considered inadequate. According to Maturu and Ndirangu (2010), the variance decompo-
sition results show the relative importance of a given endogenous variable in explaining the out-of-
sample forecast error in another endogenous variable of interest under analysis. For instance, FEVDs
will enable us to characterize the relative importance of the repo rate in explaining the out-of-sample
forecast errors in GDP. If a larger proportion of out-of-sample forecast errors in GDP are explained by
the repo rate, then there is a greater possibility that the monetary policy instrument is a useful tool. In
addition, it is most likely that the corresponding impulse responses will as well be statistically signif-
icant and large in magnitude. This implies that the results from variance decomposition are useful in
validating the estimated impulse response function.

Appendix C presents the forecast error variance decomposition results for all variables in each CMA
country. We have presented the results on a graph instead of the usual table because they are much eas-
ier to compare across countries. The shocks have been decomposed into a 24-month time horizon. The
results can be summarised as follows: Firstly, apart from own shocks, the second most important vari-
able in explaining the forecast errors in economic output during the short time horizon is the repo rate.
The repo rate’s importance in explaining fluctuations in real economic output increases steadily over
time but differs slightly across countries. Secondly, the repo rate is the third most important variable
which explains the variance errors in inflation, after itself and economic output. The importance of the
repo rate generally remains steady over time, with an exception in Namibia. Lastly, inflation is more
important in explaining the fluctuations in the repo rate for South Africa than in the LEN countries.
These findings reveal the fact South African authorities do not consider prevalent economic situations
in the LEN countries when implementing monetary policy in the CMA.

The forecast error variance decomposition results may also be useful to explain the sources of asym-
metric responses observed in money supply, lending rate spread, and domestic credit. The variance
decomposition of money supply shows that after a period of 12 months, shocks to the repo rate explain
over 20 percent of fluctuations in Lesotho. In Eswatini, Namibia, and South Africa, this is less than
10 percent. This suggests that the money supply in Lesotho is more sensitive to changes in the repo
rate compared to the other LEN countries. Shocks to money supply explain over 10 percent of fluctu-
ations in the lending rate spread in South Africa. This is greater compared to other countries and may
explain the observed initial decline in South Africa. The presence of a large informal sector may also
be attributed to the observed asymmetrical monetary policy responses. Davoodi et al. (2013) argued
developing countries in sub-Saharan Africa are characterized by an underdeveloped formal financial
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market that puts constraints on the monetary policy transmission mechanism. Future research could
look further into the sources of asymmetrical shocks in order to determine proper policy interventions.

5.3. Test for model robustness

To ensure the robustness of our results, further econometric checks have to be performed on the
estimated models. One of the standard tests for robustness in SVAR models is the sensitivity test.
This test is performed by re-estimating the model under a different lag structure. The same method of
identification discussed in section 4 was used. The number of lags is also chosen according to the lag
length criterion tests. We used four lags for Eswatini, Namibia, and South Africa’s economies while
only two lags were used in Lesotho’s model. The test results presented in Appendix D are in line with
findings in section 5.1, with differences observed only in money supply and domestic credit. Contrary
to prior findings where money supply responses were significant for Eswatini and Lesotho, the re-
estimated model suggests that money supply in the CMA is insignificantly responsive to innovations
to the repo rate at the 90 percent confidence level. The observed inconsistencies may be caused by
several factors such as structural breaks, wrong selection of variables, etc. However, the fact that
all other variables have consistent responses to monetary policy shocks in both models suggests that
further robustness tests may be necessary.

Another test for the robustness of the econometric results is the break-point test, where the model
over the whole sample period is compared with the model estimated over various sub-samples. In
this case, the data series is divided into two parts; the first sub-sample is from the period 2000M2 to
2009M6, the second sub-sample is from the period 2009M7 to 2018M12. Under the same identification
regime, Appendix E shows the results of the test for each country. The results show that the estimated
impulse response patterns of the sub-sample are consistent with the whole sample. This suggests that
the estimated results are robust to the sample size.

In addition, the VAR residuals were tested for heteroskedasticity and normality. The results pre-
sented in table 2 indicate that the null hypothesis that the residuals are multivariate normal cannot be
rejected for all countries. There is no heteroskedasticity in the residuals. Lastly, table 3 shows that the
null hypothesis of no correlation at lag order one cannot be rejected at the 5 percent significance level.

6. Discussion

The main conclusion drawn from the findings in section 5 is that macroeconomic variables in the
CMA are responsive to changes in the monetary policy instrument. There is also evidence of asym-
metrical responses amongst member countries. Specifically, the responses of money supply, domestic
credit and lending rate spread in some of the LEN countries are asymmetric to those in South Africa.
This implies that during periods of economic instability, policy actions taken by the SARB may ex-
acerbate conditions in the LEN countries, exposing them further to the risk of economic turmoil. To
address the issue of asymmetric policy shocks, one possible option for the LEN countries could be to
embark on independent monetary policy. However, majority of researchers agree that this option may
not be viable given the unilateral dependence of the LEN countries on South Africa (Houssa, 2008;
Ikhide and Uanguta, 2010; Seleteng, 2016). Alternatively, policy makers may focus their efforts in
identifying the nature of shocks faced by each CMA country into supply shocks, terms of trade shocks,
demand shocks, and nominal shocks. A clear understanding of nature of shocks in the CMA will en-
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able the identification of the sources of shocks which are crucial to implement successful stabilization
policies.

7. Conclusions

The objective of this paper is to examine the effect of monetary policy shocks on the Common
Monetary Area. The LEN currencies are fixed to the South African rand, and capital flows between
countries are tariff-free. However, the CMA cannot be characterized as a fully-fledged monetary union
since monetary policy is set independently in South Africa. Interest rates in the LEN countries cannot
deviate too far from those in South Africa. As a result, the South African repo rate is the relevant
monetary policy instrument in the region. The effect of unexpected monetary policy shocks has re-
mained largely unresolved, especially in developing countries. There is a limited number of studies
on the monetary policy transmission mechanism in developing countries compared to industrialized
countries. The current literature on monetary policy transmission mechanisms in the CMA differs in
their results depending on various aspects like model specification, the econometric technique used,
variable selection, and the period under study.

This study comparatively evaluates the effect of shocks to the South African repo rate on the LEN
economies. Our analysis is based on a six-variable structural VAR model estimated using monthly
data for the period 2000 to 2018. Due to data limitations, the study applied a Chow-Lin temporal
disaggregation method to interpolate monthly economic output. Unlike previous studies in the CMA,
the U.S. federal funds rate was used to control for changes due to external factors. In addition, the
study focused primarily on the period following the implementation of the inflation targeting regime
to better reflect the short-run dynamics of monetary policy.

Our findings suggest that an exogenous and temporary increase in the South African repo rate tends
to be followed by a statistically significant decline in output and a rise in price levels for all countries in
the CMA. The magnitude of the impact varies by country, with South Africa experiencing a significant
decrease in output and an increase in price levels. These results seem to be stable over different sample
periods. The findings also showed that the effect of monetary policy shocks on domestic credit, lending
rate spread, and money supply is asymmetric across the CMA region. These findings suggest that
monetary policy interventions employed in South Africa may have a negative effect on the financial
sector in the LEN countries. If further policy strategies are not implemented in the LEN countries to
offset these effects, economic conditions in the LEN countries may continue to worsen. The empirical
literature suggests several factors that might have contributed to the observed asymmetric responses in
the CMA. One of the causes might be the underdevelopment of the financial markets and, hence, the
weak transmission of financial signals to commercial banks, investors, and consumers. The presence of
informal markets in the CMA is also a source of concern in the transmission of monetary policy. Given
the large size of informal economies, national account statistics may not fully reflect the dynamics of
monetary policy. The paucity of data on the total volume of the South African currency circulating in
the LEN countries may have also affected our results, particularly the response of broad money supply.

Our results suggest that it is important for the South African authorities to pay close attention to
the economic conditions in the LEN countries when implementing monetary policy in order to avoid
exacerbating economic instability in the LEN countries. The LEN countries are also recommended to
improve measures to estimate the volume of the ZAR circulation in their respective economies through
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regular monetary surveys. This will provide a more accurate estimation of the dynamics of monetary
policy in the LEN countries. Improving the efficacy of monetary policy in the CMA may require
addressing these issues and, among others, ensuring that monetary targets and interest rate policy are
consistent among all members.

This study suffers from several limitations that could be addressed in future research. Firstly, our
model does not include any measures of fiscal policy and exchange rate, which may have an effect
on the monetary policy shocks in the CMA. Secondly, our research focused only on monetary policy
shocks. It could also be interesting to explore the effects of output shocks, demand shocks and supply
shocks in the CMA. Lastly, Gumata et al. (2013) have argued that the transmission of monetary policy
shocks in South Africa has changed since the 2008 global financial crisis. Although our results showed
robustness to the break-point test, future research could estimate the transmission of South Africa’s
monetary policy shocks to the LEN countries using alternative strategies.
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