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Abstract: We studied the collective behaviors of the time-delayed Kuramoto model with frustration
under general network topology. For the generalized Kuramoto model with the graph diameter no
greater than two and under a sufficient regime in terms of small time delay and frustration and large
coupling strength, we showed that the complete frequency synchronization occurs exponentially fast
when the initial configuration is distributed in a half circle. We also studied a complete network, which
is a small perturbation of all-to-all coupling, as well as presented sufficient frameworks leading to the
exponential emergence of frequency synchronization for the initial data confined in a half circle.
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1. Introduction

Asymptotic collective behaviors of complex dynamical systems have recently attracted an
increasing research interest in diverse disciplines such as physics, biology, engineering, ecology and
social sciences [1-4,29-31]. The Kuramoto model has been proposed and studied [22,23,36] as a
prototype model for synchronization, namely for phenomena where coupled oscillators adjust their
rhythms through weak interactions. Due to the potential applications, there have been extensive
studies on the emergent dynamics of the Kuramoto model [5, 8, 11, 13, 15]. The original Kuramoto
model assumed the interactions between oscillators were instantaneous on an all-to-all network and
depended sinusoidally on the phase difference. Later on, for the need of modeling real-world system:s,
more physical effects have been incorporated into the original Kuramoto model and have been widely
investigated; for instance, frustration and inertia effects [12, 16, 25, 33], time-delayed
interactions [10,24,27,34] and network topology [17, 18, 38].
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In this paper, our interest lies in the emergent dynamics of the time-delayed Kuramoto model with
frustration under general network topology. To fix the idea, we consider a weighted graph
G = (V,E,A), where V = {l,...,N}and E C V x V are vertex and edge sets, respectively, and
A = (ajj) is an N X N capacity matrix whose element a;; > 0 denotes the communication weight
flowing from agent j to i. More precisely, we assume the Kuramoto oscillators are located at the
vertices of graph G, and mutual interactions between oscillators are registered by E and A. Let
6; = 0;(t) be the phase of the i-th Kuramoto oscillator, 7;; > 0 the communication time delay and «;;
the frustration both flowing from j to i. The dynamics of Kuramoto oscillators is governed by the
following system

N
éit:Qi'i'K a;;sim@:(t—-1;)—-0:()+a;), t>0,i=1,2,...,N,
0) ,Z; Ssin(0,(1 — i) — 6:(0) + ) 0

6:(H) = %), te[-1,0],

where 7 := max,; j<y 7ij, ; and K represents the natural frequency of i-th oscillator and the coupling
strength, respectively, and the initial datum 6 € C'[—, 0] satisfies

000) = Qi+ K ) aysin(0)(-7;;) —60(0) + i), i=1,....N.

N
=1

Note that the well-posedness of the time-delayed system (1.1) can be found in [19], which proves the
existence and uniqueness of the classical solutions to (1.1) for any continuous initial data.

Time delay effects are inevitably present due to the finite transmission of information in the real
world; for instance, in the neural populations, arrays of lasers and microwave oscillators [32, 37].
Moreover, vast studies on the Kuramoto model with time delays from the numerical and theoretical
level indicate that the time-delayed interactions can induce rich dynamics such as multistability [21],
multiple stable solutions [35], bistability between synchronized and incoherent states [37],
discontinuous phase transitions [6] and more [27, 28]. Additionally, it has been observed that the
frustration effects are common and can generate richer dynamical phenomenon for the Kuramoto
oscillators than those without frustration [9,39]. On the other hand, all-to-all coupling is a relatively
ideal setting, and the non-all-to-all and asymmetric interactions are ubiquitous in the natural world.
Hence, it is natural to take the time delay interactions, frustration effects and network topology into
account in large coupled oscillator systems. However, the interplay of these effects increases the
complexity of the Kuramoto system and causes difficulties in the analysis, mainly due to the lack of
mean phase conservation law.

The closely related work to this paper can be found in [7, 10, 14, 20, 34]. More precisely, in the
absence of time delay, the authors in [14] considered the Kuramoto model with heterogeneous
frustrations on a complete network that is a small perturbation of the all-to-all coupling. It was shown
that the initial configuration distributed in a half circle tends to the complete synchronization under
the smallness assumption of frustrations. Moreover, in the presence of time delay, for an all-to-all
coupled network, the Kuramoto oscillators with heterogeneous time delays were shown to achieve the
frequency synchronization for the initial data restricted in a quarter circle [34]. Subsequenntly, for the
initial phase configuration distributed in a half circle, under a sufficient regime in terms of small time
delay and large coupling strength, synchronization of the Kuramoto model with uniform time delay
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was shown to occur [7] by using a Lyapunov functional approach. Moreover, in [20] the authors
discussed the synchronized phenomenon for the Kuramoto oscillators with heterogeneous time delays
and frustrations. For the initial data confined in a half circle, they showed the emergence of
synchronization by the inductive analysis on the phase and frequency diameter. On the other hand, for
general network topology, the authors in [10] investigated the emergent behaviors of the Kuramoto
model with heterogeneous time delays on a general digraph containing a spanning tree. They required
the initial configuration to be confined in a quarter circle for the frequency synchronization. To the
best of our knowledge, there are few works on the emergent dynamics of the Kuramoto model with
time delay interactions and frustration effects under general network topology.

The contributions of this paper are twofold. First, when the initial configuration is distributed in a
half circle, we consider the asymptotic dynamics of (1.1) under the locally coupled network structure:

N
4 = min ajjt+aj+ Z min{aik,ajk} > 0. (12)
i#]
k=1

ki, j

Note that under this network, all distinct vertices are reachable through at most two edges. In this
case, we provide sufficient frameworks leading to the complete frequency synchronization in terms of
small time delay and frustration and large coupling strength. To be more precise, we first show the
existence of an invariant set, which suggests that the phase diameter is uniformly bounded by its initial
one as time evolves. Next, we verify that all oscillators will be trapped into a small region confined in
a quarter circle in finite time. Under this setting, we take a Lyapunov functional approach [7] to derive
that the frequency diameter decays to zero exponentially fast. Second, for the initial data restricted
in a half circle, we deal with a network topology of system (1.1) which is a small perturbation of the
all-to-all coupled case:

(1.3)

aij—

1 ' e
J— S —,
NI~ N
where € is a small positive constant. Under this network structure, we apply the similar argument as
in the aforementioned coupled case and present sufficient conditions on system parameters and initial
data, which ultimately yields the emergence of frequency synchronization.

The rest of this paper is organized as follows. In Section 2, we provide the descriptions of our
frameworks and main results. In Section 3, for the time-delayed Kuramoto model with frustration
under the network structure (1.2), we present the exponential emergence of synchronization when the
initial configuration is distributed in a half circle. In Section 4, under the network structure (1.3), we
show that the frequency synchronization occurs exponentially fast for the initial data confined in a
half circle. In Section 5, we present some numerical simulations and compare them with the analytic
results. Section 6 is devoted to a brief summary of our work and some discussions on future issues.

2. Frameworks and main resluts
In this section, we first introduce some notation which will be frequently used throughout the paper.
Then we give our frameworks and provide main results on the frequency synchronization for the time-

delayed Kuramoto model with frustration under different network structures.
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Consider the Kuramoto model with heterogeneous time-delayed interactions and frustration effects
under the locally coupled network:

N
0i(1) = @+ K ) ayysin(0,(t - 1) = 6(0) + ), 2.1)
=1

with initial data Hf(t) € C'[-1,0]. For a solution 6(f) = (6,(¢),...,0y(t)) to (2.1), we introduce a
frequency variable w(f) = (w(?), ..., wy(t)) where we define w;(¢) := 6;(t) for all 1 < i < N. Next,
for notational simplicity, we set several extremal and diameter functions and some other parameters as
given below:

Oy (1) = max 0,(1), Ou(1) = gnsr}v 0,(1),  D(8(2) := Oy(1) — 0,(0),
wp(1) = max wi(1), wu(t) = f?g}v wi(), D(w()) := wy(t) — wu(1), (2.2)

D(Q) = max |Q;—Qj|, 7:= max 7;;, «a:= max |o;l, a= max a;.
1<i,j<N 1<i,j<N 1<i,j<N 1<i,j<N

Assume there is no self time delay and self frustration, i.e., forall 1 <i < N,

Tii = 0 and ;= 0.
Moreover, we define by D™ the dual angle of D(6(0)) satisfying

sin D™ = sin D(O(0)). D™ € (0, g) 2.3)

Note that the case D(6(0)) = 7 will be studied separately (see Remark 3.1).
Now, we introduce the concept of complete frequency synchronization.

Definition 2.1. [7] Let 6(t) = (6,(t),...,0x(t)) be a solution to Kuramoto system (2.1), then the
system exhibits a complete frequency synchronization iff the relative frequency differences tend to zero
asymptotically:

lim max |w(t) — w;(®)] = 0.
t—o00 1<, j<N

2.1. Preparatory estimates

In this part, we provide a preparatory estimate that states the frequency variable can be bounded
from above.

Lemma 2.1. Let 6(t) = (0,(2),...,0x(t)) be a global classical solution to system (1.1), then the
frequency variable is uniformly bounded from above:

max max |w;()] < M,
1<i<N t>-71

where M is a positive constant depending on initial data and system parameters.

Proof. Due to the assumption on initial data, for ¢ € [—7, 0], we see that
0/ _ 20
w; (1) = 6;(1) € C[-71,0],
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which implies that there exists a positive constant M, such that
W)l < My, 1€[-7,0], 1 <i<N.
Next, for ¢ € (0, +00), it follows from Eq (2.1) that forall 1 <i < N,

N
Q +K Z ai; sin(;(t — 7)) — 6:(1) + )

=1

|w;(1)| = < max |Q;| + KNa.
1<i<N

Set
M := max {Mo, {na)]% Q] + KNc‘z},
<i<

then we have
lw( <M, t>-1, 1<i<N.

which derives the desired result.

2.2. Main results

In this part, for the Kuramoto model (2.1) with frustration in the presence of time delay, we present
our synchronization estimates under different network topology.
In what follows, we first introduce the framework (A):

e (A,): The network structure of system (1.1) satisfies

N
a=minda;+a;+ Z min{ay, aj} ¢t > 0. (2.4)
i
7 )
ki, j

Note that in this situation, the graph diameter, i.e., the largest distance between pairs of node, is
no greater than two.

e (A,): The initial data and system parameters are subject to the following constraints:

0 < D(6(0)) < m, (2.5)

asin D(6(0)) cos(6 + @) —2Nasin(d +a) >0, o+a+ D < g, (2.6)

£:=6+a+D" 2.7)
acosé

Mr <6, 1<In (1 + KNG(2NG + 4005 E) (2.8)

D) (2.9)

” Zsin D(6(0)) cos(d + @) — 2Nasin(o + @)’
Here, ¢ is a small positive constant and other parameters are defined in Eqgs (2.2) and (2.3).
Remark 2.1. We make some comments on the framework (A).
1. Note that the parameter 6 is a suitable positive constant satisfying the condition (2.6). Remark

that the choice of smallness of 6 and « can guarantee the validity of condition (2.6).
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2. Under the network structure (2.4), if there are no effects of time delay and frustration, i.e., T = 0
and @ = 0, then the constant ¢ in Egs (2.6)—(2.9) can be zero. Moreover, the assumptions (2.6)
and (2.8) can be removed. That is to say, the assumption ‘A, can be reduced to the following

assumptions
D(QY)

asin D(6(0))
This gives exactly the same assumptions on the complete frequency synchronization for the
generalized Kuramoto model with absence of time delay and frustration in [11].

0<D@EO0)<nm, K>

Now, we present our first theorem on the complete frequency synchronization for the time-delayed
Kuramoto model (2.1) with frustration under the network structure (A,).

Theorem 2.1. Let 6(t) = (6,(), . .., 0xn(?)) be a solution to system (2.1) and suppose the framework (A)
holds. Then, there exists time T* > 0 such that

D(w(f) < Ce™ ™1 > 17,

where C, A are positive constants.

In the following, we consider an interaction network concerning a small perturbation of an all-to-all
coupled case, and discuss the collective synchronized behavior of the time-delayed Kuramoto oscillator
with frustration. The framework (8) is given as follows:

e (B)): The network structure of system (2.1) satisfies

1

5 <2 forl<ij<N, (2.10)

—_ b

Cll'j -

where ¢ is a small positive constant. Note that in this setting, the network structure is close to the
all-to-all network (i.e., a;; = #) for small positive constant &.
e (8,): The initial configuration and system parameters satisfy the following conditions:

0 < D(6(0)) < m, (2.11)
sin D(6(0)) cos(d + @) —2(e +sin(d + @)) >0, o+a+ D™ < g, (2.12)
[:=0+a+ D%, (2.13)
2e < cos{, (2.14)
Mr <3, 1< ln(l * ioz)i;sz; 2)), (2.15)
K> =) (2.16)

cos(d + a) sin D(0(0)) — 2(& + sin(d + a))’
where 6 is a small positive constant and other parameters are defined in Eqgs (2.2) and (2.3).

Remark 2.2. We make some comments on the framework (8,).

1. Note that the suitable choices of smallness of positive constants €,6 and frustration a can
guarantee the validity of condition (2.12).
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2. If there is no perturbation of all-to-all coupling for the interaction network and no effects of
time delay and frustration, i.e., € = T = « = 0, then the constant & can be zero. Moreover,
the assumptions (2.12), (2.14) and (2.15) can be gotten rid of, which means that the assumption
(2.16) can be further reduced to the following form
D(Q)

sin D(6(0))

This leads to exactly the same assumptions on the complete frequency synchronization for the

original Kuramoto model in [5].

0<D@O0)<m, K>

Actually, if we consider the all-to-all case, i.e., a;; = 1%, which is a special case for network

settings (2.4) and (2.10), then we have @ = 1, a = % in Eq (2.6), and € in Eq (2.12) can be zero.
Moreover, we see that the assumptions (A,) and ($;) can be reduced to exactly the same expressions
as below,

0 < D(0)) <m, sin(D(B(0)))cos(d +a)—2sin(d +a), d+a+ D" < g,

cos & ) D(Q)

K2 + cosé) > sin D(6(0)) cos(d + @) — 2sin(6 + @)

Next, under the setting of framework ($), we give our second theorem on the synchronization
estimates for the Kuramoto model (2.1).

E:=0+a+D”, Mr<, T<1n(1+

Theorem 2.2. Let 6(t) = (0,(¢), . ..,0x(t)) be a solution to system (2.1) and suppose the framework (8B)
holds. Then, there exists time T* > 0 such that

D(w(®) < Ce™™=T > T,
where C and A are positive constants.

Subsequently, we will show our two main results in Theorem 2.1 and Theorem 2.2 in the following
two sections.

3. Synchronization estimate: Proof of Theorem 2.1

In this section, for the time-delayed Kuramoto model (2.1) with frustration and under the
assumption (A; on the network structure, we will show the exponential emergence of frequency
synchronization stated in Theorem 2.1. More precisely, under the sufficient regime in terms of small
time delay and frustration and large coupling strength, we prove that all Kuramoto oscillators will
concentrate into a small region in finite time. Moreover, based on the small uniform bound of phase
diameter, we will show the frequency diameter tends to zero exponentially fast by taking a Lyapunov
functional approach.

3.1. Uniform bound estimate on the phase diameter

For this, we first present a lemma on the existence of an invariant set, which states that the phase
diameter can be bounded by its initial one less than 7. In general, the phase diameter D(6(t)) is not C',
so for the time derivative of D(6(t)), we use the upper Dini derivative defined by (see [26])

DOt + h)) — D(O(t
D*D(6(1)) = lim sup ® )2 o )).
h—0*

(3.1)
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Lemma 3.1. Let 0(t) = (0,(¢),...,0y(1)) be a solution to system (2.1) and suppose the framework (A)

holds, then we have
D(6(1)) < D(6(0)), t>0.

Moreover, we have

D*D((1)) < D(Q) + 2KNa sin(Mr + a) — Ka cos(Mr + a) sin D(6(r)), t>0.

Proof. According to (1.1), it follows that
D*DO))|,_, = D*Oul®) - 0.(1)| _,

N
= Qu + K ) ausin(@(—=7a) — 0u(0) + @)
k=1

N
{%ﬁKz%mqum—%@+%ﬂ
k=1

N

0
—Q,-Q, +K Z g Sin (Hk(O) — f 0u(s)ds — 0),(0) + a/Mk)
k=1 -

TMk

N 0
_K Z i SN (Hk(O) _ f 0u(5)ds — 6,,(0) + amk)
£ _

1 Tmk

=Qy—-Q,

N 0

+ K Z Aok [sin(@k(O) — 0,,(0)) cos (— f 0u(s)ds + a/Mk)
k=1 Mk

0

+ cos(6,(0) — 94,(0)) sin (— f Ou(s)ds + aMk)]
N —TMk .

—K Z Qi [sin(@k(O) — 6,,(0)) cos (— f 0u(s)ds + amk)
k=1 Tk

0
+ cos(6,(0) — 6,,(0)) sin (— f O(s)ds + amk)] )

Tk
Here, we used

!

Ou(t — Ti) = O(t) — f Ou(s)ds, sin(x +y) = sinxcosy + cos xsiny.

—Tik

Moreover, owing to Lemma 2.1 and the facts that for all # > 0

!
l— f Ou(s)ds + ay
=T

!
cos (—f O(s)ds + aik) > cos(Mrt + @) > cos(0 + a) > 0,
t

—Tik

t
sin (— f Oc(s)ds + a’ik)
I=Tik

sin(6x(0) — 04(0)) <0,  sin(6x(0) — 6,,(0)) > 0,

!
< f 10c()lds + |lagl < MT+a<d+a< g,
1—Tik

< sin(Mrt + @) < sin(0 + @),

(3.2)

(3.3)

(3.4)

(3.5)
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it yields from (3.4) that
D*DO))| _,

N
<D(Q)+K Z ay Sin(0x(0) — 04(0)) cos(Mrt + @) + KNa sin(Mrt + @)

k=1

N
_K Z i SIN(GL(0) = 6,,(0)) cos(Mr + @) + KNa sin(Mr + @),
k=1
= D(Q) + 2KNa sin(Mrt + @) — K cos(Mt + a)(ay, + anpr) sin(0y,(0) — 6,,(0))

N
— Kcos(Mt + a) Z min{dyk, @i }[s10(04(0) — 6;(0)) + sin(6x(0) — 6,,(0))]

k=1
k+M,m

< D(Q) + 2KNasin(Mrt + @)

N
— K cos(Mr + @) min < ay; + aij + ) min{ay, @) ¢ sin(04(0) = 6,(0))
1#]
k=1

k#i,j
= D(Q) + 2KNasin(Mrt + a) — Ka cosj(MT + @) sin D(6(0)),
where we use the concave property of sin x, x € [0, ], i.e.,
sin(@y,(0) — 6,(0)) + sin(6,(0) — 6,,(0)) > sin(8,,(0) — 6,,(0)).
Due to the assumptions (2.9) and (3.5), one has

D(Q)
” Zsin D(0(0)) cos(Mr + @) — 2Na sin(Mr + @)’

This together with (3.6) yields that
D+D(9(t))|,:o < D(Q) + 2KNa sin(Mrt + @) — Ka cos(Mrt + @) sin D(6(0)) < 0,
which means that D(6(¢)) is strictly decreasing at = 0*. Next, we claim that
D(6(1)) < D(6(0)) forallr> 0.
Suppose the contrary, i.e., there exists a time ¢, such that
D(0(t)) < D(6(0)) forO <t <t,, and D(6(t.)) = D(6(0)),

which means that
D*DE))|_- = 0.

Then, we apply Eq (3.7) and the similar analysis as in Eq (3.8) to get

D*DEW)|_,- < D(Q) + 2KNasin(Mr + @) - Kacos(Mr + a) sin D(6(1.))

= D(Q) + 2KNa sin(Mrt + a) — Ka cos(Mr + @) sin D(6(0)) < 0.

(3.6)

(3.7)

(3.8)
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This leads to a contradiction. Thus, we have
D(6(r)) < D(6(0)), t=>0. (3.9
Moreover, based on the above estimate, we can follow the similar analysis in Eq (3.8) to obtain
D*D(1)) < D(Q) + 2KNa sin(Mr + a) — Ka cos(Mr + a) sin D(6(r)), t>0. (3.10)
Therefore, we combine Eqgs (3.9) and (3.10) to derive the desired results.

Next, we show that under the framework (A), the Karumoto oscillators will be trapped into a region
confined in a quarter circle in finite time.

Lemma 3.2. Let 0(t) = (0,(¢),...,0y(1)) be a solution to system (2.1) and suppose the framework (A)
holds, then there exists a time T* > 0 such that

D) < D*, =T,

where D™ is defined in Eq (2.3).
Proof. We consider two cases separately.

Case (i): If D(6(0)) € (0, ’5’), then we have D* = D(6(0)). Thus, the desired result yields from Eq (3.2)
where we set T* = 0.

Case (ii): If D(6(0)) € (g,ﬂ), in this case, when D(6(r)) € [D*, D(6(0))] for ¢ > 0, it follows from

Lemma 3.1 and the assumptions on K, 7, @ in framework (A,) that for ¢ > 0,
D*D((1)) < D(Q) + 2KNa sin(Mr + a) — Ka cos(Mr + a) sin D(6(1))
< D(Q) + 2KNasin(Mrt + @) — Ka cos(Mr + @) sin D(6(0)) < 0,
where the second inequality holds using sin D(6(¢)) > sin D(6(0)). This implies that D(6(¢)) will

strictly ~ decrease  into  the  interval [0, D*) at a speed greater than
Kacos(Mrt + @) sin D(6(0)) — D(QQ) — 2K Na sin(Mr + «). Therefore, it follows that

D(6(t)) < D*, forallt>T",
where
T - D(6(0)) — D™
~ Kacos(Mt + @) sin D(6(0)) — D(Q) — 2KNa sin(Mt + @)’

Remark 3.1. We discuss the case D(6(0)) = 5 for the proof of Lemma 3.2. In fact, in this case, we can
apply the the same argument as in Eq (3.8) to see that

Z)+D(0(t))| < D(Q) + 2KNa sin(Mrt + @) — Ka cos(Mr + a) sin D(6(0))

=0 =
= D(Q) + 2KNa sin(Mrt + @) — Kacos(Mr + a) <0,

where we use the assumptions in (2.6) and (2.9), which now become

D(Q)

0 ) — 2Nasin(é 0, K ; )
acos(o + a) asin(é +a) > > @cos(6 + @) —2Nasin(6 + @)

(3.11)
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This means that D(0(t)) starts to strictly decrease at t = 0F. Therefore, together with the facts from
(3.11), we can find a time 0 < ty < 1 and a constant n < 7 close to 7 such that

D(ty) =n and acos(o + a)—2Nasin(d + @) > asinncos(d + @) — 2Na sin(d + a) > 0,
D(Q) D(Q)
asinncos(6 + @) — 2Nasin(d + @) = acos(d + a) — 2Nasin(d + @)’

and K >

As the system is autonomous, we can set the time ty as the initial time and replace the conditions on
D(6(0)) in framework (A,) by the above conditions on n. Then, we apply the same argument as in
Lemma 3.1 and finally obtain

D) <7< D = g t> 1.

3.2. Frequency synchronization estimate

In this part, under the conditions in framework (A), we will show the exponential decay of
frequency diameter by taking a Lyapunov functional approach.
To this end, we differentiate the system (1.1) with respect to time ¢ to obtain

N
%wi(t) = KZ aij cos(é?j(t - Tij) —6,(r) + O’,‘j)(a)j(f - T,‘j) —wi(t), t>0,i=1,...,N. (3.12)

=1
It follows from Lemma 3.2 that there exists 7* > 0 such that

D(1) < D™ < g 1> T

Then, for t > T*, we further estimate 6;(t — 7;;) — 6;(t) + «;; in the cosine function of system (3.12),

|0,(t = 1)) — 6:0) + | =

0,(t) - f 01(s)ds — 6,(t) + a;j| < D)) + Mt + a

—Tij

Vi
§D°°+Mr+a<D°°+5+oz<§,

where we use the assumptions (2.6) and (2.8) in framework (A,). Thus, for any 1 < i, j < N, one has
cos(0(t — 7;;) — 0:(t) + a;;) > cos(D” + 6 + @) =cosé&, t>T". (3.13)

where ¢ is defined in Eq (2.7). For the estimate of the dynamics of frequency diameter, we set

!
INOES f max |ax(s)lds. (3.14)
-7 1<ksN

Similarly, the frequency diameter D(w(f)) is not C! in general, thus we use the upper Dini derivative
defined in Eq (3.1) for the time derivative of D(w(f)). Now based on the estimate in Eq (3.13), we
present a differential inequality on the frequency diameter in the lemma below.

Lemma 3.3. Let 0(t) = (0,(¢),...,0y(1)) be a solution to system (2.1) and suppose the framework (A)
holds, then we have

D*D(w(r)) < 2KNaA(t) — KacoséED(w(t)), t>T7,
where A.(t) is defined in Eq (3.14).
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Proof. According to Eq (3.12), we estimate the dynamics of frequency diameter forz > T~

D' D(w(®) = D" (wu(t) — wn())

N
= KZ apj cos(0(t — ) — Ou(t) + ap)(w;(t — Tyrj) — wp())

=1
N (3.15)
= K )OS0t = Tp) = () + @ )(@)( = Tyj) = (1))
=1
=711+ 1,.
For the estimate of 7, in Eq (3.15), we have
N
I, = KZ ayjcos(0(t — ;) — Oy(t) + ay ) w;(t — Ty;) — wy(1))
=1
N
= KZ ayj COS(ej(f - TM]') - QM(t) + Q/Mj)((,()j(t — TMj) — (,l)j(l))
=1
N
+ KZ ay; COS(QJ'(I - TMj) — 0y + Q’Mj)((,()j(f) —wpy(1) (3.16)
=1
N N
<Ka ) |t = Tuy) = w0 + Kcosé Y au (1) — wu(®)
=1 =1
N
< KNaA (1) + K cosé ) ay(w)(t) = wu(1),
=1
where we used that, by Eq (3.14), forany 1 <i,j < N,
! !
lwi(t — 1) —w;i(®)] < f lwi(s)lds < f E{%’I‘V""’k(”'ds = A(p). (3.17)
t—T,'j -t ==
For the estimate of 7, in Eq (3.15), similarly, we get
N
I5 = =K )y cOS(t = T) = () + @)@t = Ty) = (1))
= (3.18)

N
< KNaA(f) — K cos & Z Ao (Wi () = W(D)).
k=1
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Then, we combine Eqs (3.15), (3.16) and (3.18) to obtain

N N
D D(w(t)) < 2KNGA(£) + K cos & Z ap(i(®) — Wy (1)) — K cos & Z Ao (1) = WD)
k=1 k=1
= 2KNaA (1) + K cos Eapym(wn(t) — wpy (1) — K cos Eapnp(wm(t) — wy (1))

N N
+Kcosé ) aullt) = ou() = Kcosé > aplwil) = wn()
k=1 k=1

k#M,m k#M,m
< 2KNalA(1) — K cos §(apm + amm)(wp () — wn(t))

N
—Kcos¢ > minfay, du (@) — 0n()

k=1
k+M,m

< 2KNaA,(t) — Ka cos ED(w(1)), t>T7,
which finishes the proof.

We next provide a rough estimate on the time derivative of frequency variables which is presented
in the following lemma.

Lemma 3.4. Let 0(t) = (6,(t),...,0y(t)) be a solution to Eq (2.1) and suppose the framework (A)
holds, then we have
max lw;(H)| < KNaA.(t) + KNaD(w(t)), t>T",

where A.(t) is defined in Eq (3.14).
Proof. We see from Eq (3.12) that

N
K Z ajj COS(Qj(l — Tij) - Qi(l) + aij)(a)j(t - T,‘j) — a)j(t))

jai(n)] <
j=1
N
+ K Z a;;cos(8(t — 7;j) — 0:(1) + ;) (w (1) — wi(1))
=1
N v
<Ka ) lwj(t =) — w0 + Ka ) |wj(1) = wi(0)
j=1 j=1

< KNaA(t) + KNaD(w(t)).
Taking the maximum on both sides of the above inequality for 1 < i < N, we obtain

max |i,(1)| < KNaA(1) + KNaD(w(®), 1= T"

Now we are ready to prove our one main result in Theorem 2.1 on the asymptotic frequency
synchronization for the Kuramoto model (2.1) under the framework (A). We follow [7] to define a
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Lyapunov functional

t t
E(t) .= D(w(1)) +,uf e_(t_s)f lmka)lcv |k (u)|dudss, (3.19)
-7 5 ASKS

where the parameter u is a positive constant satisfying

2NKa acosé

< < ———M8M8MM—,
K= Nad —e

e"—KNa(l-eT™) (3.20)

Note that the inequalities

2NKa acosé

T_KNa(l-e >0 d <
¢ a(l-e™) M T KNa(l—e) ~ Na(l—e)

are guaranteed by the assumption on 7 in (2.8),, i.e.,

r<inf14+ — dC08¢ <Inf1+
KNa(2Na + acosé)

KNa)'
Actually, the argument on the Lyapunov functional approach in [7] is generalized here to the more
general setting.

Proof of Theorem 2.1:

Proof. 1t follows from Lemma 3.3 and Lemma 3.4 that

d 1
D EW) = D' D(w(?)) _ﬂe_Tf max |@y(u)ldu + i max |d)k(f)|f o9 4
g 1<ksN 1<k<N l—‘r

f !
- = o(wldu | d
oL [ )

< 2KNaA (t) — Kacos ED(w(t)) — e "AL(t)
+u(l —e ") (KNaA.(t) + KNaD(w(t))) (3.21)

t !
_ —(t—s) .
u j;T (e f: lrélkegcvlwk(u)ldu) ds

= (KNau(l — ™) — Ka cos £) D(w(?)) + 2NKa — pe™ + KNau(l — ™)) A(D)

t !
—u f (e_(H) f max |d)k(u)|du)ds, ae. t>T"
—r s 1<ksN

In what follows, we estimate the sign of coefficients of A.(¢) and D(w(?)) in Eq (3.21). In fact, it can
be seen from Eq (3.20) that
2NKa —ue ™+ KNau(l —e ™) <0 (3.22)

and
KNau(l —e™) — Kacosé < 0. (3.23)

Hence, we combine Eqs (3.19), (3.21)—(3.23) to get

D E@R) < —-AE(), ae. t>T7, (3.24)
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where
A :=min{Kacosé — KNau(l — ™), 1}.

Then, it follows from Eqs (3.19) and (3.24) that
D(w(t) < &) < ETHe™™ 1, 1> T
Therefore, we complete the proof of Theorem 2.1.

4. Synchronization estimate: Proof of Theorem 2.2

In this section, under the network structure (8;), we will provide a detailed proof of our second main
result in Theorem 2.2 for the Kuramoto model (2.1) with frustration in the presence of time delay. The
presentation in this section will be similar to that in Section 3.

4.1. Uniform bound estimate on the phase diameter

In this part, we first show the existence of an invariant set for the Kuramoto flow (2.1) under the
framework (8).

Lemma 4.1. Let 6(t) = (6,(¢), . ..,0x(t)) be a solution to system (2.1) and suppose the framework (B)
holds, then we have
D6(1)) < D(6(0)), t=>0. 4.1)

Moreover, we have

D*D(O(1)) < D(Q) + 2Ke + 2K sin(Mr + @) — K cos(Mt + @) sin D(0(¢)), t>0, 4.2)

where M is given in Lemma 2.1.

Proof. According to Eq (2.1), it follows that

D*DED)|_, = D* Ou(®) = 0.0 _,

N
=Quy+ KZ ay; Sil’l(@j(—TMj) - HM(O) + a’Mj)

J=1

N
Q, +K Z A SINO(=T) = B (0) + @)

J=1

K<y, . (4.3)
=D+ D [sin0,(=7a) = 04(0) + @) = SIN(O,(=Ty) = On(0) + )

=

+K

.Mz

1
(Cle - N) Sil’l(@j(—TMj) - HM(O) + a'Mj)
1

J

1
-K Y (amj - N) SN0 (=Tn;) = O(0) + ).
j=1
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Owing to the network structure assumption (2.10) and following form (4.3), one has

D*DO(1))|_, < D(Q) +2Ke

K& 4.4
+ N Z [Sin(gj(—TMj) — OM(O) + an) - sin(Hj(—ij) - Qm(()) + a'mj)] . ( )

=

Moreover, we can apply the similar argument in Eqs (3.4)—(3.6) to derive

-0 S D(Q) +2Ke + 2K sin(Mr + @) — K cos(Mr + @) sin D(6(0)) < 0, 4.5)

D*DO®))|

where we used the Lemma 2.1 and assumptions (2.12), (2.15), and the last inequality holds due to the
assumption (2.16) on K. This means that D(6(t)) starts to strictly decrease at t = 0*. We claim that

D((1)) < D(6(0)) forallz> 0.
Suppose the contrary, i.e., there exists a time ¢, such that
D@0(t)) < D(6(0)) forO<t<t, and D(O(t.)) = D(60)), (4.6)

which implies that
D*D@(1)|,_, > 0. 4.7)

Then, we apply the similar analysis from Eq (4.5) together with Eq (4.6) to obtain

Z)+D(9(t))|t:t__ < D(Q) + 2Ke + 2K sin(Mr + @) — K cos(Mr + a) sin D(6(t.))
= D(Q) + 2Ke + 2K sin(Mrt + a) — K cos(Mr + a) sin D(6(0)) < 0.

This contradicts to Eq (4.7). Thus, we have
D(6(1)) < D(6(0)), t=0. (4.8)
Moreover, owing to Eq (4.8), we can follow the similar analysis as in Eq (4.5) to derive
DD(O(1)) < D(Q) + 2Ke + 2K sin(Mrt + @) — K cos(Mt + a) sin D(0(1)), t> 0. 4.9)

Therefore, we combine Eqgs (4.8) and (4.9) to complete the proof of this lemma.

Next, we present that under the restriction of framework ($8), all Kuramoto oscillators will shrink to
aregion with a geometric length less than 7 in finite time.

Lemma 4.2. Let 6(t) = (6,(¢), . ..,0x(t)) be a solution to system (2.1) and suppose the framework (B)
holds, then there exists time T* > 0 such that

D) <D”, =T,
where D™ is defined in Eq (2.3).
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Proof. We consider two cases seperately.

Case (i): If D(6(0)) € (O, ’%) then we have D(6(0)) = D*. Thus, the desired result yields from Eq (4.1)
where we set 7* = 0.

Case (ii): If D(O(0)) € (g,n), in this case, when D(0(t)) € [D®, D(§(0))] for t > 0, it follows from

Eq (4.2) and assumptions in Eqs (2.15) and (2.16) that
D*DO(1)) < D(Q) + 2Ke + 2K sin(Mr + a) — K cos(Mr + a) sin D(6(1)),
< D(Q) + 2Ke + 2K sin(Mt + @) — K cos(Mr + a) sin D(6(0)) < 0,

where the second inequality holds using sin D(6(t)) > sin D(6(0)). This implies that D(6(¢)) will strictly
decrease into the interval [0, D™] at a speed greater than K cos(Mrt + a) sin D(6(0)) — (D(Q2) + 2Ke +
2K sin(Mrt + a@)). Then, it follows that

D((t)) < D®, forallt>T*,

where
N D(6(0)) — D%

*

= K cos(Mt + a) sin D(6(0)) — (D(Q) + 2K¢e + 2K sin(Mt + @)

Remark 4.1. In the proof of Lemma 4.2, for the case D(6(0)) = 3, we can use the similar analysis as
in Remark 3.1 to find a time iy and a constant ij < 5 such that

D) <7 < D™ = 7_2r t> .

4.2. Frequency synchronization estimate

In this part, under the assumptions in framework (8), we will present that the frequency diameter
decays to zero exponentially fast by taking a similar method used in subsection 3.2.
For this, we differentiate the system (2.1) to obtain

N
w;(t) = KZ aij COS(Hj(t — Tij) —6,(t) + aij)(wj(t - T,'j) —wi(t), t>0,i=1,2,...,N. (4.10)

j=1

Combing Lemma 4.2 and the assumptions in Eqs (2.12) and (2.15), we apply the similar argument in
Eq (3.13) to obtain

cos(0(t — 7)) — 0i(t) + a;j) > cos(D® +d + @) =cos{ >0, t>T7, (4.11)

where ( is defined in Eq (2.14).
We now provide a differenital inequality for the frequency diameter D(w(t)) in the lemma below.

Lemma 4.3. Let 6(t) = (6,(2), . ..,0x(t)) be a solution to system (2.1) and suppose the framework (B)
holds, then we have

D*D(w(t)) < 2K(1 + &)A(t) — K(cos ¢ — 2&)D(w(t)), t>T7,

where A.(t) is defined in Eq (3.14).
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Proof. We see from Eq (4.10) that

K N
i(t) = 5 ) CosO(t = 71)) = 0i(8) + @) (,(t = T1)) = (1)
=1
J . 1
+ KZ (aij - N) COS(ej(l - Tij) - 9,'(1‘) + a,-j)(a)j(t - T,‘j) — (Ul'(l)) (412)
=1
J B .
< KAT(I) + N Z COS(Gj(t - T,‘j) - Hi(t) + CYU)(CL)](I) - (,L)i(t)) + K(‘)AT(Z) + KSD(CL)(I)),
=1

where we applied Eq (3.17). Similarly, one has

N
wi(t) = —KA(t) + % Z COS(QJ'(I - Tij) - 0;(1) + a,-j)(wj(t) —wi(t)) — KeA(t) — KeD(w(t)). 4.13)

J=1

Then, it yields from Eqs (4.11)—(4.13) that

D*D(w(1) = D" (wu(t) — wn(t))
K N
< K(l + 8)AT(I) + KSD((U(I)) + N Z COS(Qj(t - TMj) - HM(Z) + aM])(wj(t) - a)M(t))

=1
iy
+ K(1 + &)A(t) + KeD(w(t)) — N Z cos(0(t — Tmj) = Ou(t) + amj)(W;(t) — wy(t))

j=1
N N

< 2K(1 + &)A (1) + 2KeD(w(1)) + g D cos L(w,(t) — wu(®) - g D008 L) = wnl®)

Jj=1 j=1
=2K(1 + &)A(t) — K(cos ¢ — 2&)D(w(t)), t>T".

This completes the proof.

We next provide a rough estimate on the time derivative of frequency variables.

Lemma 4.4. Let 6(t) = (6,(2),...,0x(t)) be a solution to system (2.1) and suppose the framework (B)
holds, then we have

{Egg(vld)i(t)l <K +8)A()+ K(1 +&)D(w(t), t>T".

Proof. According to Eqs (4.10) and (3.17), we see that

lw;i()] <

ul 1
KZ (aij - N) cos(0;(t — 1) — 0;(1) + a;)(w;(t — 7ij) — wi(1))

J=1

N
‘ Z €086 = ) = 0 + 0yt ) = 1)
< KeA (1) + KeD(w(1)) + KA(1) + KD(w(t)) = K(1 + )A.(t) + K(1 + &)D(w(t)).

+
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Taking the maximum on both sides of above inequality for 1 < i < N, we derive
max ;0] < K(1 + &)A() + K(1 + &)D(w(t), t>T°.

This yields the desired result.

Now we are ready to prove our second main result in Theorem 2.2 for the Kuramoto model (2.1)
under the framework (8).

Proof of Theorem 2.2:

Proof. Similarly, we define the Lyapunov functional

&) = D(w(1)) +,uf e_(t_s)f 1211&)1(\/ |cor(u)|duds. 4.14)

Here, the parameter y is a positive constant satisfying the following constraints

2K(1 +¢) cos{ —2¢
Su< .
e T— K +e)(l—e) (1+e&)(1—e)

(4.15)

Note that the above formula is well defined since

2K(1 + &) cos{ —2e

e - Klrad-en>0 and o0 —en ~ Trea —e

are ensured by the assumption on 7 in Eq (2.15),, namely,

T<ln(1+ cos¢ —2s )<ln(1 ! )

+ —_—
K(1 +¢&)(cos +2) K(l+¢)
Then, according to Lemma 4.3 and Lemma 4.4, we have

DEM) < 2K(1 + &)A(1) — K(cos £ — 28)D(w(t)) — pe " AL(D)
+u(1 — e ™)K + &)A0) + K(1 + £)D(w(t)))

! !
_ —(t-s) .
u LT (e f; lrgglcvlwk(u)ldu) ds

= [K(1 +e)u(l —e™) — K(cos ¢ —2¢&)] D(w(t))
+[2K(1 +&) —pue™™ + K(1 + e)u(l —e )] A(2)

! t
—uf (e_(’_s)f max Ia)k(u)ldu) ds, t>T"
1 s 1<k<N

In the following, we study the sign of coeflicients of A.(¢) and D(w(?)) in Eq (4.16). Actually, owing to
Eq (4.15), one has

(4.16)

2Kl +e)—pue "+ K(1+e)u(l—e ) <0 “4.17)

and
K(1+&u(l-e")—K(cosl —2e) <0. (4.18)
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Therefore, we combine Eqs (4.16)—(4.18) to get
DE@R) < -AE@D), t>T7, (4.19)

where
A =min{K(cos¢ —2&) — K(1 + &)u(l —e ™), 1}.

Then, it yields from Eqs (4.14) and (4.19) that
D(w(t)) < &(t) < ETHe M) 1> T,
which completes the proof of Theorem 2.2.

5. Simulations

In this section, we provide several numerical simulations and compare them with the analytic results
in Theorem 2.1 and Theorem 2.2. For the numerical examples, we use the fourth-order Runge-Kutta
method and choose the number of oscillators N = 5 with the constant initial data.

We first give the examples concerning our main result in Theorem 2.1. For this, the network
topology is given as below

A= (Cl,‘j) = s (51)

e i
—_— = O
o - O O O
— O O O O

1
1
1
0
0
which satisfies the network structure A; since @ = 1 > 0. Note that a = 1. Moreover, we use the
parameters

0 < D(0(0)) = 1.9226 < &, D> = arcsin(sin D(6(0))) = 1.2190, D(Q) =1.2716, ¢ =0.0108. (5.2)

Once the above parameters are fixed, we choose the following small frustration, small time delay and
large coupling strength

a=0.005 (¢=0+a+D”=12348< g, 7=0.001, K=2, (5.3)

which satisfy the conditions in framework (A,):

M= 1rn'a)IEJIQ,-l + KNa = 10.7818,
<i<

acosé
= 0.0107 <5 =0.0108, 7=0001<In(1+ — 0.0032,
Me < ! =M T KNa(Na + acosé) (54)
K=2> D&y — 1.6285.

asin D(6(0)) cos(6 + @) — 2Nasin(6 + «)

Then, based on the settings (5.1)—(5.3), the synchronized behavior can be seen from Figure 1, which
supports Theorem 2.1.
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Time t Time t

(a) Phase-locked state (b) Frequency synchronization

D)

Time't Time t

(c) Dynamics of phase diameter (d) Dynamics of frequency diameter
Figure 1. Synchronization with @ = 0.005,7 = 0.001, K = 2.

When other parameters in Eqs (5.1) and (5.2) do not change, we take relatively small coupling
strength K = 0.3 with @ = 0.005, 7 = 0.001 and thus the condition in Eq (2.9) is not satisfied, i.e.,
D(Q)
a sin D(6(0)) cos(d + @) — 2Na sin(6 + )
Then, we observe from Figure 2 that frequency synchrony is not reached. However, our assumptions
in (A,) are not optimal. For example, it can be observed from Figure 3 that synchronized behavior can
also emerge for the selected parameters @ = 1,7 = 0.1, K = 1 which do not fit the framework (A;).

K=03< = 1.6285.

Frequency w(t)

AN A /m
A WY

NS NN N N s
05 \ \ ]/ \ \ / \
\ / \ / \ / \ / /
Time t Time t

WAL

0

(a) Dynamics of frequencies (b) Dynamics of frequency diameter

Figure 2. Non-synchronization with @ = 0.005, 7 = 0.001, K = 0.3.
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Frequency w(t)
° R -
D (t)

(a) Dynamics of frequencies (b) Dynamics of frequency diameter
Figure 3. Synchronization witha = 1,7 =0.1,K = 1.
Next, we present simulation examples related to the main result in Theorem 2.2. We choose € = 0.1

and the adjacency matrix is given as below

0.2 0.1883 0.1841 0.1836 0.2085
0.2017 0.2 0.2184 0.1982 0.1989
A =(a;;) =[0.1913 0.19305 0.2  0.2068 0.2083], (5.5)
0.20 0.22 0.19 0.2 0.22
0.2074 0.1853 0.1862 0.2116 0.2

which satisfies the network structure ($,). Moreover, we use the parameters
0 < D(6(0)) =1.9791 <n, D™ =1.1625, D(Q)=1.5208, & =0.0278. (5.6)

For the above fixed parameters, we further select small frustration, small time delay and large coupling
strength as below

@=005 ¢=5+a+D"=12934< g T=0.005 K=4, (5.7)

which are subject to the conditions in the framework ($5,):

M= }na)ﬁzlg"' + KNa = 5.3580,

i _2

Mz = 0.0268 < § = 0.0278, 7 =0.005 <In|1+ 08¢ =2¢ = 0.0121,
K+ ¢&)(cosd +2)

K=4> D& = 2.7178.

cos(d + ) sin D(B(0)) — 2(e + sin(d + @))

Then, based on the settings in Eqs (5.5)—(5.7), we observe from Figure 4 that frequency
synchronization occurs which supports Theorem 2.2. On the other hand, based on the unchanged
settings (5.5) and (5.6), we choose relatively small coupling strength K = 1 with @ = 0.05, 7 = 0.005,
which does not cater to the condition in Eq (2.16) since

D(Q)

K=1< — - — =2.7178.
cos(0 + a) sin D(6(0)) — 2(& + sin(0 + @))
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Then, it is observed from Figure 5 that the complete synchronization does not occur. Similarly, our
assumptions in ($,) are not optimal. For instance, when we select the parameters @ = 1,7 =0.5,K =2
which do not fit the framework (8,), we see from Figure 6 that synchronized behavior also occurs.

0.5

0 1 2 3 4 5 6 7 8 9 10
Time t

(a) Phase-locked state

0.6 -

0.4 -

0.2
0

Time t

(c) Dynamics of phase diameter

Frequency w(t)

Time t

(b) Frequency synchronization

Time t

(d) Dynamics of frequency diameter

Figure 4. Synchronization with @ = 0.05,7 = 0.005, K = 4.

Frequency w(t)

S
o

VYV

0 5 10 15 20 25 30 35 40 45 50
Time t

(a) Dynamics of frequencies

0 5 10 15 20 25 30 35 40 45 50
Time t

(b) Dynamics of frequency diameter

Figure 5. Non-synchronization with @ = 0.05,7 = 0.005, K = 1.
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Frequency w(t)

0 5 10 15 20 25 30 0 5 10 15 20 2 30
Time t Time t

(a) Dynamics of frequencies (b) Dynamics of frequency diameter

Figure 6. Synchronization witha = 1,7 =0.1,K = 1.

6. Summary

In this paper, we studied the synchronized behaviors of the generalized Kuramoto model with
heterogeneous time delay and heterogeneous frustration. More precisely, for the time-delayed
Kuramoto model with frustration whose initial configuration is confined in a half circle, under two
different network structures, we presented sufficient conditions leading to the exponential occurrence
of complete frequency synchronization. Our frameworks related to the case with small time delay,
small frustration and large coupling strength. As the network structures we considered here were
limited, in our future work, we will continue to investigate the asymptotic behaviors on a more
generally digraph such as containing a spanning tree.
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