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Abstract. In this paper we deal with the homogenization of stochastic non-

linear hyperbolic equations with periodically oscillating coefficients involving
nonlinear damping and forcing driven by a multi-dimensional Wiener process.

Using the two-scale convergence method and crucial probabilistic compactness

results due to Prokhorov and Skorokhod, we show that the sequence of solu-
tions of the original problem converges in suitable topologies to the solution

of a homogenized problem, which is a nonlinear damped stochastic hyperbolic

partial differential equation. More importantly, we also prove the convergence
of the associated energies and establish a crucial corrector result.

1. Introduction and setting of the problem. Homogenization theory has be-
come an important tool in the investigation of processes taking place in highly het-
erogenous media ranging from soil to the most advanced aircraft the construction
of which uses composite materials. So far, the problems solved by means of homog-
enization have mainly involved deterministic partial differential equations (PDEs)
and the homogenization of PDEs with randomly oscillating coefficients; the great
wealth of results obtained over several decades on problems of diverse classes and
methodologies can be found for instance in [9, 6, 40, 41, 23, 34, 22, 49, 31, 17, 4,
32, 36, 46, 50, 33], for the deterministic case and [13, 14, 18, 20, 24, 37, 19, 47, 48].
for the random case. Fundamental methods were subsequently developed such as
the method of asymptotic expansions ([9], [6], [40], [41]), the two scale-convergence
([4], [32]), Tartar method of oscillating test functions and H-convergence ([49]),
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the asymptotic method for non periodically perforated domains ([23], [46]), G-
convergence ([36]) and Γ-convergence developed by De Giorgi and his students;
relevant extensions of some of these methods, including their random counterparts,
have also emerged in recent times. One rapidly developping important branch of
homogenization is that of numerical homogenization; see [1], [2].

However physical processes under random fluctuations are better modelled by
stochastic partial differential equations (SPDEs). It was therefore natural to con-
sider homogenization of this very important class of PDEs. Research in this direction
is still at its infancy, despite the importance of such problems in both applied and
fundamental sciences. Some relevant interesting work have recently been undertak-
en, mainly for parabolic SPDEs; see for instance [3, 8, 10, 11, 21, 43, 44]. We also
note the closely related work [3, 25, 15, 16] dealing with stochastic homogenization
for SPDEs with small parameters. The list of references is of course not exhaustive,
but a representation of the main trends in the field.

The homogenization of hyperbolic SPDEs was initiated in [27], [28, 29], [30] where
the authors studied the homogenization of Dirichlet problems for linear hyperbol-
ic equation with rapidly oscillating coefficients using the method of the two-scale
convergence pioneered by Nguetseng in [32] and developed by Allaire in [4] and [5];
they also dealt with the linear Neumann problem by means of Tartar’s method and
obtained the corresponding corrector results within these settings; [30] deals with a
semilinear hyperbolic SPDE by Tartar’s method.

In the present work, following the two-scale convergence method, we investigate
the homogenization of a non-linear hyperbolic equation with nonlinear damping,
where the intensity of the noise is also nonlinear and is assumed to satisfy Lips-
chitz’s condition. Our investigation relies on crucial compactness results of analytic
(Aubin-Lions-Simon’s type) and probabilistic (Prokhorov and Skorokhod funda-
mental theorems) nature. It should be noted that these methods extend readily to
the case when Lipschitz condition on the intensity of the noise is replaced by a mere
continuity. In contrast to the linear and the semilinear cases considered in previous
papers, the type of nonlinear damping and nonlinear noise in the present paper
leads to new challenges in obtaining uniform a priori estimates as well as in the
passage to the limit. It should be noted that the process of damping in mechanical
systems is a crucial stabilizing factor when the system is subjected to very extreme
tasks; mathematically this translates in some regularizing effects on the solution of
the governing equations.

We are concerned with the homogenization of the initial boundary value problem
with oscillating data, referred to throughout the paper as problem (Pε):

duεt−div (Aε (x)∇uε) dt+B(t, uεt)dt

= f(t, x, x/ε,∇uε)dt+ g(t, x, x/ε, uεt)dW in (0, T )×Q
uε = 0 on (0, T )× ∂Q,
uε(0, x) = aε(x), uεt(0, x) = bε (x) in Q,

where uεt denotes the partial derivative ∂uε/∂t of uε with respect to t, ε > 0 is a
sufficiently small parameter which ultimately tends to zero, T > 0, Q is an open and
bounded (at least Lipschitz) subset of Rn, W = (W (t)) (t ∈ [0, T ]) anm-dimensional
standard Wiener process defined on a given filtered complete probability space
(Ω,F ,P, (Ft)0≤t≤T ); E denotes the corresponding mathematical expectation. For

a physical motivation, we refer to [27, 28], where the authors discussed real life
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processes of vibrational nature subjected to random fluctuations; for instance the
nonlinear term B(t, uεt) stands for damping effects, the term f(t, x, x/ε,∇uε) is the
oscillating regular part of the force acting on the system and depending linearly on
∇uε, while the term g(t, x, x/ε, uεt)dW represents the oscillating random component
of the force; it depends on uεt . More precise assumptions on the data will be provided
shortly.

Few words about the difference between the current work and previous works by
the authors on homogenization of SPDEs. Compared to [27, 28, 29, 30], the struc-
ture of problem (Pε) is dominated by nonlinear terms such as the damping B(t, uεt),
leading to Lp (Q)-like norms whose combination with the predominently L2-like
norms coming from the other terms requires special care, both in the derivation of
the a priori estimates, as well as in the passage to the limit. Though, two-scale
convergence method is also used in the paper [27], the model there is essentially
linear. The works [43, 44] deal with stochastic parabolic equations in domains with
fine grained boundaries, where no conditions of periodicity hold and the methodol-
ogy implemented there is a stochastic counterpart of Kruslov-Marchenko’s [23] and
Skrypnik’s [46] homogenization theories based on potiential theory; for instance the
homogenized problems in [43, 44] involve an additional term of capacitary type.
The investigation of a hyperbolic counterpart of these works has still not been un-
dertaken and is somehow overdue. Finally, compared with the above mentioned
works, the current paper involves a simpler proof of the convergence of the stochas-
tic nonlinear term (its integral) thanks to a blending of two-scale convergence with
a regularizing argument and a result on convergence of stochastic integrals due to
Rozovskii [39, Theorem 4, P 63].

We now introduce some functions spaces needed in the sequel.
For 2 ≤ p ≤ ∞, we define the Sobolev space

W 1,p(Q) =

{
φ : φ ∈ Lp(Q),

∂φ

∂xj
∈ Lp(Q), j = 1, ..., n

}
,

where the derivatives exist in the weak sense, and Lp(Q) is the usual Lebesgue

space. For p = 2, W 1,2(Q) is denoted by H1(Q). By W 1,p
0 (Q) we denote the space

of elements ψ ∈W 1,p(Q) such that ψ|∂Q = 0 with the W 1,p(Q)-norm. By (φ, ψ) we
denote the inner product in L2(Q) and by 〈., .〉 we denote the duality pairing between

W 1,p
0 (Q) and W−1,p′(Q) ( 1

p+ 1
p′=1). We also consider the following spaces, H(Q) =

{u ∈ H1(Q)|MQ(u) = 0} where MQ(u) is the mean value of u over Q, C∞per(Y )
the subspace of C∞(Rn) of Y - periodic functions where Y = (0, l1) × ... × (0, ln).
Let H1

per(Y ) be the closure of C∞per(Y ) in the H1-norm, and Hper(Y ) the subspace

of H1
per(Y ) with zero mean on Y .

For a Banach space X, and 1 ≤ p ≤ ∞, we denote by Lp(0, T ;X) the space of
measurable functions φ : t ∈ [0, T ] −→ φ(t) ∈ X and p-integrable with the norm

||φ||Lp(0,T ;X) =

(∫ T

0

||φ||pX dt

) 1
p

, 0 ≤ p <∞.

When p = ∞, L∞(0, T ;X) is the space of all essentially bounded functions on the
closed interval [0, T ] with values in X equipped with the norm

‖φ‖L∞(0,T ;X) = ess sup
[0, T ]

‖φ‖X < ∞.
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For 1 ≤ q, p < ∞, Lq (Ω,F ,P, Lp(0, T ;X)) ((Ω,F ,P) is a probability space with
a filtration {Ft}t∈[0,T ]) consists of all random functions φ : (ω, t) ∈ Ω × [0, T ] −→
φ(ω, t, ·) ∈ X such that φ(ω, t, x) is progressively measurable with respect to (ω, t).
We endow this space with the norm

||φ||Lq(Ω,F,P;Lp(0,T ;X)) =
(
E ||φ||qLp(0,T ;X)

)1/q

.

When p =∞, the norm in the space Lq(Ω,F ,P, L∞(0, T ;X)) is given by

||φ||Lq(Ω,F,P;L∞(0,T ;X)) =
(
E ||φ||qL∞(0,T ;X)

)1/q

.

It is well known that under the above norms, Lq(Ω,F ,P, Lp(0, T ;X)) is a Banach
space.

We now impose the following hypotheses on the data.

(A1) Aε(x) = A(xε ) = (ai,j(
x
ε ))1≤i,j≤n is an n × n symmetric matrix, the compo-

nents ai,j , are Y−periodic and there exists a constant α > 0 such that

n∑
i,j=1

ai,jξiξj ≥ α
n∑
i=1

ξ2
i for, ξ ∈ Rn,

ai,j ∈ L∞(Rn), i, j = 1, . . . , n.

(A2) B(t, ·) : u ∈W 1,p
0 (Q) −→W−1,p′(Q) such that

(i) B(t, ·) is a hemicontinuous operator, i.e. λ −→ 〈B(t, u + λv), w〉 is a

continuous operator for all t ∈ (0, T ) and all u, v, w ∈W 1,p
0 (Q);

(ii) There exists a constant γ > 0 such that

〈B(t, u), u〉 ≥ γ‖u‖p
W 1,p

0 (Q)
for a.e. t ∈ (0, T ) and all u ∈W 1,p

0 (Q);

(iii) There exists a positive constant β such that

‖B(t, u)‖W−1,p′ (Q) ≤ β‖u‖
p−1

W 1,p
0 (Q)

for a.e. t ∈ (0, T ) and all u ∈W 1,p
0 (Q);

(iv) 〈B(t, u)−B(t, v), u− v〉 ≥ 0, for a.e. t ∈ (0, T ) and all u, v ∈W 1,p
0 (Q);

(v) The map t −→ B(t, u) is Lebesgue measurable in (0, T ) with values in

W−1,p′(Q) for all u ∈W 1,p
0 (Q).

(A3) We assume that f(t, x, y, w) is measurable with respect to (x, y) for any
(t, w) ∈ (0, T )×Rn, continuous with respect to (t, w) for almost every (x, y) ∈
Q×Y , and Y -periodic with respect to y. Also there exists an Rn-valued func-
tion F = (Fi (t, x, y))1≤i≤n such that f(t, x, y, w) = F (t, x, y)·w. Furthermore,∣∣∣∣∣∣f (t, x, x

ε
, w
)∣∣∣∣∣∣

L2(Q)
≤ C ||w||L2(Q) ,

for any (t, w, ε) ∈ (0, T )× L2 (Q)× (0,∞), with the constant C independent
of ε and t. A sufficient requirement for this condition to hold is that Fi (t, ·) ∈
L∞ (Q× Y ) for any t ∈ (0, T ).

(A4) aε(x) ∈ H1
0 (Q), bε(x) ∈ L2 (Q), for any ε > 0.

(A5) g (t, x, y, φ) is an m-dimensional vector-function whose components gj (t, x,
y, φ) satisfy the following conditions:

• gj (t, x, y, φ) is Y -periodic with respect to y, measurable with respect to x and
y for almost all t ∈ (0, T ) and for all φ ∈ L2 (Q),

• gj (t, x, y, φ) is continuous with respect to φ for almost all (t, x, y) ∈ (0, T ) ×
Q× Y , and there exists a positive constant C independent of t, x and y, such
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that

||gj (t, x, y, φ)||L2(Q) ≤ C
(

1 + ||φ||L2(Q)

)
, (1)

and
• gj (t, x, y, ·) satisfies Lipschitz’s condition

|gj (t, x, y, s1)− gj (t, x, y, s2)| ≤ L |s1 − s2| , (2)

with the constant L independent of t, x and y.

If ||gj (t, x, y, 0)||L2(Q×Y ) <∞ for any i = 1, ...,m and any t ∈ (0, T ), the condi-

tion (1) is redundant since it follows from the Lipschitz condition (2).
From now on we use the following oscillating functions

f ε(t, x, w) = f
(
t, x,

x

ε
, w
)
, gεj (t, x, φ) = gi

(
t, x,

x

ε
, φ
)
.

We now introduce our notion of solution; namely the strong probabilistic one.

Definition 1.1. We define the strong probabilistic solution of the problem (Pε) on

the prescribed filtered probability space
(

Ω,F ,P, {Ft}t∈[0,T ]

)
as a process

uε : Ω× [0, T ] −→ H1
0 (Q),

satisfying the following conditions:

(1) uε, uεt are Ft−measurable,
(2)

uε ∈ L2
(
Ω,F ,P;C(0, T ;H1

0 (Q))
)

uεt ∈ L2
(
Ω,F ,P;C(0, T ;L2(Q))

)
∩ Lp

(
Ω,F ,P;Lp(0, T ;W 1,p

0 (Q))
)
,

(3) ∀t ∈ [0, T ], uε(t, .) satisfies the identity

(uεt(t, .), φ)− (uεt(0, .), φ) +

∫ t

0

(Aε∇uε(s, .),∇φ)ds+

∫ t

0

〈Bε(s, uεt), φ〉ds

=

∫ t

0

(f ε(s, .,∇uε), φ) ds+

(∫ t

0

gε(s, ., uεt) dW (s), φ

)
,

∀φ ∈ C∞c (Q).

The problem of existence and uniqueness of a strong probabilistic solution of (Pε)
was dealt with in [38]. The relevant result is

Theorem 1.2. Suppose that the assumptions (A1)− (A5) hold and let p ≥ 2. Then
for fixed ε > 0, the problem (Pε) has a unique strong probabilistic solution uε in the
sense of Definition 1.1.

Our goal is to show that as ε tends to zero the sequence of solutions (uε) converge
in a suitable sense to a solution u of the following SPDE

(P )

 dut − divA0∇udt+B(t, ut)dt = f̃(t, x,∇u)dt+ g̃(t, x, ut)dW̃ in Q× (0, T ),
u = 0 on ∂Q× (0, T ),

u(0, x) = a(x) ∈ H1
0 (Q), ut(0, x) = b(x) ∈ L2(Q),

where A0 is a constant elliptic matrix defined by

A0 =
1

|Y |

∫
Y

(A(y)−A(y)χ(y))dy,
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χ(y) ∈ Hper(Y ) is the unique solution of the following boundary value problem:{
divy(A(y)∇yχ(y)) = ∇y ·A(y) in Y

χ is Y periodic,

for any λ ∈ Rn and Y = (0, l1)× ...× (0, ln),

f̃(t, x,∇u) =
1

|Y |

∫
Y

F (t, x, y) · [∇xu(t, x) +∇yu1(t, x, y)]dy,

g̃ (t, x, ut) =
1

|Y |

∫
Y

g (t, x, y, ut) dy,

a and b are suitable limits of the oscillating initial conditions aε and bε, respectively,
W̃ is an m-dimensional Wiener process

2. A priori estimates. Here and in the sequel, C will denote a constant inde-
pendent of ε. In the following lemma, we obtain the energy estimates associated to
problem (Pε).

Lemma 2.1. Under the assumptions (A1)-(A5), the solution uε of (Pε) satisfies
the following estimates:

E sup
0≤t≤T

‖uε(t)‖2H1
0 (Q) ≤ C,E sup

0≤t≤T
‖uεt(t)‖2L2(Q) ≤ C, (3)

and

E
∫ T

0

‖uεt(t)‖
p

W 1,p
0 (Q)

≤ C. (4)

Proof. The following arguments are used modulo appropriate stopping times. Itô’s
formula and the symmetry of A give

d[‖uεt‖2L2(Q) + (Aε∇uε,∇uε)] + 2〈B(t, uεt), u
ε
t)〉dt

= 2(f ε(t, x,∇uε)), uεt)dt+ 2(gε(t, x, uεt), u
ε
t)dW +

m∑
j=0

‖gεj(t, x, uεt)‖2L2(Q)dt.

Integrating over (0, t), t ≤ T , we get

‖uεt(t)‖2L2(Q) + (Aε∇uε(t),∇uε(t)) + 2

∫ t

0

〈B(s, uεt(s)), u
ε
t(s))〉ds

= ‖uε1‖2L2(Q) + (Aε∇uε0,∇uε0)

+ 2

∫ t

0

(f ε(s, x,∇uε), uεt)ds+ 2

∫ t

0

(gε(s, x, uεt), u
ε
t)dW

+

m∑
j=0

∫ t

0

‖gεj(s, x, uεt)‖2L2(Q)ds.

Using the assumptions (A1), (A2)(ii), (A5) and taking the supremum over t ∈ [0, T ]
and the expectation on both sides of the resulting relation, we have

E
[

sup
0≤t≤T

‖uεt(t)‖2L2(Q) + sup
0≤t≤T

‖uε(t)‖2H1
0 (Q) + 2γ

∫ t

0

‖uεt(s)‖
p

W 1,p
0 (Q)

ds

]
(5)

≤ C
[
C1 +

∫ t

0

‖uεt(t)‖2L2(Q)dt+ 2

∫ t

0

|(f ε(s, x,∇uε), uεt)|ds



HOMOGENIZATION OF NONLINEAR HYPERBOLIC SPDES 347

+2 sup
0≤s≤t

∣∣∣∣∫ s

0

(gε(σ, x, uεt), u
ε
t)dW

∣∣∣∣] ,
where

C1 = C(T ) + ‖uε1‖2L2(Q) + ‖uε0‖2H1
0 (Q).

Using assumptions (A3), thanks to Cauchy-Schwarz’s and Young’s inequalities,
we have

E
∫ T

0

|(f ε(s, x,∇uε), uεt)|dt ≤ E
∫ T

0

‖∇uε‖L2(Q)‖uεt‖L2(Q)dt

≤ E sup
0≤t≤T

‖uεt(t)‖L2(Q)

∫ T

0

‖∇uε‖L2(Q)dt (6)

≤ %E sup
0≤t≤T

‖uεt(t)‖2L2(Q) + C(%)T

(∫ T

0

‖∇uε‖2L2(Q)dt

)
,

where % > 0. Thanks to Burkholder-Davis-Gundy’s inequality, followed by Cauchy-
Schwarz’s inequality, the last term in 5 can be estimated as

E sup
0≤s≤t

∣∣∣∣∫ s

0

(gε(σ, x, uεt(σ)), uεt(σ))dW (σ)

∣∣∣∣
≤ CE

(∫ t

0

(gε(σ, x, uεt(σ)), uεt(σ))2dσ

) 1
2

≤ CE
(

sup
0≤s≤t

‖uεt(s)‖L2(Q)

∫ t

0

‖gε(σ, x, uεt(σ))‖2L2(Q)dσ

) 1
2

.

Again using Young’s inequality and the assumptions (A5), we get

2E sup
0≤s≤t

∣∣∣∣∫ s

0

(gε(σ, x, uεt(σ)), uεt(σ))dW

∣∣∣∣
≤ %E sup

0≤s≤t
‖uεt(s)‖2L2(Q) + C(%)

∫ T

0

‖gε(σ, uεt(σ))‖2L2(Q)dσ

≤ %E sup
0≤s≤t

‖uεt(s)‖2L2(Q) + C(%)(T ) + C(%)

∫ T

0

‖uεt(σ)‖2L2(Q)dσ, (7)

for % > 0. Combining the estimates 6, 7, 5 and assumption (A5) and taking %
sufficiently small, we infer that

E sup
0≤t≤T

‖uεt(t)‖2L2(Q) + E sup
0≤t≤T

‖uε(t)‖2H1
0 (Q) + CE

∫ t

0

‖uεt(s)‖
p

W 1,p
0 (Q)

ds

≤ C(T,C1, C2) + CE
∫ t

0

[
‖uεt(s)‖2L2(Q) + ‖uε(s)‖2H1

0 (Q)

]
dt, (8)

Using Gronwall’s inequality, we have

E
[

sup
0≤t≤T

‖uεt(t)‖2L2(Q) + sup
0≤t≤T

‖uε(t)‖2H1
0 (Q)

]
≤ C,

and subsequently

E
∫ t

0

‖uεt(s)‖
p

W 1,p
0 (Q)

ds ≤ C.

The proof is complete.
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The following lemma will be of great importance in proving the tightness of prob-
ability measures generated by the solution of problem (Pε) and its time derivative.

Lemma 2.2. Let the conditions of Lemma 2.1 be satisfied and let p ≥ 2. Then
there exists a constant C > 0 such that

E sup
|θ|≤δ

∫ T

0

‖uεt(t+ θ)− uεt(t)‖
p′

W−1,p′ (Q)
dt ≤ Cδp

′/p,

for any ε > 0 and 0 < δ < 1.

Proof. . We consider that div (Aε∇φ) has been restricted to the space W−1,p′(Q)

and that the restriction induces a bounded mapping from W 1,p
0 (Q) to W−1,p′(Q).

Assume that uεt is extended by zero outside the interval [0, T ] and that θ > 0.
We write

uεt(t+ θ)− uεt(t) =

∫ t+θ

t

div(Aε∇uε)ds−
∫ t+θ

t

B(s, uεt(s))ds

+

∫ t+θ

t

f ε(s, x,∇uε)ds+

∫ t+θ

t

gε(s, uεt(s))dW (s).

Then

‖uεt(t+ θ)− uεt(t)‖W−1,p′ (Q) ≤

∥∥∥∥∥
∫ t+θ

t

div(Aε∇uε)ds

∥∥∥∥∥
W−1,p′ (Q)

+

∥∥∥∥∥
∫ t+θ

t

B(s, uεt(s))ds

∥∥∥∥∥
W−1,p′ (Q)

(9)

+

∥∥∥∥∥
∫ t+θ

t

f ε(s, x,∇uε)ds

∥∥∥∥∥
W−1,p′ (Q)

+

∥∥∥∥∥
∫ t+θ

t

gε(s, uεt(s))dW (s)

∥∥∥∥∥
W−1,p′ (Q)

.

Firstly, thanks to assumption (A1), we have∥∥∥∥∥
∫ t+θ

t

div(Aε∇uε)ds

∥∥∥∥∥
W−1,p′ (Q)

≤ sup
φ∈W 1,p

0 (Q):‖φ‖=1

∣∣∣∣∣〈
∫ t+θ

t

div(Aε∇uε)ds, φ〉W−1,p′ (Q),W 1,p
0 (Q)

∣∣∣∣∣
= sup
φ∈W 1,p

0 (Q):‖φ‖=1

∫
Q

∫ t+θ

t

Aε∇uε∇φdxds

≤ C sup
φ∈W 1,p

0 (Q):‖φ‖=1

∫ t+θ

t

‖∇uε‖Lp′ (Q)‖∇φ‖Lp(Q)ds

≤ C
∫ t+θ

t

‖∇uε‖L2(Q)ds ≤ Cθ1/2

(∫ t+θ

t

‖∇uε‖2L2(Q)ds

)1/2

, (10)

where we have used the fact that p′ ≤ 2.



HOMOGENIZATION OF NONLINEAR HYPERBOLIC SPDES 349

Secondly, we use assumption (A2)(iii), estimate 4 and Hölder’s inequality to get∥∥∥∥∥
∫ t+θ

t

B(s, uεt(s))ds

∥∥∥∥∥W−1,p′ (Q)

≤ sup
φ∈W 1,p

0 (Q):‖φ‖=1

∣∣∣∣∣〈
∫ t+θ

t

B(s, uεt(s))ds, φ〉W−1,p′ (Q),W 1,p
0 (Q)

∣∣∣∣∣
≤ sup
φ∈W 1,p

0 (Q):‖φ‖=1

∫ t+θ

t

‖B(s, uεt(s))‖W−1,p′ (Q)‖φ‖W 1,p
0 (Q)ds

(11)

≤ Cθ1/p

(∫ t+θ

t

‖uεt‖
p

W 1,p
0 (Q)

ds

)1/p′

.

Thirdly, ∥∥∥∥∫ t+θ

t

f ε(s, x,∇uε)ds
∥∥∥∥
W−1,p′ (Q)

≤
∥∥∥∥ ∫ t+θ

t

f ε(s, x,∇uε)ds
∥∥∥∥
L2(Q)

≤ C
∫ t+θ

t

‖∇uε‖L2(Q) ≤ θ1/2

(∫ t+θ

t

‖∇uε‖2L2(Q)ds

)1/2

, (12)

where we have used assumption (A3).
Using 10, 11 and 12 in 9 raised to the power p′, for fixed δ > 0, we get

E sup
0<θ≤δ

∫ T

0

‖uεt(t+ θ)− uεt(t)‖
p′

W−1,p′ (Q)
dt (13)

≤ CE sup
0<θ≤δ

θp
′/2

∫ T

0

(∫ t+θ

t

‖∇uε‖2L2(Q)ds

)p′/2
dt

+ CE sup
0<θ≤δ

θp
′/p

∫ T

0

∫ t+θ

t

‖uεt‖
p

W 1,p
0 (Q)

dsdt

+ E sup
0<θ≤δ

∫ T

0

∥∥∥∥∫ t+θ

t

gε(s, uεt(s)dW (s)

∥∥∥∥p′
W−1,p′ (Q)

dt.

We now estimate the term involving the stochastic integral.
We use the embedding

W 1,p
0 (Q) ↪→ L2 (Q) ↪→W−1,p′(Q)

to get the estimate

E sup
0<θ≤δ

∫ T

0

∣∣∣∣∣
∣∣∣∣∣
∫ t+θ

t

gε(s, uεt(s)dW (s)

∣∣∣∣∣
∣∣∣∣∣
p′

W−1,p′

dt

≤ E sup
0<θ≤δ

∫ T

0

∣∣∣∣∣
∣∣∣∣∣
∫ t+θ

t

gε(s, uεt(s)dW (s)

∣∣∣∣∣
∣∣∣∣∣
p′

L2(Q)

dt. (14)

Thanks to Fubini’s theorem and Hölder’s inequality, we have
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E
∫ T

0

sup
0<θ≤δ

∣∣∣∣∣
∣∣∣∣∣
∫ t+θ

t

gε(s, uεt(s)dW (s)

∣∣∣∣∣
∣∣∣∣∣
p′

L2(Q)

dt

≤
∫ T

0

∫
Q

E sup
0<θ≤δ

(∫ t+θ

t

gε (s, uεt(s)) dW (s)

)2

dx

p′/2

dt (15)

≤
∫ T

0

(
E
∫ t+δ

t

||gε(s, uεt(s)||
2
L2(Q) ds

)p′/2
dt,

where we have used Burkholder-Davis-Gundys inequality. We now invoke assump-
tion (A5) and estimate 3 to deduce from 14 and 15 that

E sup
0<θ≤δ

∫ T

0

∣∣∣∣∣
∣∣∣∣∣
∫ t+θ

t

gε(s, uεt(s)dW (s)

∣∣∣∣∣
∣∣∣∣∣
p′

W−1,p′

dt (16)

≤
∫ T

0

[
E
∫ t+δ

t

(
1 + ||uεt(s)||

2
L2(Q)

)
ds

]p′/2
dt ≤ CTδp

′/2.

For the first term in the right-hand side of 13, we use Fubini’s theorem, Hölder’s
inequality and estimate 3 to get

E sup
0<θ≤δ

θp
′/2

∫ T
0

(∫ t+θ
t
‖∇uε‖2L2(Q)ds

)p′/2
≤ δp′/2

∫ T
0

(
E
∫ t+δ
t
‖∇uε‖2L2(Q)ds

)p′/2
(17)

≤ CTδp′ .
The second term on the right hand side of 13 is estimated using 4 and we get

E sup
0<θ≤δ

θp
′/p

∫ T

0

∫ t+θ

t

‖uεt‖
p

W 1,p
0 (Q)

dsdt

≤ δp
′/p

∫ T

0

E
∫ T

0

‖uεt‖
p

W 1,p
0 (Q)

dsdt ≤ Cδp
′/p. (18)

Combining 13, 16, 17 and 18, and taking into account the fact that the similar
estimates hold for θ < 0, we conclude that

E sup
|θ|≤δ

∫ T

0

‖uεt(t+ θ)− uεt(t)‖
p′

W−1,p′ (Q)
dt ≤ Cδp

′/p.

This completes the proof.

3. Tightness property of probability measures. The following Lemmas are
needed in the proof of the tightness and the study of the properties of the probability
measures generated by the sequence (W,uε, uεt).

We have from [45]

Lemma 3.1. Let B0, B and B1 be some Banach spaces such that B0 ⊂ B ⊂ B1

and the injection B0 ⊂ B is compact. For any 1 ≤ p, q ≤ ∞, and 0 < s ≤ 1 let E
be a set bounded in Lq(0, T ;B0) ∩Ns,p(0, T ;B1), where

Ns,p(0, T ;B1) =
{
v ∈ Lp(0, T ;B1) : sup

h>0
h−s‖v(t+ h)− v(t)‖Lp(0,T−θ,B1) <∞

}
.
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Then E is relatively compact in Lp(0, T ;B)

The following two lemmas are collected from [12]. Let S be a separable Banach
space and consider its Borel σ-field to be B(S). We have

Lemma 3.2. (Prokhorov) A sequence of probability measures (Πn)n∈N on (S,
B(S)) is tight if and only if it is relatively compact.

Lemma 3.3. (Skorokhod) Suppose that the probability measures (µn)n∈N on (S,
B(S)) weakly converge to a probability measure µ. Then there exist random variables
ξ, ξ1, . . . ξn, . . . , defined on a common probability space (Ω,F , P ), such that L(ξn) =
µn and L(ξ) = µ and

lim
n→∞

ξn = ξ, P − a.s.;

the symbol L (·) stands for the law of ·.

Let us introduce the space Z = Z1 × Z2, where

Z1 =

{
φ : sup

0≤t≤T
‖φ(t)‖2H1

0 (Q) ≤ C1, sup
0≤t≤T

‖φ′(t)‖2L2(Q) ≤ C1

}
,

and

Z2 =

{
ψ : sup

0≤t≤T
‖ψ(t)‖2L2(Q) ≤ C3,

∫ T

0

‖ψ(t)‖p
W 1,p

0 (Q)
dt ≤ C4 ,

∫ T

0

‖ψ(t+ θ)− ψ(t)‖p
′

W−1,p′ (Q)
≤ C5θ

1/p

}
.

We endow Z with the norm

‖(φ, ψ)‖Z = ‖φ‖Z1 + ‖ψ‖Z2 = sup
0≤t≤T

‖φ′(t)‖L2(Q) + sup
0≤t≤T

‖φ‖H1
0 (Q)

+ sup
0≤t≤T

‖ψ(t)‖2L2(Q) +

(∫ T

0

‖ψ(t)‖p
W 1,p

0 (Q)
dt

) 1
p

+

(
sup
θ>0

1

θ1/p

∫ T

0

‖ψ(t+ θ)− ψ(t)‖p
′

W−1,p′ (Q)

) 1
p′

.

Lemma 3.4. The above constructed space Z is a compact subset of L2(0, T ;L2(Q))×
L2(0, T ;L2(Q)).

Proof. Lemma 3.1 together with suitable arguments due to Bensoussan [7] give the
compactness of Z1 and Z2 in L2(0, T ;L2(Q)).

We now consider the space X = C(0, T ;Rm)×L2(0, T ;L2(Q))×L2(0, T ;L2(Q))
and B(X ) the σ−algebra of its Borel sets. Let Ψε be the (X ,B(X ))-valued measur-
able map defined on (Ω,F ,P) by

Ψε : ω 7→ (W (ω), uε(ω), uεt(ω)).

Define on (X ,B(X )) the family of probability measures (Πε) by

Πε(A) = P(Ψ−1
ε (A)) for all A ∈ B(X ).

Lemma 3.5. The family of probability measures {Πε : ε > 0} is tight in (X ,B(X )).
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Proof. We carry out the proof following a long the lines of the proof of [27, lemma
7]. For δ > 0, we look for compact subsets

Wδ ⊂ C(0, T ;Rm), Dδ ⊂ L2(0, T ;L2(Q)), Eδ ⊂ L2(0, T ;L2(Q))

such that

Πε

{
(W,uε, uεt) ∈Wδ ×Dδ × Eδ

}
≥ 1− δ.

This is equivalent to

P
{
ω : W (·, ω) ∈Wδ, u

ε(·, ω) ∈ Dδ, u
ε
t)(·, ω) ∈ Eδ

}
≥ 1− δ,

which can be proved if we can show that

P
{
ω : W (·, ω) /∈Wδ} ≤ δ, P{uε(·, ω) /∈ Dδ} ≤ δ, P{uεt)(·, ω). /∈ Eδ} ≤ δ.

Let Lδ be a positive constant and n ∈ N. Then we deal with the set

Wδ = {W (·) ∈ C(0, T ;Rm) : sup
t,s∈[0,T ]

n|W (s)−W (t)| ≤ Lδ : |s− t| ≤ Tn−1}.

Using Arzela’s theorem and the fact that Wδ is closed in C(0, T ;Rm), we ensure
the compactness of Wδ in C(0, T ;Rm). From Markov’s inequality

P(ω : η(ω) ≥ α) ≤ E|η(ω)|k

αk
, (19)

where η is a nonnegative random variable and k a positive real number, we have

P
{
ω : W (·, ω) /∈Wδ} ≤ P

[ ∞⋃
n=1

(
sup

t,s∈[0,T ]

|W (s)−W (t)| ≥ Lδ
n

: |s− t| ≤ Tn−1

)]

≤
∞∑
n=0

P
[ n6⋃
j=1

(
sup

Tjn−6≤t≤T (j+1)n−6

|W (s)−W (t)| ≥ Lδ
n

)]
.

But

E (Wi(t)−Wi(s))
2k

= (2k − 1)!!(t− s)k, k = 1, 2, 3, . . . ,

where (2k − 1)!! = 1 · 3 · · · (2k − 1) and Wi denotes the i-th component of W .
For k = 4, we have

P {ω : W (., ω) /∈Wδ}

≤
∞∑
n=0

n6∑
j=1

(
n

Lδ

)4

E

(
sup

Tjn−6≤t≤T (j+1)n−6

∣∣W (t)−W (jTn−6)
∣∣4)

≤ C
∞∑
n=0

n6∑
j=1

(
n

Lδ

)4 (
Tn−6

)2
=

CT 2

(Lδ)4

∞∑
n=0

n−2.

Choosing (Lδ)
4 =

(
∑
n−2)−1

3CT 2δ
, we have

P {ω : W (., ω) /∈Wδ} ≤
δ

3
.

Now, let Kδ, Mδ be positive constants. We define

Dδ =
{
z : sup

0≤t≤T
‖z(t)‖2H1

0 (Q) ≤ Kδ, sup
0≤t≤T

‖z′(t)‖2L2(Q) ≤Mδ

}
.
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Lemma 3.4 shows that Dδ is compact subset of L2(0, T ;L2(Q)), for any δ > 0. It
is therefore easy to see that

P{uε /∈ Dδ} ≤ P
{

sup
0≤t≤T

‖uε(t)‖2H1
0 (Q) ≥ Kδ}+ P

{
sup

0≤t≤T
‖uεt(t)‖2L2(Q) ≥Mδ

}
.

Markov’s inequality 19 gives

P{uε /∈ Dδ} ≤
1

Kδ
E sup

0≤t≤T
‖uε(t)‖2H1

0 (Q)+
1

Mδ
E sup

0≤t≤T
‖uεt(t)‖2L2(Q) ≤

C

Kδ
+
C

Mδ
=
δ

3
.

for Kδ = Mδ = 6C
δ .

Similarly, we let µn, νm be sequences of positive real numbers such that µn, νn →
0 as n → ∞,

∑
n
µp
′/p
n

νn
< ∞ (for the series to converge we can choose νn = 1/n2,

µn = 1/nα, with αp′/p > 4) and define

Bδ =

{
v : sup

0≤t≤T
‖v(t)‖2L2(Q) ≤ K

′
δ,

∫ T

0

‖v(t)‖p
W 1,p

0 (Q)
dt ≤ L′δ,

sup
θ≤µn

∫ T

0

‖v(t+ θ)− v(t)‖p
′

W−1,p′ (Q)
dt ≤ νnM ′δ

}
.

Owing to Proposition 3.1 in [7], Bδ is a compact subset of L2(0, T ;L2(Q)) for any
δ > 0. We have

P{uεt /∈ Bδ} ≤ P
{

sup
0≤t≤T

‖uεt(t)‖2L2(Q) ≥ K
′
δ

}
+ P

{∫ T

0

‖uεt(t)‖
p

W 1,p
0 (Q)

dt ≥ L′δ

}

+ P

{
sup
θ≤µn

∫ T

0

‖uεt(t+ θ)− uεt(t)‖
p′

W−1,p(Q)dt ≥ νnM
′
δ

}
.

Again thanks to 19, we obtain

P{uεt /∈ Bδ}
≤ 1

K′δ
E sup0≤t≤T ‖uεt(t)‖2L2(Q) + 1

L′δ
E
∫ T

0
‖uεt(t)‖

p

W 1,p
0 (Q)

dt

+
∑∞
n=0

1
νnM ′δ

E
{

supθ≤µn
∫ T

0
‖uεt(t+ θ)− uεt(t)‖

p′

W−1,p(Q)dt

}
≤ C

K′δ
+ C

L′δ
+ C

M ′δ

∑ µp
′/p
n

νn
= δ

3δ,

for K ′δ = 9C
δ , L′δ = 9C

δ and M ′δ =
9C
∑ µp

′/p
n

νn

δ
. This completes the proof.

From Lemmas 3.2 and 3.5, there exist a subsequence {Πεj} and a measure Π
such that

Πεj ⇀ Π

weakly. From lemma 3.3, there exist a probability space (Ω̃, F̃ , P̃) and X -valued ran-

dom variables (Wεj , u
εj , u

εj
t ), (W̃ , u, ut) such that the probability law of (Wεj , u

εj ,

u
εj
t ) is Πεj and that of (W̃ , u, ut) is Π. Furthermore, we have

(Wεj , u
εj , u

εj
t )→ (W̃ , u, ut) in X , P̃− a.s.. (20)

Let us define the filtration

F̃t = σ{W̃ (s), u(s), ut(s)}0≤s≤t.
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We show that W̃ (t) is an F̃t-wiener process following [7] and [42]. Arguing as in

[42], we get that (Wεj , u
εj , u

εj
t ) satisfies P̃ − a.s. the problem

(
Pεj
)

in the sense of
distributions.

4. Two-scale convergence. In this section, we state some key facts about the
powerful two-scale convergence invented by Nguetseng [32].

Definition 4.1. A sequence {vε} in Lp(0, T ;Lp(Q))(1 < p < ∞) is said to be
two-scale converge to v = v(t, x, y), v ∈ Lp(0, T ;Lp(Q × Y )), as ε → 0 if for any
ψ = ψ(t, x, y) ∈ Lp((0, T )×Q;C∞per(Y )), one has

lim
ε→0

∫ T

0

∫
Q

vεψεdxdt =
1

|Y |

∫ T

0

∫
Q×Y

v(t, x, y)ψ(t, x, y)dydxdt, (21)

where ψε(t, x) = ψ(t, x, xε ). We denote this by {vε} → v 2-s in Lp(0, T ;Lp(Q)).

The following result deals with some of the properties of the test functions which
we are considering; it is a modification of Lemma 9.1 from [17, p.174].

Lemma 4.2. (i) Let ψ ∈ Lp((0, T ) × Q;Cper(Y )), 1 < p < ∞. Then ψ(·, ·, ·ε ) ∈
Lp(0, T ;Lp(Q)) with∥∥∥∥ψ(·, ·, ·

ε
)

∥∥∥∥
Lp(0,T ;Lp(Q))

≤ ‖ψ(·, ·, ·)‖Lp((0,T )×Q;Cper(Y )) (22)

and

ψ(·, ·, ·
ε
) ⇀

1

|Y |

∫
Y

ψ(·, ·, y)dy weakly in Lp(0, T ;Lp(Q)).

Furthermore if ψ ∈ L2((0, T )×Q;Cper(Y )), then

lim
ε→0

∫ T

0

∫
Q

[
ψ(t, x,

x

ε
)
]2
dxdt =

1

|Y |

∫ T

0

∫
Q×Y

[ψ(t, x, y)]
2
dtdxdy. (23)

(ii) If ψ(t, x, y) = ψ1(t, x)ψ2(y), ψ1 ∈ Lp(0, T ;Ls(Q)), ψ2 ∈ Lrper(Y ), 1 ≤ s, r <∞
are such that

1

r
+

1

s
=

1

p
,

then ψ(·, ·, ·ε ) ∈ L
p(0, T ;Lp(Q)) and

ψ(·, ·, ·
ε
) ⇀

ψ1(·, ·)
|Y |

∫
Y

ψ2(y)dy weakly in Lp(0, T ;Lp(Q)).

The following theorems are of great importance in obtaining the homogenization
result; for their proofs, we refer to [4], [17] and [26].

Theorem 4.3. Let {uε} be a sequence of functions in L2
(
0, T ;L2(Q)

)
such that

‖uε‖L2(0,T ;L2(Q)) <∞. (24)

Then up to a subsequence uε is two-scale convergent in L2
(
0, T ;L2(Q)

)
.

Theorem 4.4. Let {uε} be a sequence satisfying the assumptions of Theorem 4.3.
Furthermore, let {uε} ⊂ L2

(
0, T ;H1

0 (Q)
)

be such that

‖uε‖L2(0,T ;H1
0 (Q)) <∞.

Then, up to a subsequence, there exists a couple of functions (u, u1) with u ∈
L2(0, T ;H1

0 (Q)) and u1 ∈ L2((0, T )×Q;Hper(Y )) such that

uε → u 2-s in L2(0, T ;L2(Q)), (25)
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∇uε → ∇xu+∇yu1 2-s in L2(0, T ;L2(Q)). (26)

The following lemma is crucial in obtaining the convergence of the stochastic
integral in the next section

Lemma 4.5. The oscillating data given in (A5) satisfies the following convergence

g
(
t, x,

x

ε
, uεt

)
⇀ g̃ (t, x, ut)

=:
1

|Y |

∫
Y

g (t, x, y, ut) dy weakly in L2 ((0, T )×Q) , P̃− a.s..

(27)

Proof. Test with ψ
(
t, x, xε

)
, where ψ (t, x, y) ∈ L2

(
(0, T )×Q,C∞per (Y )

)
, as fol-

lows:

∫ T

0

∫
Q

g
(
t, x,

x

ε
, uεt

)
ψ
(
t, x,

x

ε

)
dxdt = Iε1 + Iε2 ,

where

Iε1 =

∫ T

0

∫
Q

[
g
(
t, x,

x

ε
, u
εj
t

)
− g

(
t, x,

x

ε
, ut

)]
ψ
(
t, x,

x

ε

)
dxdt,

Iε2 =

∫ T

0

∫
Q

g
(
t, x,

x

ε
, ut

)
ψ
(
t, x,

x

ε

)
dxdt.

Then

Iε1 ≤
∣∣∣∣ψ (t, x, xε )∣∣∣∣L2((0,T )×Q)

∣∣∣∣g (t, x, xε , uεt)− g (t, x, xε , ut)∣∣∣∣L2((0,T )×Q)

≤ C ||uεt − ut||L2((0,T )×Q) ,

thanks to the Lipschitz condition on g (t, x, ·). Now due to the strong convergence

20 of uεt − ut to zero in L2 ((0, T )×Q), P̃-a.s., we get that Iε1 → 0, P̃− a.s.
Now we can apply 2-scale convergence for the limit of Iε2 and indeed

lim
ε→0

Iε2 =

∫ T

0

∫
Q

∫
Y

g (t, x, y, ut)ψ (t, x, y) dxdt, P̃− a.s.

Therefore

g
(
t, x,

x

ε
, uεt

)
2−s→ g (t, x, y, ut) , P̃− a.s. (28)

and this implies the result.

Remark 1. From the assumption (A5), 28 and 23, we have the following strong
convergence

lim
ε→0

∫ T

0

∫
Q

[
g(t, x,

x

ε
, uεt)

]2
dxdt =

1

|Y |

∫ T

0

∫
Q×Y

[g(t, x, y, ut)]
2
dtdxdy. (29)

5. The homogenization result. We will now study the asymptotic behaviour of
the problem (Pεj ), when εj → 0.

Theorem 5.1. Suppose that the assumptions on the data are satisfied. Let

aεj ⇀ a, weakly in H1
0 (Q), (30)

bεj ⇀ b, weakly in L2(Q). (31)
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Then there exist a probability space

(
Ω̃, F̃ , P̃,

(
F̃t
)

0≤t≤T

)
and random variables

(uεj , u
εj
t ,Wεj ) and (u, ut, W̃ ) such that the convergences 20 and 26 hold. Further-

more (u, ut, W̃ ) satisfies the homogenized problem (P ).

Proof. From estimates 3 and 4 and assumption (A2)(iii), we have the following
convergences

uεj ⇀ u weakly in L∞(0, T ;H1
0 (Q)) P̂− a.s, (32)

u
εj
t ⇀ ut weakly in L∞(0, T ;L2(Q)) P̂− a.s, (33)

u
εj
t ⇀ ut weakly in Lp(0, T ;W 1,p

0 (Q)) P̂− a.s, (34)

B(t, u
εj
t ) ⇀ χ weakly in Lp

′
(0, T ;W−1,p′(Q)) P̂− a.s.. (35)

Now let us identify the limit in 35. By arguing as in [38, Lemma 2.6, p. 51], we get∫ t

0

〈
B(s, u

εj
t ), u

εj
t

〉
ds→

∫ t

0

〈χ, ut〉ds, weakly in L1(Ω), ∀t ∈ [0, T ]. (36)

Having this in hand, let v ∈ Lp(0, T ;W 1,p
0 (Q)) and define

χεj = Ê
∫ T

0

〈
B(t, u

εj
t )−B(t, v), u

εj
t − v

〉
dt. (37)

From the monotonicity assumption (A2)(iv), we have χεj ≥ 0. Now using 34, 35
and 36 to pass to the limit in 37, we get

Ê
∫ T

0

〈χ−B(t, v), ut − v〉 dt ≥ 0.

For λ > 0 and w ∈ Lp(0, T ;W 1,p
0 (Q)), we can chose v(t) = ut(t)− λw(t). Hence

Ê
∫ T

0

〈χ−B(t, ut(t)− λw(t)), w(t)〉 dt ≥ 0. (38)

Using the hemicontinuty assumption (A2)(i), we have

〈χ−B(t, ut(t)− λw(t)), w(t)〉 −→ 〈χ−B(t, ut(t)), w(t)〉 , as λ −→ 0, P̂− a.s..

Now, from assumptions (A2)(ii) and (A2)(v), we use the Lebesgue dominated con-
vergence theorem to pass to the limit in 38. This implies

Ê
∫ T

0

〈χ−B(t, ut(t)), w(t)〉 dt ≥ 0. (39)

But the inequality 39 is true for all w(t) ∈ Lp(0, T ;W 1,p
0 (Q))). Therefore

χ = B(t, ut(t), P̂− a.s..

Testing problem (Pεj ) by the function Φ ∈ C∞c ((0, T )×Q) and integrating the first
term in the right-hand side by parts, we have

−
∫ T

0

∫
Q

u
εj
t Φt(t, x)dxdt+

∫ T

0

∫
Q

Aεj∇uεj∇Φdxdt+

∫ T

0

∫
Q

〈Bεj (t, uεjt ),Φ〉dxdt

(40)

=

∫ T

0

∫
Q

f εj (t, x,∇uεj )Φdxdt+

∫ T

0

∫
Q

gεj (t, x, u
εj
t )ΦdxdWεj ,
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Using estimate 3, the convergence 20 and Theorems 4.3 and 4.4, we show the two-
scale convergence

∇uεj → ∇xu+∇yu1 2-s in, L2(0, T ;L2(Q)).

Let Φεj (t, x) = φ(t, x) + εjφ1(t, x, xεj ), where φ ∈ C∞c ((0, T )×Q) and φ1 ∈ C∞c ((0,

T )×Q;C∞per(Y )). Then we can still consider Φεj as test function in 40. Thus

−
∫ T

0

∫
Q

u
εj
t (t, x)

[
φt(t, x) + εjφ1t(t, x,

x

εj
)

]
dxdt

+

∫ T

0

∫
Q

Aεj (x)∇uεj (x, t)
[
∇xφ(t, x) + εj∇xφ1(t, x,

x

εj
) +∇yφ1(t, x,

x

εj
)

]
dxdt

+

∫ T

0

∫
Q

〈
B(t, u

εj
t ),

[
φt(t, x) + εjφ1t(t, x,

x

εj
)

]〉
dxdt (41)

=

∫ T

0

∫
Q

f εj (t, x,∇uεj )
[
φ(t, x) + εjφ1(t, x,

x

εj
)

]
dxdt

+

∫ T

0

∫
Q

gεj (t, u
εj
t )

[
φ(t, x) + εjφ1(t, x,

x

εj
)

]
dxdWεj .

Let us deal with these terms one by one, when εj → 0. Thanks to estimate 22 and
convergence 33, we have

lim
εj→0

∫ T

0

∫
Q

u
εj
t (t, x)

[
φt(t, x) + εjφ1t(t, x,

x

εj
)

]
dxdt

= lim
εj→0

∫ T

0

∫
Q

u
εj
t (t, x)φt(t, x)dxdt+ lim

εj→0
εj

∫ T

0

∫
Q

u
εj
t (t, x)φ1t(t, x,

x

εj
)dxdt

=

∫ T

0

∫
Q

ut(t, x)φt(t, x)dxdt, P̃− a.s..

The second term can be written as follows,

lim
εj→0

∫ T

0

∫
Q

∇uεj (x, t)Aεj
[
∇xφ(t, x) +∇yφ1(t, x,

x

εj
)

]
dxdt (42)

+ lim
εj→0

εj

∫ T

0

∫
Q

Aεj∇uεj (x, t)∇xφ1(t, x,
x

εj
)dxdt.

Since Aεj ∈ L∞(Y ) and ∇xφ(t, x) + ∇yφ1(t, x, y) ∈ L2
per(Y ;C(Q × (0, T ))), we

regard Aεj [∇xφ(t, x) +∇yφ1(t, x, xεj )] as a test function in the two-scale limit of the

gradient in the first term in 42. Therefore

lim
εj→0

∫ T

0

∫
Q

∇uεj (x, t)Aεj
[
∇xφ(t, x) +∇yφ1(t, x,

x

εj
)

]
dxdt

=
1

|Y |

∫ T

0

∫
Q×Y

A(y)[∇xu(t, x) +∇yu1(t, x, y)][∇xφ(t, x) +∇yφ1(t, x, y)]dydxdt.

Thanks to Hölder inequality, 22 and the fact that Aεj∇uεj is bounded in L∞(0, T ;

L2(Q), we have

lim
εj→0

εj

∫ T

0

∫
Q

Aεj∇uεj (x, t)∇xφ1(t, x,
x

εj
)dxdt = 0, P̃− a.s..
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Again, thanks to estimate 22 and convergence 35, we have

lim
εj→0

∫ T

0

∫
Q

〈
B(t, u

εj
t ),

[
φt(t, x) + εjφ1t(t, x,

x

εj
)

]〉
dxdt

= lim
εj→0

∫ T

0

∫
Q

〈
B(t, u

εj
t ), φt(t, x)

〉
dxdt

+ lim
εj→0

εj

∫ T

0

∫
Q

〈
B(t, u

εj
t ), φ1t(t, x,

x

εj
)

〉
dxdt

=

∫ T

0

∫
Q

〈B(t, ut), φt(t, x)〉dxdt, P̃− a.s..

Let us write

lim
εj→0

∫ T

0

∫
Q

f εj (t, x,∇uεj )
[
φ(t, x) + εjφ1(t, x,

x

εj
)

]
dxdt

= lim
εj→0

∫ T

0

∫
Q

F εj (t, x) · ∇uεj
[
φ(t, x) + εjφ1(t, x,

x

εj
)

]
dxdt (43)

= lim
εj→0

∫ T

0

∫
Q

F εj (t, x) · ∇uεjφ(t, x)dxdt

+ lim
εj→0

εj

∫ T

0

∫
Q

F εj (t, x).∇uεjφ1(t, x,
x

εj
)dxdt,

where we have used the assumption (A3). It is easy to see that the second term
in 43, converges to zero. For the first term in the right-hand side of 43, we readily
have

lim
εj→0

∫ T

0

∫
Q

F εj (t, x) · ∇uεjφ(t, x)dxdt

=
1

|Y |

∫ T

0

∫
Q×Y

F (t, x, y) · [∇xu+∇yu1]φ(t, x)dxdydt, P̃− a.s.. (44)

Concerning the stochastic integral, we have

Ẽ
∫ T

0

∫
Q

gεj (t, x, u
εj
t )

[
φ(t, x) + εjφ1(t, x,

x

εj
)

]
dxdWεj

= Ẽ
∫ T

0

∫
Q

gεj (t, x, u
εj
t )φ(t, x)dxdWεj + Ẽεj

∫ T

0

∫
Q

gεj (t, x, u
εj
t )φ1(t, x,

x

εj
)dxdWεj .

(45)

We deal with the term involving φ (t, x). We have

Ẽ
∫ T

0

∫
Q

φ (t, x) g
(
t, x,

x

ε
, uεt

)
dW ε

t

= Ẽ
∫ T

0

∫
Q

φ (t, x) g
(
t, x,

x

ε
, uεt

)
d
(
W ε
t − W̃t

)
(46)

+ Ẽ
∫ T

0

∫
Q

φ (t, x) g
(
t, x,

x

ε
, uεt

)
dW̃t.

In view of the unbounded variation of W ε
t − W̃t, the convergence of the first term

on the right-hand side of 46 needs appropriate care, in order to take advantage
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of the P̃−a.s. uniform convergence of W ε
t to W̃t in C ([0, T ]). We adopt the idea

of regularization of g
(
t, x, xε , u

ε
t

)
with respect to the variable t, by means of the

following sequence

gελ (uε) (t) =
1

λ

∫ T

0

ρ

(
− t− s

λ

)
g
(
s, x,

x

ε
, uεs (s)

)
ds for λ > 0, (47)

where ρ is a standard mollifier.
We have that gελ (uε) (t) is a differentiable function of t and satisfies the relations

Ẽ
∫ T

0

||gελ (uε) (t)||2L2(Q) dt ≤ Ẽ
∫ T

0

∣∣∣∣∣∣g (t, x, x
ε
, uεt (t)

)∣∣∣∣∣∣2
L2(Q)

dt, for any λ > 0,

(48)
and for any ε > 0

gελ (uε) (t)→ gε (t, x, uεt (t)) strongly in L2
(

Ω̃, F̃ , P̃, L2 ((0, T )×Q)
)

as λ→ 0.

(49)

We split the first term in the right-hand side of 46 as

Ẽ
∫ T

0

∫
Q

φ (t, x) gε (t, x, uεt (t)) dxd
(
W ε
t − W̃t

)
(50)

= Ẽ
∫ T

0

∫
Q

φ (t, x) gελ (uε) (t) dxd
(
W ε
t − W̃t

)
+Ẽ

∫ T

0

∫
Q

φ (t, x) [gε (t, x, uεt (t))− gελ (uε) (t)] dxd
(
W ε
t − W̃t

)
.

Owing to 49, and Burkholder-Davis-Gundy’s inequality, it readily follows that the
second term in 50 is bounded by a function σ1 (λ) which converges to zero as λ→ 0.
In the first term in the same relation, we take advantage of the differentiability of
gελ with respect to t in order to integrate by parts. As a result we get

Ẽ
∫ T

0

∫
Q

φ (t, x) gελ (uε) (t) d
(
W ε
t − W̃t

)
= Ẽ

∫ T

0

∫
Q

(
W ε
t − W̃t

) ∂

∂t
[φ (t, x) gελ (uε) (t)] dt (51)

+Ẽ
∫
Q

φ (T, x) gελ (uε) (T )
(
W ε
T − W̃T

)
.

Thanks to the conditions on φ and g and the uniform convergence obtained from
the application of Skorokhod’s compactness result, namely

W ε
t → W̃t uniformly in C ([0, T ]) , P̃− a.s., (52)

we get that both terms on the right-hand side of 51 are bounded by the prod-
uct σ2 (λ) η1 (ε) such that σ2 (λ) is finite and η1 (ε) vanishes as ε tends to zero.
Summarizing these facts, we deduce from 50 that∣∣∣∣∣Ẽ

∫ T

0

∫
Q

φ (t, x) gε (t, x, uεt (t)) dxd
(
W ε
t − W̃t

)∣∣∣∣∣ ≤ σ1 (λ) + σ2 (λ) η1 (ε) . (53)
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Thus, we infer from 46 that∣∣∣∣∣Ẽ
∫ T

0

∫
Q

φ (t, x) g
(
t, x,

x

ε
, uεt

)
dxdW ε

t

− Ẽ
∫ T

0

∫
Q

φ (t, x) g
(
t, x,

x

ε
, uεt

)
dW̃t

∣∣∣∣∣ (54)

≤ σ1 (λ) + σ2 (λ) η1 (ε)

Taking the limit in 54 as ε→ 0, we get

lim
ε→0

∣∣∣∣∣Ẽ
∫ T

0

∫
Q

φ (t, x) g
(
t, x,

x

ε
, uεt

)
dxdW ε

t

− Ẽ
∫ T

0

∫
Q

φ (t, x) g
(
t, x,

x

ε
, uεt

)
dW̃t

∣∣∣∣∣ ≤ σ1 (λ) ;

but the left-hand side of this relation being independent of λ, we can pass to the
limit on both sides as λ→ 0, to arrive at the crucial statement

lim
ε→0

Ẽ
∫ T

0

∫
Q

φ (t, x) g
(
t, x,

x

ε
, uεt

)
dxdW ε

t

= lim
ε→0

Ẽ
∫ T

0

∫
Q

φ (t, x) g
(
t, x,

x

ε
, uεt

)
dW̃t. (55)

Owing to 27; that is

g
(
t, x,

x

ε
, uεt

)
⇀ g̃ (t, x, ut) weakly in L2 ((0, T )×Q) , P̃−a.s.,

we can call upon the convergence theorem for stochastic integrals due to Rozovskii
[39, Theorem 4, p. 63] to claim that

Ẽ
∫ T

0

∫
Q

φ (t, x) g
(
t, x,

x

ε
, uεt

)
dWt → Ẽ

∫ T

0

∫
Q

φ (t, x) g̃ (t, x, ut) dW̃t.

Hence, we deduce from 55 that,∫ T

0

∫
Q

φ (t, x) g
(
t, x,

x

ε
, uεt

)
dW ε

t →
∫ T

0

∫
Q

φ (t, x) g̃ (t, x, ut) dW̃t, P̃−a.s.. (56)

For the second term in 45, thanks to Burkholder-Davis-Gundy’s inequality, the
assumptions on gεj and 22, we have

lim
εj→0

εjẼ sup
t∈[0,T ]

∣∣∣∣ ∫ t

0

∫
Q

φ1

(
t, x,

x

ε

)
g
(
t, x,

x

ε
, uεt

)
dxdW

εj
t

∣∣∣∣
≤ C lim

εj→0
εjẼ
(∫ T

0

(∫
Q

φ1

(
t, x,

x

ε

)
g
(
t, x,

x

ε
, uεt

)
dx

)2

dt

) 1
2

≤ C lim
εj→0

εjẼ
(∫ T

0

‖g
(
t, x,

x

ε
, uεt

)
‖L2(Q)‖φ1(t, x,

x

εj
)‖L2(Q)dt

) 1
2

≤ C lim
εj→0

εj

(∫ T

0

‖g
(
t, x,

x

ε
, uεt

)
‖L2(Q)dt

) 1
2

→ 0, P̃− a.s.
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Combining the above convergences, we obtain

−
∫ T

0

∫
Q

ut(t, x)φt(t, x)dxdt

+
1

|Y |

∫ T

0

∫
Q×Y

A(y)[∇xu(t, x) +∇yu1(t, x, y)]

· [∇xφ(t, x) +∇yφ1(t, x, y)]dydxdt (57)

+

∫ T

0

∫
Q

〈B(t, ut), φ(t, x)〉dxdt

=
1

|Y |

∫ T

0

∫
Q×Y

F (t, x, y).[∇xu(t, x) +∇yu1(t, x, y)]φ(t, x)dxdydt

+

∫ T

0

∫
Q

g̃ (t, x, ut)φ(t, x)W̃dx.

Choosing in the first stage φ = 0 and after φ1 = 0, the problem 57 is equivalent to
the following system of integral equations∫ T

0

∫
Q×Y

A(y)[∇xu(t, x) +∇yu1(t, x, y)][∇yφ1(t, x, y)]dydxdt = 0, (58)

and

−
∫ T

0

∫
Q

ut(t, x)φt(t, x)dxdt (59)

+

∫ T

0

∫
Q×Y

A(y)[∇xu(t, x) +∇yu1(t, x, y)][∇xφ(t, x)]dydxdt

+

∫ T

0

∫
Q

〈B(t, ut), φ(t, x)〉dxdt

=
1

|Y |

∫ T

0

∫
Q×Y

F (t, x, y).[∇xu(t, x) +∇yu1(t, x, y)]φ(t, x)dxdydt

+

∫ T

0

∫
Q

g̃ (t, x, ut)φ(t, x)dW̃dx.

By standard arguments (see [17]), equation 58 has a unique solution given by

u1(t, x, y) = −χ(y) · ∇xu(t, x) + ũ1(t, x), (60)

where χ(y), known as the first order corrector, is the unique solution to the following
equation: {

divy(A(y)∇yχ(y)) = ∇y ·A(y), in Y,
χ is Y periodic.

(61)

As for the uniqueness of the solution of 59, we prove it as follows. Using 60 in 59,
one obtains that 59 is the weak formulation of the equation

dut −A0∆udt+B(t, ut)dt = f̃(t, x,∇u)dt+ g̃(t, x, ut)dW̃ , (62)

where

A0 =
1

|Y |

∫
Y

(A(y)−A(y)∇yχ(y))dy, (63)

f̃(t, x,∇u) =
1

|Y |

∫
Y

F (t, x, y) · [∇xu(t, x) +∇yu1(t, x, y)]dy,
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and

g̃ (t, x, ut) =
1

|Y |

∫
Y

g (t, x, y, ut) dy.

But the initial boundary value problem corresponding to 62 has a unique solution
by [38]. It remains to show that u(x, 0) = a(x) and ut(x, 0) = b(x). Notice that
equation 40 is valid for Φεj (t, x) = φ(t, x) + εjφ1(t, x, xεj ) where φ ∈ C∞c ((0, T )×Q)

and φ1 ∈ C∞c ((0, T )×Q;C∞per(Y )), such that φ(0, x) = v(x) and φ(T, x) = 0. Thus,
we have

−
∫ T

0

∫
Q

u
εj
t (t, x)

[
φt(t, x) + εjφ1t(t, x,

x

εj
)

]
dxdt

+

∫ T

0

∫
Q

Aεj (x)∇uεj (x, t) ·
[
∇xφ(t, x) + εj∇xφ1(t, x,

x

εj
) +∇yφ1(t, x,

x

εj
)

]
dxdt

+

∫ T

0

∫
Q

〈
B(t, uεt),

[
φ(t, x) + εjφ1(t, x,

x

εj
)

]〉
dxdt

=

∫ T

0

∫
Q

f εj (t, x,∇uεj )
[
φ(t, x) + εjφ1(t, x,

x

εj
)

]
dxdt

+

∫ T

0

∫
Q

gεj (t, x, uεt)

[
φ(t, x) + εjφ1(t, x,

x

εj
)

]
dxdWεj +

∫
Q

u
εj
t (x, 0)v(x)dx,

where we pass to the limit, to get

−
∫ T

0

∫
Q

ut(t, x)φt(t, x)dxdt

+

∫ T

0

∫
Q×Y

A(y)[∇xu(t, x) +∇yu1(t, x, y)] · [∇xφ(t, x) +∇yφ1(t, x, y)]dydxdt

+

∫ T

0

∫
Q

〈B(t, ut), φ(t, x)〉dxdt

=
1

|Y |

∫ T

0

∫
Q×Y

F (t, x, y) · [∇xu(t, x) +∇yu1(t, x, y)]φ(t, x)dxdydt

+

∫ T

0

∫
Q

g̃ (t, x, ut)φ(t, x)W̃dxdt+

∫
Q

b(x)v(x)dx.

The integration by parts, in the first term gives∫ T

0

∫
Q

dut(t, x)φ(t, x)dx+

∫
Q

ut(x, 0)v(x)dx

+

∫ T

0

∫
Q×Y

A(y)[∇xu(t, x) +∇yu1(t, x, y)] · [∇xφ(t, x) +∇yφ1(t, x, y)]dydxdt

+

∫ T

0

∫
Q

〈B(t, ut), φ(t, x)〉dxdt

=
1

|Y |

∫ T

0

∫
Q×Y

F (t, x, y) · [∇xu(t, x) +∇yu1(t, x, y)]φ(t, x)dxdydt
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+

∫ T

0

∫
Q

g̃(t, x, ut)φ(t, x)W̃dxdt+

∫
Q

b(x)v(x)dx.

In view of equation 57, we deduce that∫
Q

ut(x, 0)v(x)dx =

∫
Q

b(x)v(x)dx,

for any v ∈ C∞c (Q). This implies that ut(x, 0) = b(x). For the other initial
condition, we consider Φεj (t, x) = φ(t, x) + εjφ1(t, x, xεj ) as a test function in

40, where φ ∈ C∞c ((0, T ) × Q) and φ1 ∈ C∞c ((0, T ) × Q;C∞per(Y )), such that
φ(0, x) = 0, φt(0, x) = v(x) and φ(T, x) = 0 = φt(T, x). Integration by parts in
the first term of 40, gives∫ T

0

∫
Q

uεj (t, x)

[
φtt(t, x) + εjφ1tt(t, x,

x

εj
)

]
dxdt

+

∫ T

0

∫
Q

Aεj (x)∇uεj (x, t) ·
[
∇xφ(t, x) + εj∇xφ1(t, x,

x

εj
) +∇yφ1(t, x,

x

εj
)

]
dxdt

+

∫ T

0

∫
Q

〈
B(t, uεt),

[
φ(t, x) + εjφ1(t, x,

x

εj
)

]〉
dxdt

=

∫ T

0

∫
Q

f εj (t, x,∇uεj )
[
φ(t, x) + εjφ1(t, x,

x

εj
)

]
dxdt

+

∫ T

0

∫
Q

gεj (t, x, uεt)

[
φ(t, x) + εjφ1(t, x,

x

εj
)

]
dxdWεj −

∫
Q

uεj (x, 0)v(x)dx.

Passing to the limit in this equation, we obtain∫ T

0

∫
Q

u(t, x)φtt(t, x)dxdt

+

∫ T

0

∫
Q×Y

A(y)[∇xu(t, x) +∇yu1(t, x, y)] · [∇xφ(t, x) +∇yφ1(t, x, y)]dydxdt

+

∫ T

0

∫
Q

〈B(t, ut), φ(t, x)〉dxdt

=
1

|Y |

∫ T

0

∫
Q×,Y

F (t, x, y) · [∇xu(t, x) +∇yu1(t, x, y)]φ(t, x)dxdydt

+

∫ T

0

∫
Q

g̃(t, x, ut)φ(t, x)W̃dxdt−
∫
Q

a(x)v(x)dx.

We integrate by parts again to obtain

−
∫ T

0

∫
Q

ut(t, x)φt(t, x)dxdt−
∫
Q

u(x, 0)v(x)dx

+

∫ T

0

∫
Q×Y

A(y)[∇xu(t, x) +∇yu1(t, x, y)] · [∇xφ(t, x) +∇yφ1(t, x, y)]dydxdt

+

∫ T

0

∫
Q

〈B(t, ut), φ(t, x)〉dxdt

=
1

|Y |

∫ T

0

∫
Q×Y

F (t, x, y) · [∇xu(t, x) +∇yu1(t, x, y)]φ(t, x)dxdydt
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+

∫ T

0

∫
Q

g̃(t, x, ut)φ(t, x)W̃dxdt−
∫
Q

a(x)v(x)dx.

Using the same argument as before, we show that u(x, 0) = a(x). We note the

triple
(
W̃ , u, ut

)
is a probabilistic weak solution of (P ) which is unique. Thus

by the infinite dimensional version of Yamada-Watanabe’s theorem (see [35]), we
get that (W,u, ut) is the unique strong solution of (P ). Thus up to distribution
(probability law) the whole sequence of solutions of (Pε) converges to the solution
of problem (P ). Thus the proof of Theorem 5.1 is complete.

6. Convergence of the energy. Let us introduce the energies associated with
the problems (Pεj ) and (P ), as follows:

Eεj (uεj )(t) =
1

2
Ẽ‖uεjt (t)‖2L2(Q) +

1

2
Ẽ
∫
Q

Aεj∇uεj (x, t) · ∇uεj (x, t)dx

+ Ẽ
∫ t

0

〈B(s, u
εj
t ), u

εj
t 〉ds

E(u)(t) =
1

2
Ẽ‖ut(t)‖2L2(Q) +

1

2
Ẽ
∫
Q

A0∇u(x, t) · ∇u(x, t)dx

+ Ẽ
∫ t

0

〈B(s, ut), ut〉ds.

But from Itô’s formula, we have

1

2
Ẽ‖uεjt (t)‖2L2(Q) +

1

2
Ẽ
∫
Q

Aεj∇uεj (t) · ∇uεj (t)dx+ Ẽ
∫ t

0

〈B(s, u
εj
t ), u

εj
t 〉ds

= Ẽ
[

1

2
‖uεj1 ‖2L2(Q) +

1

2

∫
Q

Aεj∇u
εj
0 · ∇u

εj
0 dx+

∫ t

0

(f εj (s, x,∇uεj ), uεjt )ds

+
1

2

∫ t

0

‖gεj (s, uεjt )‖2L2(Q)ds+

∫ t

0

(gεj (s, u
εj
t ), u

εj
t )dWεj

]
.

Thus

Eεj (uεj )(t) =
1

2
Ẽ‖uεj1 ‖2L2(Q) +

1

2
Ẽ
∫
Q

Aεj∇u
εj
0 · ∇u

εj
0 dx

+ Ẽ
∫ t

0

(f εj (s, x,∇uεj ), uεjt )ds+
1

2
Ẽ
∫ t

0

‖gεj (s, uεjt )‖2L2(Q)ds, (64)

E(u)(t) =
1

2
Ẽ‖u1‖2L2(Q) +

1

2
Ẽ
∫
Q

A0∇u0 · ∇u0dx

+ Ẽ
∫ t

0

(f̃(s, x,∇u), ut)ds+
1

2
Ẽ
∫ t

0

‖g̃ (s, x, ut) ‖2L2(Q)ds. (65)

The vanishing of the expectation of the stochastic integrals is due to the fact that
(gε(uεt), ũ

ε
t) and (g(u), ut) are square integrable in time. We want to prove that

the energy associated with the problem (Pεj ), uniformly converges to that of the
corresponding homogenized problem (P ). For this purpose we need to assume some
stronger assumptions on the initial data. We have the following result

Theorem 6.1. Assume that the assumptions of Theorem 5.1 are fulfilled and

− div(Aεj∇aεj )→ −div(A0∇a), strongly in H−1(Q), (66)
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bεj → b, strongly in L2(Q). (67)

Then

Eεj (uεj )(t)→ E(u)(t) in C([0, T ]),

where u is the solution of the homogenized problem.

Proof. Thanks to the convergences 20, 44, 29, 66 and 67, we show that

Eεj (uεj )(t)→ E(u)(t), ∀t ∈ [0, T ].

Now we need to show that (Eεj (uεj )(t)), is uniformly bounded and equicontinuous
on [0, T ] and hence Arzela-Ascoli’s theorem concludes the proof. We have

|Eεj (uεj )(t)| ≤ 1

2
Ẽ‖bεj‖2L2(Q) +

α

2
Ẽ‖aεj‖H1

0
+ Ẽ

∫ t

0

∣∣(f εj (s, x,∇uεj ), uεjt )
∣∣ ds

+
1

2

∫ t

0

‖gεj (s, uεjt )‖2L2(Q)ds.

Thanks to the assumptions on the data (A3), (A4) and (A5), the a priori estimates
3 and 4, we show that

|Eεj (uεj )(t)| ≤ C, ∀t ∈ [0, T ].

For any h > 0 and t ∈ [0, T ], we get

|Eεj (uεj )(t+ h)− Eεj (uεj )(t)|

≤ Ẽ
∫ t+h

t

|(f εj (s, x,∇uεj ), uεjt )|ds+
1

2
Ẽ
∫ t+h

t

‖gεj (s, uεjt )‖2L2(Q)ds.

Again assumptions (A3), (A5) and Cauchy-Schwarz’s inequality, give

|Eεj (uεj )(t+ h)− Eεj (uεj )(t)| ≤ C
(
h+ h

1
2

)
.

This implies the equicontinuity of the sequence {Eεj (uεj )(t)}εj , and therefore the
proof is complete.

7. The corrector result. In this section, we establish a corrector result stated in
the following

Theorem 7.1. Let the assumptions of Theorems 5.1 and 6.1 be fulfilled. Assume
that ∇yχ(y) ∈ [Lr(Y )]n and ∇u ∈ L2(0, T ; [Ls(Y )]n) with 1 ≤ r, s <∞ such that

1

r
+

1

s
=

1

2
.

Then

u
εj
t − ut − εju1t(·, ·,

·
εj

)→ 0 strongly in L2(0, T ;L2(Q)) P̃− a.s., (68)

uεj − u− εju1(·, ·, ·
εj

)→ 0 strongly in L2(0, T ;H1(Q)) P̃− a.s.. (69)

Proof. It is easy to see that

lim
εj→0

εju1t(·, ·,
·
εj

)→ 0 in L2(0, T ;L2(Q)) P̃− a.s..

Then convergence 20 gives

u
εj
t − ut − εju1t(·, ·,

.

εj
)→ 0 in L2(0, T ;L2(Q)) P̃− a.s..
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Thus 68 holds. Similarly we show that

uεj − u− εju1(·, ·, ·
εj

)→ 0 strongly in L2(0, T ;L2(Q)) P̃− a.s..

It remains to show that

∇(uεj − u− εju1(·, ·, ·
εj

))→ 0 strongly in L2(0, T ; [L2(Q)]n) P̃− a.s..

We have

∇(uεj − u− εju1(·, ·, ·
εj

)) = ∇uεj −∇u−∇yu1(·, ·, ·
εj

))− εj∇u1(·, ·, ·
εj

)).

Again

lim
εj→0

εj∇u1(·, ·, ·
εj

)→ 0 in L2(0, T ; [L2(Q)]n), P̃− a.s..

Now from the ellipticity assumption on the matrix A, we have

αE
∫ T

0

‖∇uεj −∇u−∇yu1(·, ·, ·
εj

)‖2L2(Q)dt

≤ E
∫ T

0

∫
Q

A

(
x

εj

)(
∇uεj −∇u−∇yu1(·, ·, ·

εj
)

)
·
(
∇uεj −∇u−∇yu1(·, ·, ·

εj
)

)
dxdt

= E
∫ T

0

∫
Q

Aεj∇uεj · ∇uεjdxdt

− 2E
∫ T

0

∫
Q

∇uεjA
(
x

εj

)
·
(
∇u+∇yu1(·, ·, ·

εj
)

)
dxdt

+ E
∫ T

0

∫
Q

A

(
x

εj

)(
∇u+∇yu1(·, ·, ·

εj
)

)
·
(
∇u+∇yu1(·, ·, ·

εj
)

)
dxdt. (70)

Let us pass to the limit in this inequality. We start with

E
∫
Q

Aεj∇uεj · ∇uεjdx.

From the convergence of the energies in Theorem 6.1 and using 63 and 60, we have

lim
εj→0

E
∫
Q

Aεj∇uεj · ∇uεjdx

= E
∫
Q×Y

A(y) · [∇xu(t, x) +∇yu1(t, x, y)] · [∇xu(t, x) +∇yu1(t, x, y)]dydx. (71)

Next, using the two-scale convergence of ∇uεj , with the test function
A (y) (∇u(t, x) +∇yu1(t, x, y)), we obtain

lim
εj→0

∫ T

0

∫
Q

∇uεj (t, x) ·A
(
x

εj

)
·
(
∇u+∇yu1(t, x,

x

εj
)

)
dxdt

=

∫ T

0

∫
Q×Y

(∇u(t, x) +∇yu1(t, x, y))

·A (y) · (∇u(t, x) +∇yu1(t, x, y)) dxdydt. (72)
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Now, let us write

ψ(t, x, y) = A (y) (∇u(t, x) +∇yu1(t, x, y)) · (∇u(t, x) +∇yu1(t, x, y))

= A (y)∇u(t, x) · ∇u(t, x) + 2A (y)∇u(t, x) · ∇yu1(t, x, y)

+A (y)∇yu1(t, x, y) · ∇yu1(t, x, y).

For u1 given by 60, we have

ψ(t, x, y) =A (y)∇u(t, x) · ∇u(t, x)− 2A (y)∇u(t, x) · ∇y[χ(y) · ∇xu(t, x)]

+A (y)∇y[χ(y) · ∇xu(t, x)]∇y[χ(y) · ∇xu(t, x)].

Now using (ii) of Lemma 4.2, for p = 2, we obtain

lim
εj→0

∫ T

0

∫
Q

A

(
x

εj

)(
∇u(t, x) +∇yu1(t, x,

x

εj
)

)
·
(
∇u(t, x) +∇yu1(t, x,

y

εj
)

)
dxdt

=

∫ T

0

∫
Q×Y

A (y) (∇u(t, x) +∇yu1(t, x, y))

· (∇u(t, x) +∇yu1(t, x, y)) dxdydt. (73)

Combining 71, 72 and 73 with 70, we deduce that

lim
εj→0

E
∫ T

0

‖∇uεj −∇u−∇yu1(., .,
.

εj
)‖2L2(Q)dt = 0 P̃− a.s..

Thus the proof is complete.

As a closing remark, we note that our results can readily be extended to the
case of infinite dimensional Wiener processes taking values in appropriate Hilbert
spaces; for instance cylindrical Wiener processes.
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[39] B. L. Rozovskĭı, Stochastic Evolution Systems. Linear Theory and Applications to Nonlinear
Filtering, Translated from the Russian by A. Yarkho. Mathematics and its Applications

(Soviet Series), 35. Kluwer Academic Publishers Group, Dordrecht, 1990. xviii+315 pp

[40] E. Sanchez-Palencia, Non-Homogeneous Media and Vibration Theory (Lecture Notes in
Physics), Springer, 1980.

[41] E. Sanchez-Palencia and A. Zaoui, Homogenization Techniques for Composite Media, Lecture

Notes in Physics, 272. Springer-Verlag, Berlin, 1987.
[42] M. Sango, Splitting-up scheme for nonlinear stochastic hyperbolic equations, Forum Math.,

25 (2013), 931–965.

[43] M. Sango, Homogenization of stochastic semilinear parabolic equations with non-Lipschitz
forcings in domains with fine grained boundaries, Commun. Math. Sci., 12 (2014), 345–382.

[44] M. Sango, Asymptotic behavior of a stochastic evolution problem in a varying domain, Sto-
chastic Anal. Appl., 20 (2002), 1331–1358.

[45] J. Simon, Compact sets in the space Lp(0, T ;B), Ann. Mat. Pura Appl., IV. Ser., 146 (1987),

65–96.
[46] I. V. Skrypnik, Methods for Analysis of Nonlinear Elliptic Boundary Value Problems, Nau-

ka, Moscow, 1990. English translation in: Translations of Mathematical Monographs, AMS,

Providence, 1994.
[47] E. P. Souganidis, Stochastic homogenization of Hamilton-Jacobi equations and some applica-

tions, Asymptotic Analysis. IOS Press, 20 (1999), 1–11.

[48] N. Svanstedt, Multiscale stochastic homogenization of monotone operators, Netw. Heterog.
Media, 2 (2007), 181–192.

[49] L. Tartar, Quelques remarques sur l’homogénésation, in Functional Analysis and Numerical

Analysis, Proc. Japan-France Siminar 1976, ed. H. Fujita, Japanese Society for the Promotion
of Science, (1977), 468–486.

[50] L. Tartar, The General Theory of Homogenization, A personalized introduction. Lecture
Notes of the Unione Matematica Italiana, 7. Springer-Verlag, Berlin; UMI, Bologna, 2009.

Received June 2018; 1st revision September 2018; 2nd revision October 2018.

E-mail address: mogtaba.mohammed@gmail.com

E-mail address: sango7777@yahoo.com

http://www.ams.org/mathscinet-getitem?mr=MR990867&return=pdf
http://dx.doi.org/10.1137/0520043
http://dx.doi.org/10.1137/0520043
http://www.ams.org/mathscinet-getitem?mr=MR2736964&return=pdf
http://dx.doi.org/10.1007/s00220-010-1127-3
http://www.ams.org/mathscinet-getitem?mr=MR1195131&return=pdf
http://www.ams.org/mathscinet-getitem?mr=MR2067962&return=pdf
http://dx.doi.org/10.4064/dm426-0-1
http://www.ams.org/mathscinet-getitem?mr=MR1482803&return=pdf
http://dx.doi.org/10.1007/978-94-015-8957-4
http://www.ams.org/mathscinet-getitem?mr=MR712714&return=pdf
http://www.ams.org/mathscinet-getitem?mr=MR1135324&return=pdf
http://dx.doi.org/10.1007/978-94-011-3830-7
http://dx.doi.org/10.1007/978-94-011-3830-7
http://www.ams.org/mathscinet-getitem?mr=MR578345&return=pdf
http://www.ams.org/mathscinet-getitem?mr=MR902007&return=pdf
http://dx.doi.org/10.1007/3-540-17616-0
http://www.ams.org/mathscinet-getitem?mr=MR3100958&return=pdf
http://dx.doi.org/10.1515/form.2011.138
http://www.ams.org/mathscinet-getitem?mr=MR3109431&return=pdf
http://dx.doi.org/10.4310/CMS.2014.v12.n2.a7
http://dx.doi.org/10.4310/CMS.2014.v12.n2.a7
http://www.ams.org/mathscinet-getitem?mr=MR1943800&return=pdf
http://dx.doi.org/10.1081/SAP-120015835
http://www.ams.org/mathscinet-getitem?mr=MR916688&return=pdf
http://dx.doi.org/10.1007/BF01762360
http://www.ams.org/mathscinet-getitem?mr=MR1297765&return=pdf
http://www.ams.org/mathscinet-getitem?mr=MR1697831&return=pdf
http://www.ams.org/mathscinet-getitem?mr=MR2291817&return=pdf
http://dx.doi.org/10.3934/nhm.2007.2.181
http://www.ams.org/mathscinet-getitem?mr=MR2582099&return=pdf
http://dx.doi.org/10.1007/978-3-642-05195-1
mailto:mogtaba.mohammed@gmail.com
mailto:sango7777@yahoo.com

	1. Introduction and setting of the problem
	2. A priori estimates
	3. Tightness property of probability measures
	4. Two-scale convergence
	5. The homogenization result
	6. Convergence of the energy
	7. The corrector result
	Acknowledgments
	REFERENCES

