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Abstract. We modify the De Giorgi’s minimizing movements scheme for a
functional φ, by perturbing the dissipation term, and find a condition on the

perturbations which ensures the convergence of the scheme to an absolutely

continuous perturbed minimizing movement. The perturbations produce a
variation of the metric derivative of the minimizing movement. This process

is formalized by the introduction of the notion of curve of maximal slope for φ

with a given rate. We show that if we relax the condition on the perturbations
we may have many different meaningful effects; in particular, some perturbed

minimizing movements may explore different potential wells.

1. Introduction. The method of minimizing movements was introduced by De
Giorgi to define a notion of evolution under very weak hypotheses. It consists in
introducing a time-discretization scale and a corresponding time-discrete curve by
solving an iterative Euler-type scheme. By refining the time scale we obtain a
continuous curve.

Ambrosio, Gigli, and Savaré developed this method in [4] to formulate a notion
of gradient flow in a complete metric space (S, d) for a given proper functional
φ : S → (−∞,+∞]. They considered a time discretization τ = {τn}, of amplitude
|τ | which tends to zero, and defined a time-discrete motion Uτ : [0,+∞)→ S (called
a discrete solution) by interpolating a sequence (Uτn) which solves the recursive
scheme

Uτn ∈ argmin
u∈S

{
φ(u) +

d2(u, Uτn−1)

2τn

}
, n ≥ 1,

starting from a given initial datum Uτ0 . The minimization is localized, through
the dissipation term d2(u, Uτn−1)/2τn, in a neighborhood of the previous step of
amplitude depending on τ . Under suitable assumptions on φ, when |τ | → 0, the
discrete solutions converge to an absolutely continuous curve U : [0,+∞) → S
(a minimizing movement). Denoting with |U ′| the metric derivative of U , and
with |∂−φ| the relaxed metric slope of φ (Definition 2.6 and 3.1), they also proved
that these minimizing movements are curves of maximal slope for φ; i.e., for every
t ≥ s ≥ 0,

φ(U(t))− φ(U(s)) ≤ −1

2

∫ t

s

|U ′|2(ξ)dξ − 1

2

∫ t

s

|∂−φ|2(U(ξ))dξ,
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provided that |∂−φ| is a strong upper gradient for φ; i.e.,

|φ(v(t))− φ(v(s))| ≤
∫ t

s

|∂−φ|(v(ξ))|v′|(ξ)dξ

for any absolutely continuous curve v. Therefore minimizing movements are solu-
tions of the metric gradient-flow{

|U ′|(t) = |∂−φ|(U(t))

(φ ◦ U)′(t) = −|U ′|(t)|∂−φ|(U(t)),
for almost every t ≥ 0.

A few years earlier, Jordan, Kinderlehrer, and Otto had used minimizing move-
ments in [12] to study Fokker-Plank equations in which the drift term was the gradi-
ent of a potential field; they proved that minimizing movements, obtained by using
Wasserstein metric as the dissipation, were solutions of the Fokker-Plank equation.
This work was generalized in [4] to build a theory of Wasserstein gradient-flows in
the space of probability measures.

The De Giorgi’s idea has been adopted also by Almgren, Taylor, and Wang to
study motion by mean curvature of boundaries in Rn in their seminal work [3],
which started a vast amount of literature.

We will introduce a variation of the method described above where the amplitude
of the neighborhoods of minimization depends not only on τ , but also on a given
sequence of positive coefficients (aτn), which we call perturbation. In this paper, we
will consider a uniform time-discretization for simplicity, but every regular partition
of the positive half-line can be considered; with an abuse of notation, we will denote
τ = |τ |. We will modify the scheme by multiplying these coefficients to the dissi-
pation, mimicking the perturbation effect of a noise term. Hence, we will consider
discrete solutions uτ : [0,+∞)→ S which interpolate sequences (uτn) solving

uτn ∈ argmin
u∈S

{
φ(u) + aτn

d2(u, uτn−1)

2τ

}
, n ≥ 1,

on a uniform time-partition of amplitude τ . The sequences (uτn) are equal to those
defined in [4], previously denoted as (Uτn), obtained considering τn = τ/aτn. Never-
theless, the interpolation curves uτ and Uτ are made on different time-discretizations,
therefore they converge to different motions. A limit of the discrete solutions of this
scheme will be called perturbed minimizing movement. We will also note that, if
the perturbations are regular enough, we can apply directly the classical method
of Ambrosio, Gigli, and Savaré, and obtain the perturbed minimizing movements
through a change of variable. However we will consider very general hypotheses on
the perturbations, and this allows us to use an analogous method, slightly modify-
ing the classical one. These perturbations may also be seen as a variation of the
functional, considering φ(u)/aτn in the minimization problem. For the interested
readers we suggest the work by Fleissner and Savaré [11].

Following the results of [4], we will prove that, under suitable hypotheses on φ, if
the perturbations are such that the inverses are locally uniformly integrable, discrete
solutions converge to an absolutely continuous perturbed minimizing movement
(Theorem 2.4). We will show that these minimizing movements satisfy the energy
estimate

φ(u(t))− φ(u(s)) ≤ −1

2

∫ t

s

a∗(ξ)|u′|2(ξ)dξ − 1

2

∫ t

s

1

a∗(ξ)
|∂−φ|2(u(ξ))dξ
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for every t ≥ s ≥ 0, where a∗ is a function such that 1/a∗ is a weak limit in L1
loc of

{1/aτ}. Therefore we will say that perturbed minimizing movements are curves of
maximal slope for φ with rate 1/a∗, provided that |∂−φ| is a strong upper gradient
(Theorem 3.9).

By means of many different examples, we will see that, if some of the conditions
on the perturbations are not satisfied, discrete solutions may diverge, or converge to
a discontinuous curve. We will show that this condition can be relaxed, renouncing
to the continuity of the perturbed minimizing movements, which in general may
be assumed to be piecewise absolutely continuous. This leads us to observe that
perturbed minimizing movements for multi-well energy functionals may explore
local minima, while in the classical case the motion would be confined in a single
potential well (Example 4.4 and 4.6).

Recently, the method of minimizing movements expounded in [4] has been applied
to a family of functionals {φε} instead of a single one, so that the discrete solutions
{uτ,ε} depend also on ε. Conditions which ensure the convergence of the discrete
solutions to a curve of maximal slope for the Γ-limit of the energies, as τ and ε tend
to zero, was exhibited in particular cases, for instance by Sandier and Serfaty in
[13] and Colombo and Gobbino in [8]. While a wider treatment has been given by
Braides, Colombo, Gobbino, and Solci in [7], or by Fleissner in [10]. The general
case may present different limits, corresponding to the relation between the two
small parameters ε and τ , as shown by Braides in [6], and precised for oscillating
potentials by Ansini, Braides and Zimmer in [2] (see also [1]). The perturbation
approach may be applied also in these cases, but it will not be treated in this paper.

2. Perturbed minimizing movements. Following the notation in [4], let (S, d)
be a complete metric space, and let σ be a Hausdorff topology, weaker than the one
induced by the metric, and such that d is σ-lower semicontinuous.

Fixed a positive constant τ∗, for every τ ∈ (0, τ∗), which stands for the time-
discretization scale, we consider a sequence (aτn)∞n=1 of strictly positive real numbers.
We call any such sequences (with τ fixed) a perturbation, and we will extend it to
the function

aτ : (0,+∞)→ (0,+∞), aτ (t) := aτd tτ e
. (1)

We consider a functional φ : S → (−∞,+∞], sometimes called the energy func-
tional, and we assume that it is proper; i.e., it is not identically equal to +∞.
For τ ∈ (0, τ∗), we denote as (uτn)∞n=0 any sequence solving the recursive minimum
problem u

τ
0 ∈ D(φ)

uτn ∈ argmin
u∈S

{
φ(u) + aτn

d2(u,uτn−1)

2τ

}
n ≥ 1,

(2)

for a given initial datum uτ0 . If such a sequence exists, it is called a discrete solution
for the implicit Euler-type scheme along φ at time-discretization scale τ with pertur-
bation aτ , and initial datum uτ0 . This sequence is identified with the corresponding
interpolation curve

uτ : [0,+∞)→ S, uτ (t) := ud tτ e.

The n-th element uτn of a discrete solution is called a discrete step, or simply a step.
In the case that aτ is the constant function 1, the scheme (2) is equal to the

recursive scheme (2.0.4) presented in [4].
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Definition 2.1. If there exist a sequence {τk} ⊂ (0, τ∗) which tends to zero such
that for every k there exists a discrete solution uτk for the scheme (2), and a curve
u : [0,+∞) → S such that uτk(t) σ-converges to u(t) as k → +∞, for all t ≥ 0,
then u is called a (generalized) {aτ}-perturbed minimizing movement for φ.

We sometimes say that u is a (aτk)-perturbed minimizing movement for φ when
we want to highlight the role of the sequence (τk).

2.1. Basic assumptions. We consider the following hypotheses for the energy
functional φ. Lower semicontinuity and compactness hypotheses are the same as
those considered in Section 2.1 [4]; whereas, we have to slightly modify the coercivity
assumption, in order to consider the case in which aτn/τ are not equibounded from
below:

H1 (lower semicontinuity) φ is σ-lower semicontinuous;
H2 (coercivity) there exists u∗ ∈ S such that for any constant c > 0

inf
u∈S

{
φ(u) + c d2(u, u∗)

}
> −∞;

H3 (compactness) for all c > 0 the set {u ∈ S | d(u, u∗) ≤ c, φ(u) ≤ c} is σ-
compact.

Remark 1. The employ of the auxiliary topology σ allows us to use scheme (2)
for a wide class of functionals. Indeed, if S = X is a reflexive Banach space, every
weakly lower-semicontinuous functional satisfies the compactness hypothesis for the
weak topology, but not for the norm.

The previous hypotheses ensure the following result (a modification of Lemma
2.2.1 and Corollary 2.2.2 [4]).

Proposition 1 (Existence of discrete solutions). Let φ : S → (−∞,+∞]
satisfy hypotheses H1-H3. Let (aτn) be a sequence of strictly positive numbers. Then
for all τ there exists a discrete solution uτ for the scheme (2).

Proof. Fixed τ and n ≥ 1, we suppose that there exist the first n− 1 steps (uτi )n−1
i=0

of a discrete solution. For any v ∈ S, we consider the functional

Φτ,n,v(u) = φ(u) + aτn
d2(u, v)

2τ
whose minima are the n-th step of a discrete solution, when v = uτn−1. Since
φ and d are σ-lower semicontinuous, then Φτ,n,v satisfies the same property too.
Let u∗ be as in H2, by the triangular inequality and Young’s inequality, we have
d2(u, u∗) ≤ 2d2(u, v) + 2d2(v, u∗) for any u ∈ S, which implies that d2(u, v) ≥
d2(u, u∗)/2− d2(v, u∗). Therefore, by the coercivity assumption H2, we get

Φτ,n,v(u) ≥
(
φ(u) + aτn

d2(u, u∗)

8τ

)
− aτn

d2(v, u∗)

4τ
+ aτn

d2(u, v)

4τ

≥C − aτn
d2(v, u∗)

4τ
+ aτn

d2(u, v)

4τ

where C = C(τ, n) is a constant. From the previous formula, we have that

d2(u, v) ≤ 4τ

(
1

aτn
Φτ,n,v(u) +

d2(v, u∗)

4τ
− C

aτn

)
,

so that the sublevels {u ∈ S |Φτ,n,v(u) ≤ c} ⊂ {u ∈ S |φ(u) ≤ c} are bounded;
hence σ-precompact by hypothesis H3. The result follows by applying the Weier-
strass theorem.
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If we consider perturbations {aτ} as in (1) regular enough (e.g. bounded and
aτ ≥ α > 0), we can directly apply the method of Ambrosio, Gigli, and Savaré to
the scheme (2) to approach the problem (see Remark 4). Nevertheless, for more
general perturbations, the application of the classical method is not immediate or
not possible. Moreover we want to distinguish the role of the coefficients aτn from
the one of the time-discretization scale, in order to highlight the perturbation effect
on the dissipation. Hence, in the following, we will recall the main results presented
in [4].

Our aim is to use Proposition 3.3.1 [4], which is a generalization of the Ascoli-
Arzelá theorem, to obtain the convergence of the discrete solutions; i.e., the exis-
tence of a perturbed minimizing movement. For the reader’s convenience, we recall
the result below.

Lemma 2.2 (Proposition 3.3.1 [4]). Fixed T > 0, let vτ : [0, T ]→ S be a family
of curves (indexed by τ) and let θ : [0, T ]× [0, T ]→ [0,+∞) be a function such that

lim
(s,t)→(r,r)

θ(s, t) = 0, for every r ∈ [0, T ]\I,

where I is a discrete set. If {vτ} are such that

(i) {vτ (t) | t ∈ [0, T ], τ ∈ (0, τ∗)} is σ-precompact
(ii) for every t, s ∈ [0, T ] lim supτ→0 d(vτ (t), vτ (s)) ≤ θ(s, t),

then there exist a curve v : [0, T ]→ S continuous in [0, T ]\I, and a sequence τk → 0
such that vτk(t) σ-converge to v(t) as k → +∞, for all t ∈ [0, T ].

In order to apply Lemma 2.2 to the discrete solutions, they must satisfy as-
sumptions (i) and (ii), which replace the usual equiboundedness and equicontinuity
properties of the Ascoli-Arzelá theorem. Hence we add the following hypotheses:

H4 (control of initial data) there exists a constant C0 such that d(uτ0 , u
∗) ≤ C0

and φ(uτ0) ≤ C0;
H5 (local uniform integrability) the family {1/aτ} is uniformly integrable in [0, T ]

for all T > 0.

Remark 2. Assumption H5 implies that the family {1/aτ} is weakly convergent,
up to subsequences, in L1

loc(0,+∞) by the Dunford-Pettis theorem.
We denote as a∗ : (0,+∞) → [0,+∞] any measurable function such that 1/a∗

is a weak limit for {1/aτ}, with the assumption that, if 1/a∗(t) = 0 or +∞ then
a∗(t) = +∞ or 0, respectively. This notation is inspired by the fact that periodic
perturbations, which oscillate between two or more values, weakly converge to the
function that constantly assume the value of the inverse of the harmonic mean,
sometimes denoted by a∗.

Note that, by the local uniform integrability, {1/aτ} is uniformly bounded in
L1(0, T ) for every T > 0; hence we may define

C0,T := sup
τ∈(0,τ∗)

∥∥∥∥ 1

aτ

∥∥∥∥
L1(0,T )

.

2.2. Regularity of discrete solutions. Assumptions H4 and H5 provide to the
discrete solutions the regularity properties (i) and (ii) of Lemma 2.2. Before proving
it, we note first that the energy functional φ has a decreasing behavior along any
discrete solution (uτn). In fact, setting u = uτn−1 in the n-th minimization problem
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of scheme (2), we have

φ(uτn) + aτn
d2(uτn, u

τ
n−1)

2τ
≤ φ(uτn−1). (3)

This inequality also leads us to observe that the increments of the discrete solutions
have an upper bound

d2(uτn, u
τ
n−1) ≤ 2τ

aτn

(
φ(uτn−1)− φ(uτn)

)
. (4)

First, we recall a useful discrete version of the Gronwall Lemma.

Lemma 2.3 (Lemma 3.2.4 [4]). Fixed an integer N, for any 1 ≤ n ≤ N , let
bn, τn ∈ [0,+∞), and let A and α be two positive constant such that ατn < 1/2,
and bn ≤ A+ α

∑n
i=1 τibi, for every 1 ≤ n ≤ N . Then

bn ≤ 2Ae2α
∑n−1
i=1 τi , for every 1 ≤ n ≤ N.

Proposition 2 (Equicompactness of discrete orbits). Let φ satisfy assumption
H2, let {uτ0} be initial data satisfying H4. Let {aτ} be a family of perturbations as
in (1) such that {1/aτ} is locally L1-equibounded, and let C0,T defined as in Remark
2. If there exists a discrete solution uτ , then for every T > 0 there exists a positive
constant CT such that

d(uτ (t), u∗) ≤ CT , φ(uτ (t)) ≤ C0, for every t ∈ [0, T ], (5)

where C0 is the same as in H4. In addition, if hypothesis H3 is satisfied, the set of
all discrete orbits {uτ (t) | t ∈ [0, T ], τ ∈ (0, τ∗)} is σ-precompact.

Proof. We define α := (2C0,T )−1. Reasoning as in the proof of Lemma 3.2.2 [4],
for any 1 ≤ n ≤ bT/τc, by Young’s inequality, the triangular inequality, and (4) we
have that

1

2
d2(uτn, u

∗)− 1

2
d2(uτ0 , u

∗) =

n∑
i=1

1

2
d2(uτi , u

∗)− 1

2
d2(uτi−1, u

∗)

=

n∑
i=1

d2(uτi , u
∗)− 1

2
d2(uτi , u

∗)− 1

2
d2(uτi−1, u

∗)

≤
n∑
i=1

d2(uτi , u
∗)− d(uτi , u

∗)d(uτi−1, u
∗)

≤
n∑
i=1

d(uτi , u
τ
i−1)d(uτi , u

∗)

≤ 2

α

n∑
i=1

aτi
d2(uτi , u

τ
i−1)

2τ
+
α

4

n∑
i=1

τ

aτi
d2(uτi , u

∗)

≤ 2

α

(
φ(uτ0)− φ(uτn)

)
+
α

4

n∑
i=1

τ

aτi
d2(uτi , u

∗).

By hypothesis H2, there exists a constant C (depending on C0,T defined in Remark
2) such that −φ(uτn) ≤ αd2(uτn, u

∗)/8− C. This yields

d2(uτn, u
∗) ≤ 8

α

(
φ(uτ0)− C

)
+ 2d2(uτ0 , u

∗) + α

n∑
i=1

τ

aτi
d2(uτi , u

∗).
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We define A := 8
(
C0 − C

)
/α+ 2C2

0 . By assumption H4 we get

d2(uτn, u
∗) ≤ A+ α

n∑
i=1

τ

aτi
d2(uτi , u

∗).

Applying Lemma 2.3 with bn = d2(uτn, u
∗) and τn = τ/aτn we prove the first in-

equality in (5);

d(uτn, u
∗) ≤

√
2eA =: CT .

By formula (3) we have that φ(uτn) is a monotone sequence; therefore, φ(uτn) ≤
φ(uτ0) ≤ C0 for every τ > 0, n ≥ 1. Finally, (5) and assumption H3 imply the
σ-precompactness of the discrete orbits {uτ (t)}.

Proposition 3 (Equicontinuity of discrete solutions). Let φ satisfy assump-
tion H2, and let the initial data {uτ0} and the constant C0 be as in H4. Let {aτ}
be a family of perturbations as in (1) such that {1/aτ} is locally L1-equibounded.
If there exists a discrete solution uτ , then for every T > 0 there exist a constant
C = C(C0, T ) and a function

θT : [0, T ]× [0, T ]→ [0,+∞), θT (t, s) := C

(
sup

τ∈(0,τ∗)

∫ t

s

1/aτ (ξ)dξ

) 1
2

, (6)

such that

d(uτ (t), uτ (s)) ≤ θT (s, t+ τ), for every t, s ∈ [0, T ].

Proof. We set n = dt/τe and m = ds/τe (for simplicity we consider t > s). Applying
the triangular inequality and the discrete Holder’s inequality to (4) we have that

d(uτn, u
τ
m) ≤

n∑
i=m+1

(
2τ

aτi

(
φ(uτi−1)− φ(uτi )

)) 1
2

≤
( n∑
i=m+1

τ

aτi

) 1
2
(

2
(
φ(uτm)− φ(uτn)

)) 1
2

.

By the coercivity condition H2, the energy is bounded from below on bounded sets,
so by the first of (5) we get inf{φ(uτ (t)) | t ∈ [0, T ], τ > 0} =: mT > −∞. Hence

d(uτ (t), uτ (s)) ≤
√

2(C0 −mT )

(∫ nτ

mτ

1

aτ (ξ)
dξ

) 1
2

. (7)

Let θ̃T : [0, T ]× [0, T ]→ [0,+∞) be the function θ̃T (s, t) := sup
{ ∫ t

s
1/aτ (ξ)dξ

∣∣ τ ∈
(0, τ∗)

}
. We have that

∫ nτ
t

1/aτ (ξ)dξ ≤ θ̃T (s, t+ τ); thus(∫ nτ

mτ

1

aτ (ξ)
dξ

) 1
2

≤
(∫ t

s

1

aτ (ξ)
dξ +

∫ nτ

t

1

aτ (ξ)
dξ

) 1
2

≤
(
2θ̃T (s, t+ τ)

) 1
2 ,

so that, by (7) we get

d(uτ (t), uτ (s)) ≤ 2
√
C0 −mT

(
θ̃T (s, t+ τ)

) 1
2 .

Denoting C := 2
√
C0 −mT we obtain the thesis.
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2.3. A convergence result.

Theorem 2.4 (Existence of perturbed minimizing movements). Let φ :
S → (−∞,+∞] satisfy assumptions H1-H3, let {uτ0} be a family of initial data
satisfying H4, and let {aτ} be perturbations as in (1) satisfying H5. Then there
exists a continuous {aτ}-perturbed minimizing movement u for φ.

Proof. By Proposition 1, there exist {uτ} discrete solutions for every τ ∈ (0, τ∗).
We consider the restriction to [0, 1] of uτ . As a consequence of H5, θT defined
in (6) is a modulus of continuity. By Proposition 2 and 3 we can apply Lemma
2.2. Hence, there exists a sequence (τ1,k) such that uτ1,k(t) σ-converges to u1(t) for
all t ∈ [0, 1]. Note that, since θT is a modulus of continuity, the set I defined in
Lemma 2.2 is empty, therefore the limit is continuous. Inductively, we can consider
a subsequence (τh,k) of (τh−1,k) such that the restrictions to [0, h] of uτh,k(t) σ-
converge to uh(t), for all t ∈ [0, h], with uh−1 ≡ uh in [0, h−1]. Hence we can extract
a subsequence uτk := uτk,k σ-converging to a continuous perturbed minimizing
movement u : [0,+∞)→ S.

Hypothesis H5 imposes an additional regularity to the perturbed minimizing
movements, which actually are absolutely continuous. To obtain it, we have to
recall the notion of discrete derivative for discrete piecewise-constant functions. We
also recall the definition of absolutely continuous curve in complete metric spaces
and of its metric derivative (see e.g. Definition 1.1.1 and Theorem 1.1.2 [4]).

Definition 2.5. Let (S, d) be a metric space, let {tn} ⊂ R be such that tn−1 < tn,
and let denote J =

⋃
n(tn−1, tn). Let f : J → S be such that f(t) = fn, if

t ∈ (tn−1, tn). We define the discrete derivative of f as the function |f ′| : J → R
such that

|f ′|(t) =
d(fn, fn−1)

tn − tn−1
, if t ∈ (tn−1, tn].

Hence, for any discrete solution uτ of the scheme (2), taking tn = nτ , we denote
its discrete derivative as∣∣(uτ )′

∣∣(t) =
d(uτn, u

τ
n−1)

τ
, if t ∈ ((n− 1)τ, nτ ] . (8)

Definition 2.6. Let (S, d) be a complete metric space, and let v : (a, b)→ S be an
absolutely continuous curve; i.e. there exists m ∈ L1(a, b) such that

d(v(t), v(s)) ≤
∫ t

s

m(ξ)dξ, for every a < s ≤ t < b.

Then, we define the metric derivative of v in t ∈ (a, b) as

|v′|(t) = lim
s→t

d(v(t), v(s))

|t− s|
.

This limit is defined almost everywhere, and it coincides with the minimal m ∈
L1(a, b) satisfying the previous inequality.

Proposition 4. Let φ satisfy H2 and H3, let {uτ0} be a family of initial data
satisfying H4, and let {aτ} be perturbations as in (1) satisfying H5. Suppose that
there exists u a (aτk)-perturbed minimizing movement for φ. Then there exists a
function A ∈ L1

loc(0,+∞), and a subsequence (τk′) of (τk) such that

(i) |(uτk′ )′| weakly converge to A in L1
loc(0,+∞),

(ii) u ∈ ACloc(0,+∞;S), and |u′|(t) ≤ A(t) for almost every t ∈ [0,+∞).
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Proof. Let θT be defined as in (6), and θ+
T (x) = sup{θT (s, t) | t, s ∈ [0, T ], |t − s| ≤

x}. Integrating the discrete derivatives defined as in (8) in an interval (s, t), and
reasoning as in proof of Proposition 3, by the uniform integrability of {1/aτ} in
[0, T ] we get∫ t

s

|(uτk)′|(ξ)dξ =

n−1∑
i=m+1

d(uτki , u
τk
i−1) +

mτk − s
τk

d(uτkm , u
τk
m−1)

+
t− (n− 1)τk

τk
d(uτkn , u

τk
n−1)

≤θT (s, t) +
|mτk − s|+ |t− (n− 1)τk|

τk
θ+
T (τk),

for every 0 ≤ s < t < T , where n = dt/τke, m = ds/τke. This yields the uniform
integrability of the discrete derivatives; i.e., their weak compactness in L1(0, T )
which proves (i).

By formula (8) we have that

d(uτk′ (t), uτk′ (s)) ≤
n∑

i=m

∫ iτk′

(i−1)τk′

d(u
τk′
i , u

τk′
i−1)

τk′
dξ =

∫ nτk′

(m−1)τk′

|(uτk′ )′|(ξ)dξ.

Taking the limit, by the σ-lower semicontinuity of d and the weakly convergence of
the discrete derivatives proved at point (i), we get

d(u(t), u(s)) ≤ lim inf
k′→+∞

d(uτk′ (s), uτk′ (t)) ≤ lim
k′→+∞

∫ nτk′

mτk′

|(uτk′ )′|(ξ)dξ =

∫ t

s

A(ξ)dξ

so that u ∈ ACloc(0,+∞;S). Therefore the metric derivative |u′| exists almost
everywhere, and for its minimality |u′|(t) ≤ A(t) for almost every t ≥ 0.

3. Curves of maximal slope with a given rate. This section is devoted to
proving that, under suitable assumptions on φ, the perturbed minimizing move-
ments as in Definition (2.1) are curves of steepest descend for the functional φ, in
a sense that will be precised in the following. This is a generalization of Theorem
2.3.3 [4], but the presence of the perturbations yields a variation of the velocity of
the curves.

First, we remind the crucial concept of strong upper gradient for a functional
(see e.g. Definition 1.2.1 [4]).

Definition 3.1. Let φ : S → (−∞,+∞] be a proper functional. A map g : S →
[0,+∞] is a strong upper gradient for φ if for every u ∈ AC(a, b;S) the function
g ◦ v is measurable and

|φ(u(t))− φ(u(s))| ≤
∫ t

s

g(u(ξ))|u′|(ξ)dξ, for all a < s ≤ t < b.

Slightly modifying Definition 1.3.2 [4], we introduce the following notion.

Definition 3.2 (Curve of maximal slope with a given rate). Let φ : S →
(−∞,+∞] be a proper functional, let λ : (a, b)→ [0,+∞] be a measurable function,
and assume that 1/λ(t) = +∞ or 0 when λ(t) = 0 or +∞ respectively. A curve
u ∈ AC(a, b;D(φ)) is a curve of maximal slope for φ with respect to a strong upper
gradient g with rate λ if φ◦u is equal almost everywhere to a nonincreasing function
ϕ in (a, b), and for all a < s ≤ t < b
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ϕ(t)− ϕ(s) ≤ −1

2

∫
I0∩(s,t)

1

λ(ξ)
|u′|2(ξ)dξ − 1

2

∫
I∞∩(s,t)

λ(ξ)g(u(ξ))2dξ

|u′|(ξ) = 0, for almost every ξ ∈ I0
g(u(ξ)) = 0, for almost every ξ ∈ I∞,

where I0 = {ξ ∈ (a, b)|λ(ξ) = 0}, and I∞ = {ξ ∈ (a, b)|λ(t) = +∞}.
In order to simplify the notation, we assume that zero multiplied by +∞ is null

in the integral inequality, and that φ◦u = ϕ in all (a, b); hence we will always write
the following compact form

φ(u(t))− φ(u(s)) ≤ −1

2

∫ t

s

1

λ(ξ)
|u′|2(ξ)dξ − 1

2

∫ t

s

λ(ξ)g(u(ξ))2dξ. (9)

Note that, if λ ≡ 1, u is a curve of maximal slope for φ with respect to g,
according to the classical definition given by Ambrosio, Gigli, and Savaré.

Applying Young’s inequality to (9) and the definition of strong upper gradient
we get

φ(u(t))−φ(u(s)) = −
∫ t

s

(
1

2λ(ξ)
|u′|2(ξ)+

λ(ξ)

2
g2(u(ξ))

)
dξ = −

∫ t

s

g(u(ξ))|u′|(ξ)dξ

hence we have (g◦u)|u′| ∈ L1
loc(a, b) and φ◦u ∈ ACloc(a, b). Furthermore, in Young’s

inequality the equal sign holds if and only if the terms are the same, so that every
curve of maximal slope with rate λ satisfies the following metric gradient-flow;{

|u′|(t) = λ(t)g(u(t))

(φ ◦ u)′(t) = −|u′|(t)g(u(t)),
for almost every t ∈ (a, b).

We recall the definition of descending metric-slope (see e.g. Definition 1.2.4 [4]).

Definition 3.3. Let φ : S → (−∞,+∞] be a proper functional. We define the
local slope of φ at a point of its domain u ∈ D(φ) as

|∂φ|(u) = lim sup
v→u

(
φ(u)− φ(v)

)
+

d(u, v)
.

We denote as |∂−φ|(u) the relaxed slope of φ (with respect to σ); i.e., the lower
σ-semicontinuous envelope of |∂φ| in S.

As mentioned before, we will prove that perturbed minimizing movements are
curves of maximal slope for φ with respect to |∂−φ| with a rate depending on the
perturbations {aτ}.

3.1. The Moreau-Yosida approximation scheme. In order to obtain the en-
ergy estimate for a perturbed minimizing movement, we will prove that discrete
solutions satisfy an energy estimate as well, and then taking the limit as τ → 0,
obtain (9). In the following two sections, we introduce an approximation scheme,
analogous to the one presented in Chapter 3 [4], to work with discrete solutions.

Definition 3.4. Let φ : S → (−∞,+∞] be a proper functional. Fixed τ , for any
δ ∈ (0, τ ] and u ∈ S, we define

φτδ,n(u) = inf
v∈S

{
φ(v) + aτn

d2(u, v)

2δ

}
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as the n-th Moreau-Yosida approximation of φ at scale τ for the scheme (2). More-
over, we denote Jτδ,n(u) =argminv∈S

{
φ(v)+aτnd

2(u, v)/2δ
}

, and if Jτδ,n(u) 6= ∅, then
we define

dτ,+δ,n (u) = sup
v∈Jτδ,n(u)

d(v, u), dτ,−δ,n (u) = inf
v∈Jτδ,n(u)

d(v, u). (10)

Remark 3. If φ satisfies assumptions H1-H3 then φτδ,n(u) > −∞ for any u ∈ S,

therefore the set Jτδ,n(u) is not empty.

It is know that Moreau-Yosida approximation has some monotonicity and conti-
nuity properties. Since φτδ,n(u) is equal to the classical one with τ = δ/aτn, we can

apply Lemma 3.1.2 [4]. Hence, for all τ and n ≥ 1, the map (δ, u) 7→ φτδ,n(u) is
continuous, and for all 0 < δ0 < δ1 ≤ τ

φ(u) ≥ φτδ0,n(u) ≥ φτδ1,n(u), d(v0, u) ≤ d(v1, u), (11)

for all v0 ∈ Jτδ0,n(u) and v1 ∈ Jτδ1,n(u). In particular, if the functional φ satisfies
hypotheses H1-H3, it holds

lim
δ↘0

φτδ,n(u) = φ(u)

lim
δ↘0

dτ,+δ,n (u) = 0, if u ∈ D(φ),
(12)

and dτδ,n(u) := dτ,+δ,n (u) = dτ,−δ,n (u) for almost every δ ∈ (0, τ ], for all n ≥ 1. Further-

more, as a direct application of Theorem 3.1.4 [4] to any Moreau-Yosida approxi-
mant, δ 7→ φτδ,n(u) are not only continuous but Lipschitz functions for δ ∈ (0, τ),
and

dφτδ,n(u)

dδ
= −a

τ
n

2

(
dτδ,n(u)

δ

)2

, for almost every δ ∈ (0, τ ]. (13)

We also have a slope estimate; applying Lemma 3.1.3 [4] with τ = δ/aτn we get

|∂φ|(uτδ,n) ≤ aτn
d(uτδ,n, u)

δ
. (14)

These properties will be very useful in the following.

3.2. De Giorgi’s interpolants. To obtain the discrete energy estimate mentioned
before, we use the De Giorgi’s interpolation argument. Mimicking Definition 3.2.1
[4], we give the following notions.

Definition 3.5. Let uτ be a discrete solution. Any curve ũτ : [0,+∞)→ S, which
is an interpolation of the discrete values {uτn} such that

ũτ (t) = ũ((n− 1)τ + δ) ∈ Jτδ,n(uτn−1), for t = (n− 1)τ + δ, (15)

is called a De Giorgi’s interpolant. We also define

Gτ (t) = aτn
dτδ,n(uτn−1)

τ
, for t = (n− 1)τ + δ. (16)

Proposition 5. Let φ satisfy assumptions H2 and H3, let {uτ0} satisfy H4, and let
{aτ} be perturbations as in (1) satisfying H5. Suppose that there exist u a (aτk)-
perturbed minimizing movement, and let (ũτk) be a corresponding sequence of De
Giorgi’s interpolants. Then ũτk pointwise σ-converges to u.
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Proof. Fixed t ∈ [0, T ] with t = (n− 1)τ + δ. Let θT be defined as in (6). By (15)
and the second of formula (11) we get

d(ũτ (t), uτ (t−τ)) = d((uτn−1)τδ,n, u
τ
n−1) ≤ d(uτn, u

τ
n−1) ≤ θT ((n−1)τ, (n+1)τ) (17)

hence Proposition 2 yields

d(ũτ (t), u∗) ≤ d(ũτ (t), uτ (t− τ)) + d(uτ (t− τ), u∗) ≤ 1 + CT ,

for τ small enough. Moreover, fixed t, s ∈ [0, T ], by Proposition 3 and (17) we
obtain

d(ũτ (t), ũτ (s)) ≤d(ũτ (t), uτ (t− τ)) + d(uτ (t− τ), uτ (s− τ))

+ d(uτ (s− τ), ũτ (s))

≤θT (t− τ, t+ τ) + θT (s− τ, t) + θT (s− τ, s+ τ).

Therefore we have proved that (ũτk) satisfies hypotheses (i) and (ii) of Lemma 2.2.
For any converging subsequence (uτk′ ), let v be its σ-pointwise limit, we get

d(v(t), u(t)) ≤ lim inf
k′→+∞

d(ũτk′ (t), uτk′ (t))

≤ lim sup
k′→+∞

d(ũτk′ (t), uτk′ (t− τk′)) + d(uτk′ (t− τk′), uτk′ (t)) = 0,

and the thesis follows.

Lemma 3.6. Let φ satisfy assumptions H1-H3, let {uτ0} satisfy H4, and let {aτ}
be perturbations as in (1) satisfying H5. Let u be a {aτ}-perturbed minimizing
movement, and let Gτ be defined as in (16). Then we have

|∂−φ|(u(t)) ≤ lim inf
τ→0

Gτ (t), for every t ∈ [0, T ].

Proof. Let {uτ} be discrete solutions σ-converging (up to subsequences) to u, and
let {ũτ} be the corresponding De Giorgi’s interpolants. For any t ≥ 0 we consider
n = dt/τe. Taking u = uτn−1, recalling formula (15), by (14) we get

|∂φ|(ũτ (t)) ≤ aτn
d(ũτ , uτn−1)

δ
= Gτ (t).

Applying Fatou’s Lemma to the previous formula, by the σ-lower semicontinuity of
|∂−φ| and Proposition (5) we get the thesis.

3.3. Perturbed minimizing movements are curves of maximal slope. Using
De Giorgi’s interpolation scheme, we have the following a priori energy estimate for
the discrete solutions.

Proposition 6. Let φ satisfy assumptions H1-H3, let {aτ} be perturbations as in
(1), and suppose that there exists {uτ} a family of discrete solutions. For every
n ≥ 1 and τ we have

1

2

∫ nτ

0

aτ (ξ)|(uτ )′|2(ξ)dξ +
1

2

∫ nτ

0

1

aτ (ξ)
G2
τ (ξ)dξ = φ(uτ0)− φ(uτn). (18)

Proof. Integrating (13) on the interval (δ, τ) we get

φτδ,i(u)− φττ,i(u) = −
∫ τ

δ

dφτr,i(u)

dr
dr =

1

2

∫ τ

δ

aτi

(
dτr,i(u)

r

)2

dr.

For all v ∈ Jττ,i(u), φττ,i(u) = φ(v) + aτi d
2(v, u)/2τ which yields

φτδ,i(u)− φ(v) =
1

2

∫ τ

δ

aτi

(
dτr,i(u)

r

)2

dr + aτi
d2(u, v)

2τ
. (19)
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Then, taking the limit for δ ↘ 0 in (19), by the first of (12), for every i ≥ 1 and
τ ∈ (0, τ∗), we have that

φ(u)− φ(v) =aτi
d2(u, v)

2τ
+

1

2

∫ τ

0

aτi

(
dτr,i(u)

r

)2

dr

=
1

2

∫ τ

0

aτi

(
d(u, v)

τ

)2

dr +
1

2

∫ τ

0

1

aτi

(
aτi
dτr,i(u)

r

)2

dr.

Choosing u = uτi−1 and v = uτi we get

1

2

∫ τ

0

aτi |(uτ )′|2((i− 1)τ + r)dr +
1

2

∫ τ

0

1

aτi
G2
τ ((i− 1)τ + r)dr = φ(uτi−1)− φ(uτi ).

Taking the sum for all i from 1 to n we get the thesis.

As in [4], the result that perturbed minimizing movements are curves of maximal
slope with a given rate is obtained by taking the limit in the discrete energy estimate
(18) as τ → 0. Nevertheless, the presence of the perturbation terms prevent from
taking the limit directly. To work around this problem we need the two following
results.

Lemma 3.7. Let {aτ} be a family of perturbations as in (1) satisfying hypothesis
H5, and let (1/aτk) be a sequence L1

loc-weakly converging to 1/a∗. Then for every
t > 0 we have

lim inf
k→+∞

∫ t

0

1

aτk(ξ)
G2
τk

(ξ)dξ ≥
∫ t

0

1

a∗(ξ)
lim inf
k→+∞

G2
τk

(ξ)dξ. (20)

Proof. Given η > 0, let gη ∈ L∞(0, t) be such that gη(ξ) ≤ lim infk→+∞G2
τk

(ξ)− η.

We define In,η :=
{
ξ ∈ [0, t] | gη(ξ) ≤ G2

τk
(ξ), ∀k > n

}
. Then, we have that∫ t

0

1

aτk(ξ)
G2
τk

(ξ)dξ =

∫
In,η

1

aτk(ξ)
G2
τk

(ξ) +

∫
(0,t)\In,η

1

aτk(ξ)
G2
τk

(ξ)dξ

≥
∫
In,η

1

aτk(ξ)
G2
τk

(ξ) ≥
∫
In,η

1

aτk(ξ)
gη(ξ)dξ,

and taking the liminf we get

lim inf
k→+∞

∫ t

0

1

aτk(ξ)
G2
τk

(ξ)dξ ≥ lim
k→+∞

∫
In,η

1

aτk(ξ)
gη(ξ)dξ =

∫
In,η

1

a∗(ξ)
gη(ξ)dξ.

Since In,η ⊃ {ξ ∈ [0, t] | lim infh→+∞G2
τh

(ξ) − 1/n < G2
τk

(ξ), k > n} for n big
enough, χIn,η converges almost everywhere to χ[0,t] as n→ +∞, for any η; hence

lim inf
k→+∞

∫ t

0

1

aτk(ξ)
G2
τk

(ξ)dξ ≥ lim
n→+∞

∫
In,η

1

a∗(ξ)
gη(ξ)dξ =

∫ t

0

1

a∗(ξ)
gη(ξ)dξ,

for every η and gη as before. The result follows by monotone convergence.

Lemma 3.8. Let φ satisfy assumptions H1-H3, let {uτ0} satisfy H4, and let {aτ}
be perturbations as in (1) satisfying H5. Let (τk) be a sequence such that u is a
(aτk)-perturbed minimizing movement, and (1/aτk) and |(uτk)′|, defined as in (8),
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L1(0, t)-weakly converge to 1/a∗ and A respectively. Then there exists a subsequence
{τk′} ⊂ {τk} such that

lim inf
k′→+∞

∫
E∩(0,t)

aτk′ (ξ)|(uτk′ )′|2(ξ)dξ ≥
∫
E∩(0,t)

a∗(ξ)A2(ξ)dξ

A(ξ) = 0, for almost every ξ ∈ [0, t]\E,
(21)

where E := {t ∈ [0,+∞) | a∗(t) < +∞}.

Proof. First, we restrict to the bounded case; aτ (t) ≤ M for all τ ∈ (0, τ∗), t > 0,
so that E = [0,+∞). Given η > 0, we define the truncation argument

aτη(t) := aτ (t) ∨ η, fη,τ (t) := |(uτ )′|(t)χ{t | aτ (t)≥η}(t).

Since 1/aτη ≤ 1/aτ , the sequence (1/aτkη ) is uniformly integrable in [0, t]. Let (1/a
τk′
η )

be a subsequence L1(0, t)-weakly converging to 1/a∗η. We get a∗η ≥ a∗ almost
everywhere. Moreover we have∫ t

0

aτη(ξ)
(
fη,τ (ξ)

)2
dξ ≤

∫ t

0

aτ (ξ)|(uτ )′|2(ξ)dξ. (22)

By (22) and the discrete energy estimate (18) we have
∫ t

0
aτη(ξ)

(
fη,τ (ξ)

)2
dξ ≤

φ(uτ0) − φ(uτ (t)). As in proof of Proposition 3, there exists a constant C such

that φ(uτ0) − φ(uτ (t)) ≤ C, so that
∫ t

0

(
fη,τ (ξ)

)2
dξ ≤ C/η. Therefore {fη,τk′} is

equibounded in L2(0, t) for η fixed. Unless extracting a subsequence, (fη,τk′ ) weakly
converges, and let Aη denote the limit.

We define Iη,τ := {ξ ∈ (0, t) | aτ (ξ) < η} and Nη,τ := {1 ≤ n < t/τ | aτn < η}. By
definition of the truncated function fη,τ we get∥∥|(uτ )′|−fη,τ

∥∥
L1(0,t)

=
∑

n∈Nη,τ

d(uτn, u
τ
n−1) ≤ C

∑
n∈Nη,τ

√
τ

aτn
≤ C

(∫
Iη,τ

1

aτ (ξ)
dξ

) 1
2

.

Since ‖1/aτ‖L1(0,t) ≥
∫
Iη,τ

1/aτ (ξ)dξ > |Iη,τ |/η, we have that |Iη,τ | < C0,tη, where

C0,t is defined in Remark 2. Hence, by the uniform integrability of {1/aτ}, Propo-
sition 4 and the Banach-Steinhaus theorem

‖A−Aη‖L1(0,t) ≤ lim inf
k′→+∞

∥∥|(uτk′ )′| − fη,τk′∥∥L1(0,t)
< oη(1),

which yields that (Aη) strongly converges in L1(0, t) to A as η → 0.

Now we define the functional F τη (v) =
∫ t

0
aτη(ξ)|v′(ξ)|2dξ in H1(0, t). For every η,

we have that Γ(L2(0, t))-limk′→+∞ F
τk′
η (v) =

∫ t
0
a∗η(ξ)|v′(ξ)|2dξ (see Theorem 2.35

and Example 2.36 [5]). Since fη,τk′ ⇀ Aη in L2(0, t), by the liminf inequality of
Γ-convergence

lim inf
k′→+∞

F τk′η (fη,τk′ ) ≥
∫ t

0

a∗η(ξ)
(
Aη(ξ)

)2
dξ. (23)

Since a∗η ≥ a∗, gathering (22) and (23) we get

lim inf
k′→+∞

∫ t

0

aτk′ (ξ)|(uτk′ )′|2(ξ)dξ ≥ lim inf
k′→+∞

F τη (fη,τk′ ) ≥
∫ t

0

a∗(ξ)
(
Aη(ξ)

)2
dξ.

In particular, passing to the limit as η → 0, by Lebesgue’s theorem we get

lim inf
k′→+∞

∫ t

0

aτk′ (ξ)|(uτk′ )′|2(ξ)dξ ≥
∫ t

0

a∗(ξ)A2(ξ)dξ.
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We now remove the assumption that the perturbations are bounded using a
truncation argument. For every M > 1, consider aτM (t) = aτ (t) ∧M . The family
{1/aτkM} is locally uniformly integrable. Let (1/a

τk′
M ) be a weakly converging subse-

quence and 1/a∗M its weak limit. On the truncated functions we can use the result
obtained before so that, unless extracting a subsequence,

lim inf
k′→+∞

∫ t

0

aτk′ (ξ)|(uτk′ )′|2(ξ)dξ ≥ lim inf
k′→+∞

∫ t

0

a
τk′
M (ξ)|(uτk′ )′|2(ξ)dξ

≥
∫ t

0

a∗M (ξ)A2(ξ)dξ.

(24)

For every T > 0, we have

0 ≤
∫ T

0

(
1

aτM (ξ)
− 1

aτ (ξ)

)
dξ =

∫
{ξ|aτ (ξ)>M}

(
1

aτM (ξ)
− 1

aτ (ξ)

)
dξ

≤
∫
{ξ|aτ (ξ)>M}

1

M
dξ ≤ T

M
.

Hence the corresponding inequality holds for the weak limits as well;

0 ≤
∫ T

0

(
1

a∗M (ξ)
− 1

a∗(ξ)

)
dξ ≤ T

M
.

Therefore 1/a∗M converges strongly in L1(0, T ) and almost everywhere to 1/a∗ as
M → +∞. Taking the limit as M → +∞ in (24)

lim inf
k′→+∞

∫
E∩(0,t)

aτk′ (ξ)|(uτk′ )′|2(ξ)dξ ≥
∫
E∩(0,t)

a∗(ξ)A2(ξ)dξ.

Now we denote βα,M := aτM ∧ α with fixed α > 1. Since a∗M (ξ) diverges for
almost every ξ ∈ [0, t]\E, we have that βα,M converges almost everywhere to α on
[0, t]\E, as M → +∞. Then, for any α > 1∫

[0,t]\E
βα,M (ξ)A2(ξ)dξ ≤

∫
[0,t]\E

a∗M (ξ)A2(ξ)dξ ≤ C,

and taking the limit as M → +∞, by Lebesgue’s theorem we get∫
[0,t]\E

A2(ξ)dξ ≤ C

α
.

By the arbitrariness of α, A = 0 almost everywhere on [0, t]\E.

Theorem 3.9 (Perturbed minimizing movements are curves of maximal
slope). Let φ satisfy assumptions H1-H3, let {uτ0} be a family of initial data sat-
isfying H4, let {aτ} be perturbations as in (1) satisfying H5, and let (1/aτk) be a
sequence L1

loc-weakly converging to 1/a∗. If the relaxed slope |∂−φ| is a strong upper
gradient, and the following compatibility condition holds

lim
k→+∞

φ(uτk0 ) = φ(u(0)),

then every (aτk)-perturbed minimizing movement of the scheme (2) is a curve of
maximal slope for φ with respect to |∂−φ| with rate 1/a∗.

Proof. The existence of a (aτk)-perturbed minimizing movement is provided by
Theorem 2.4. By the monotonicity of φ(uτ ), the σ-lower semicontinuity of φ, and
Helly’s lemma we get limk→+∞ φ(uτk) ≥ φ(u(t)). Let (τk′) be a subsequence of (τk)
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such that Proposition 4, Lemma 3.7 and 3.8 hold. Then by Lemma 3.7 and 3.8, we
have that

φ(u(0)) = lim
k′→+∞

φ(u
τk′
0 )

≥ lim inf
k′→+∞

1

2

∫ b t
τ
k′
c

0

(
aτk′ (ξ)|(uτk′ )′|2(ξ) +

1

aτk′ (ξ)
G2
τk′

(ξ)

)
dξ + φ(uτk′ (t))

≥1

2

∫ t

0

(
a∗(ξ)A2(ξ)dξ +

1

a∗(ξ)
lim inf
k′→+∞

G2
τk′

(ξ)

)
dξ + φ(u(t))

≥1

2

∫ t

0

(
a∗(ξ)|u′|2(ξ) +

1

a∗(ξ)
|∂−φ|2(u(ξ))

)
dξ + φ(u(t)).

By Definition 3.2 we get the thesis.

Remark 4. The case in which the perturbations {aτ} defined in (1) have inverses
that are globally uniformly integrable, and

∫∞
0

1/aτ (t)dt = +∞, can be studied
directly applying the method of Ambrosio, Gigli, and Savaré.

In [4] a sequence of positive coefficients (τn), of amplitude |τ | := supn τn < +∞,
is used as a time-discretization scale, provided that

∑
n τn = +∞. A sequence (Uτn)

which solves

Uτn ∈ argmin
u∈S

{
φ(u) +

d2(u, Uτn−1)

2τn

}
is called a discrete solution, starting from an initial datum Uτ0 ∈ D(φ). We will
refer to this as a classical discrete solution, to distinguish it from the perturbed one.
If we consider τn = τ/aτn, the assumptions on (τn) are satisfied. By the change of

parameter ϕτ (t) =
∫ t

0
1/aτ (ξ)dξ we can pass from a classical discrete solution to a

discrete solution uτ of the scheme (2) defined as uτ (t) = Uτ (ϕτ (t)), for every t ≥ 0.
In [4] it is proved that, if assumptions H1-H4 hold, discrete solutions pointwise σ-
converge (up to subsequences) to a classical minimizing movement U as |τ | → 0.
Moreover, it is absolutely continuous and satisfies the energy estimate

1

2

∫ s

0

|U ′|2(ξ)dξ +
1

2

∫ s

0

|∂−φ|2(U(ξ))dξ = φ(U(0))− φ(U(s))

for every s ≥ 0, provided that the relaxed slope is a strong upper gradient; hence
U is a curve of maximal slope for φ with respect to |∂−φ|.

By the uniform integrability of the perturbations, the family {ϕτ} is equicontin-

uous, so (up to subsequences) it uniformly converges to a limit ϕ(t) =
∫ t

0
1/a∗(ξ)dξ.

This proves the existence of an absolutely continuous perturbed minimizing move-
ment u = U ◦ ϕ, and its metric derivative satisfies |u′|(t) = |U ′|(ϕ(t))/a∗(t). Now,
changing variable in the energy estimate with ξ = ϕ(ζ), we have that

φ(U(0))− φ(U(ϕ(s))) =
1

2

∫ ϕ(s)

0

|U ′|2(ϕ(ζ))
1

a∗(ζ)
dζ

+
1

2

∫ ϕ(s)

0

|∂−φ|2(U(ϕ(ζ)))
1

a∗(ζ)
dζ

φ(u(0))− φ(u(t)) =
1

2

∫ t

0

a∗(ζ)|u′|2(ζ)dζ +
1

2

∫ t

0

1

a∗(ζ)
|∂−φ|2(u(ζ))dζ

and obtain the result of Theorem 3.9; i.e., perturbed minimizing movements are
curves of maximal slope for φ with respect to |∂−φ| with rate 1/a∗.
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Now, we present three examples of perturbed minimizing movements in order to
show the effects of the perturbations in well known frameworks.

Example 3.10. We consider S = R. Let φ(t) = t2 be the energy functional,
and let {uτ0} be a family of initial data converging to u0 as τ → 0. We consider
perturbations oscillating between two positive parameters 0 < α ≤ β

aτn =

{
α n odd

β n even.

The family {1/aτ} weakly* converges in L∞(0,+∞) to its average; i.e, 1/a∗ =
(α−1 + β−1)/2, that is the inverse of the harmonic mean between α and β. All the
hypotheses of Theorem 3.9 are satisfied, therefore there exists a gradient flow. It
is the solution of u′ = −2u/a∗ starting from u0, that is u(t) = u0e

−2t/a∗ . Discrete
solutions uτ are pictured in Figure 1.

Figure 1. Graphs of the discrete solutions with different values of
τ . The smaller jumps of uτ correspond to the larger parameter β.

Note that we may consider divergent coefficients aτn. They may produce a con-
stant motion as in the following example.

Example 3.11 (Pinning of the motion). If we modify the previous perturbations
considering aτn = 1/τ , for every d1/τe < n ≤ d2/τe, they produce a partially pinned
motion; i.e, u′ ≡ 0 (see Figure 2). In fact, Theorem 3.9 still holds, and according

Figure 2. Pinned motion produced by perturbations diverging in
the interval (1, 2).
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to Definition 3.2, the minimizing movement follows the perturbed gradient flow. In
this case, in the interval (1, 2), the perturbations 1/aτ (t) = τ converge to zero, or
equivalently 1/a∗(t) = 0.

Example 3.12 (A perturbed heat equation). Given Ω ⊂ Rd a regular domain,
with d ≥ 2, we consider (S, d) = (L2(Ω), ‖·‖L2(Ω)), and σ as the strong L2-topology.
We consider the Dirichlet energy functional

φ(u) =

{
1
2

∫
Ω
|∇u(x)|2dx if u ∈ H1

0 (Ω)

+∞ otherwise,

and an equibounded family of initial data {uτ0} ⊂ H1
0 (Ω), so that H4 holds. The

functional φ is strongly lower semicontinuous. Since φ > 0, it satisfies H2. Moreover,
by Sobolev’s immersion, bounded sets of bounded energy are strongly precompact,
which implies that hypothesis H3 holds.

It is known that the Fréchet subdifferential of the Dirichlet energy is minus the
laplacian (see e.g. Theorem 4 in Subsection 9.6.3 [9]), and that, for convex and
lower semicontinuous proper functionals on Hilbert spaces, the slope |∂φ|(u) =
min{‖ξ‖ | ξ ∈ ∂φ(u)} is lower semicontinuous and a strong upper gradient (see
Proposition 1.4.4 [4]). Hence |∂−φ|(u) = ‖∆u‖L2(Ω).

Let {aτ} be any family of perturbations satisfying H5, and let 1/a∗ be a weak
limit. Recalling that, in Banach spaces, the metric derivative of an absolutely
continuous curve is the norm of its derivative, then by Theorem 3.9 we get the
perturbed gradient flow{

‖u′(t)‖L2(Ω) = 1
a∗(t)‖∆u(t)‖L2(Ω)

(φ ◦ u)′(t) = u′(t)∆u(t),
for almost every t ≥ 0,

starting from u0 ∈ H1
0 (Ω), which solves

∂tu(t, x) = − 1
a∗(t)∆u(t, x) x ∈ Ω

u|∂Ω ≡ 0

u(0) = u0 ∈ H1
0 (Ω),

for almost every t > 0

in the distributional sense. In this case, the perturbation term 1/a∗ takes the place
of the thermal diffusivity coefficient in the classical heat equation. Nevertheless
while the thermal diffusivity is a constant, 1/a∗ changes in time.

4. Relaxing the condition on the perturbations. Hypothesis H5 plays a cru-
cial role for the equicontinuity of the discrete solutions, and hence for their conver-
gence to an absolutely continuous perturbed minimizing movement. Considering
perturbations that do not satisfy it could create a lack of convergence or continuity,
as it is shown by the next two examples in R.

Example 4.1 (Lack of convergence). We consider the functional φ(t) = −t, and
any bounded family of initial values. For the sake of simplicity we consider uτ0 ≡ 0,
so that assumptions H1-H4 hold.

We consider aτn = 1/n for all n ≥ 1. Hence, the family of 1/aτ (t) = dt/τe is
not equibounded in L1(0, T ), therefore it does not satisfy assumption H5. By the
minimization scheme (2), we have that uτn − uτn−1 = nτ , and then

uτn = τ

n∑
i=1

i = τ
n(n+ 1)

2
.
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The discrete solutions are uτ (t) = τdt/τe(dt/τe+ 1)/2, and they diverge as τ → 0
for all t > 0.

Example 4.2 (Lack of continuity). We consider the functional φ(t) = t2/2, and
initial data uτ0 converging to u0 6= 0, otherwise we have a trivial motion because 0
is the global minimum of the energy. We consider the following perturbations

aτ (t) =

{
τ t ∈ Iτ
1 otherwise,

where Iτ =
⋃
k≥1

((⌈
k

τ

⌉
− 1

)
τ,

⌈
k

τ

⌉
τ

]
. (25)

For such perturbations, assumption H5 is not satisfied. In fact, taking Eτ = Iτ ∩
(0, 1], whose Lebesgue measures go to zero, we have that

∫
Eτ

1/aτ (t)dt = 1 for every

τ , so that the uniform integrability is not satisfied.
In this case, the n-th step of discrete solutions of the scheme (2) is equal to

uτn =
aτn

τ + aτn
uτn−1 =

{
1
2u

τ
n−1 if n = dkτ e, with k ≥ 1

1
1+τ u

τ
n−1 otherwise,

and the discrete solutions are

uτ (t) = uτ02−btc
(

1

1 + τ

)d tτ e−btc
.

Even if H5 does not hold, we still have the convergence of (uτ ). In this case we lose
the continuity of the limit motion. In fact, taking the limit as τ → 0, we obtain the
perturbed minimizing movement u(t) = u02−btce−t, which is a piecewise absolutely
continuous curve.

Remark 5. Note that Theorem 3.9 can be applied even if some coefficients aτn tend
to zero. As an example, slightly modifying the previous perturbations as

aτ (t) =

{
τα t ∈ Iτ
1 otherwise,

with α ∈ (0, 1), (26)

assumption H5 is satisfied, because
∫
E

1/aτ (t)dt ≤ |E|τ1−α for every measurable
set E. Hence, (1/aτ ) is locally uniformly integrable, and weakly converges to 1.
Therefore, we can apply Theorem 3.9. Indeed

Figure 3. The graphs represent two discrete solutions for the
same value of τ , corresponding respectively to perturbations as in
(25) and (26). Note the discontinuous behavior on the left, while
on the right jumps are going to disappear.
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uτn =

{
1

1+τ1−αu
τ
n−1 if n = dkτ e, with 1 ≤ k

1
1+τ u

τ
n−1 otherwise,

so the discrete solutions are

uτ (t) = uτ0

(
1

1 + τ1−α

)btc(
1

1 + τ

)d tτ e−btc
.

Taking the limit as τ → 0 we get u(t) = u0e
−t.

The previous example suggests that, renouncing to the continuity of the per-
turbed minimizing movements, hypothesis H5 could be replaced by a relaxed one,
which however ensures the convergence of the discrete solutions. Now, we consider
the following assumption on {aτ};
H5' there exists a set of isolated points I = {tj} ⊂ [0,+∞), and a family {Iτ}

of sets unions of intervals with endpoints in τZ, pointwise converging to I as
τ → 0, such that {1/aτχ[0,+∞)\Iτ } is locally uniformly integrable in [0,+∞),

and {1/aτ} is locally equibounded in the L1-norm.

By substituting H5 with H5', we are considering more general perturbations, which
can violate the local uniform integrability in some intervals of the time discretization
that accumulate around some isolated points, as for instance (aτn) defined in (25).

Note that we cannot renounce to the local L1-equiboundedness which is crucial
in the proof of Proposition 2, as Example 4.1 shows.

Theorem 4.3. Let φ satisfy assumptions H1-H3, let {uτ0} satisfy H4, and let {aτ}
be perturbations as in (1) satisfying hypothesis H5'. Then there exists a piecewise
absolutely continuous {aτ}-perturbed minimizing movement for the scheme (2).

Moreover, let u be a (aτk)-perturbed minimizing movement, if |∂−φ| is a strong
upper gradient and the following compatibility conditions hold

lim
k→+∞

φ(uτk0 ) = φ(u0), lim
k→+∞

φ(uτk) = φ(u(t+j )), for every tj ∈ I,

then u is a curve of maximal slope for φ with respect to |∂−φ| with rate 1/a∗, in
(tj , tj+1), starting from u(t+j ), for every tj ∈ I, and in (0, t1) starting from u0.

Proof. Fixed T > 0, by the L1-equiboundedness of {1/aτ}, we can apply Propo-

sition 2 and 3, for all t ∈ [0, T ]. By H5', θT defined in (6) is such that θT (s, t)
tends to zero as s, t→ r for any r ∈ [0, T ]\I. Hence, applying Lemma 2.2 to {uτ},
and a diagonal argument, as in proof of Theorem 2.4, there exists a limit curve u
continuous in [0, T ]\I. Moreover

d(u(t−j ), u(t+j )) ≤ lim inf
k→+∞

d(uτk,j (tj − τk,j), uτk,j (tj + τk,j))

≤ lim inf
k→+∞

d(uτk,j (tj − τk,j), u∗) + d(u∗, uτk,j (tj + τk,j)) ≤ 2CT ;

hence the jumps are finite, and the result follows. Then let us define vτj (t) :=
uτ (t− tj) for every tj ∈ I. For any vτj we can apply Theorem 3.9 in (0, tj+1 − tj),
and we get the thesis.

Remark 6. In Theorem 4.3, it is not specified what happens in the points tj ∈ I.
This because the convergence of uτ (tj) depends on the convergence of Iτ to I.
More precisely, in Example 4.2 the {aτ}-perturbed minimizing movement corre-
sponding to the perturbations defined as in (25) is continuous from the right; i.e.,
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uτ (tj) → u(t+j ). Nevertheless, if we consider {aτ} corresponding to Iτ + τ , which
still converges to I, the discrete solutions would be

uτ (t) = uτ02bt−τc
(

1

1 + τ

)d t−ττ e−bt−τc
,

so uτ (tj)→ u(t−j ), and u is continuous from the left.

In the following, we will not be interested in the convergence on the points of
I, so for the sake of simplicity we will deal with a specific kind of perturbations
satisfying assumption H5', as follows.

Let δ be a positive real function defined on (0, τ∗). Let {aτ} be a family of
perturbations as in (1) such that

aτ (t) =

{
δ(τ) if t ∈ Iτ
1 otherwise,

Iτ :=
⋃
tj∈I

((⌈
tj
τ

⌉
− 1

)
τ,

⌈
ti
τ

⌉
τ

]
. (27)

In order to characterize δ such that {aτ} satisfy H5', we first check the equibound-
edness in L1. We have that ‖1/aτ‖L1(0,T ) = #{I∩[0, T ]}τ/δ(τ)+|[0, T ]\Iτ |. There-
fore, to be bounded it should be δ(τ) ≥ O(τ) as τ → 0. Since if δ(τ) > O(τ) the
perturbations satisfy assumption H5, as can be seen in Remark 6, the interesting
case is δ(τ) = O(τ). For simplicity, we will deal with δ(τ) = δτ , with δ > 0.

We can generalize these perturbations, considering a bounded sequence of pos-
itive coefficients (δj) such that aτ (tj) = δjτ , for every tj ∈ I, and perturbations
{bτ} satisfying H5 such that aτ (t) = bτ (t), for every t 6∈ Iτ .

Perturbations as in (27) could generate a discontinuous gradient flow as in Exam-
ple 4.2, or non-trivial perturbed minimizing movements in cases in which classical
minimizing movements are only the constant motion. Hence, perturbed minimizing
movements can be used to obtain motion from a setting which does not allow it for
classical minimizing movements, as we will see in the next section.

4.1. Exploring lower energy states. In the next three examples, we show how
perturbed minimizing movements can be used to obtain a gradient-flow type motion
for different multi-wells energy functionals. All the examples are set in the real line.

Example 4.4. We consider the functional

φ(t) =

{
−t t ∈ Z
+∞ otherwise,

and initial data uτ0 ≡ 0. Assumptions H1-H4 hold. If we consider perturbations
satisfying assumption H5, by Theorem 2.4, we obtain continuous perturbed mini-
mizing movements, but the only continuous curve on a discrete set (the domain of
the energy is Z) is the constant curve. Therefore every continuous perturbed mini-
mizing movement for this problem, in particular the classical minimizing movement,
is the trivial motion.

Given any T, δ > 0, we consider aτ as in (27) satisfying H5' with I = TN and
δ(τ) = δτ . First, note that the minimum of the function t 7→ φ(t)+aτn(t−uτn−1)2/2τ
is the integer nearest to the minimum of the continuous function t 7→ −t + aτn(t −
uτn−1)2/2τ . Let tτn be such a minimum, we have that tτn = uτn−1 + τ/aτn. Hence the
n-th step of the discrete solution of the scheme (2) is

uτn =

⌊
tτn +

1

2

⌋
= uτn−1 +

⌊
τ

aτn
+

1

2

⌋
.
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Considering τ < 1/2, for any index n such that aτn = 1, we get uτn−1 = uτn. Whereas,
for indices n such that aτn = δτ , we have that: if 1/δ + 1/2 < 1 then uτn = uτn−1; if
1/δ + 1/2 > 1 then uτn > uτn−1.

The case in which 1/δ + 1/2 ∈ N is a special case because tτn is a half-integer, so
the two closest integers are equidistant from tτn. Hence uτn ∈ uτn−1 + 1/δ + {±1/2},
and we say that there is a bifurcation of the motion.

For the sake of simplicity, we ignore the bifurcation phenomenon (which could
be treated separately); hence we consider δ such that 1/δ 6∈ N + 1/2. We define
N := b1/δ + 1/2c. If n = dTk/τe for some integer k, we get uτn = uτn−1 + N ,
otherwise uτn = uτn−1. Hence the discrete solution is

uτ (t) = N

⌊⌈
t

τ

⌉⌈
T

τ

⌉−1
⌋
.

Taking the limit as τ → 0, we obtain the perturbed minimizing movement u(t) =
Nbt/T c, which is not the trivial motion when δ < 2.

Example 4.5. Now, we consider the piecewise quadratic energy functional

φ(t) =

{
t2 if t ≤ 0

(t− 1)2 − 1 if t > 0,

a family of initial data {uτ0} converging to u0 < 0, and perturbations as in (27),

satisfying assumption H5', with I = N and δ(τ) = δτ . If perturbations satisfy H5,
any perturbed minimizing movement u will follow the perturbed gradient-flow of
t2, in particular u(t) < 0 for all t ≥ 0; i.e., it cannot exit the energy well. When H5'

holds, it is not immediately clear what happens. Therefore, we study the minimum
of the function t 7→ φ(t) + δ̄(t− ū)2/2 depending on δ̄ > 0 and ū. This minimum is
the n-th step of the discrete solution, provided that ū = uτn−1 and δ̄ = τ/aτn. We
study the minima separately in t ≤ 0 and t > 0, and then we compare them. We
denote as φ0(δ̄, ū) and φ1(δ̄, ū) the minimum respectively in t ≤ 0 and t > 0, and
t0(δ̄, ū) and t1(δ̄, ū) the corresponding minimizers. By computations we get

φ0(δ̄, ū) =

{
δ̄ū2

2+δ̄
if ū < 0

δ̄ū2

2 if ū ≥ 0,
t0(δ̄, ū) =

{
ūδ̄

2+δ̄
if ū < 0

0 if ū ≥ 0

φ1(δ̄, ū) =

{
δ̄ū2−2δ̄ū−2

2+δ̄
if ū > − 2

δ̄
δ̄ū2

2 if ū ≤ − 2
δ̄
,

t1(δ̄, ū) =

{
2+ūδ̄
2+δ̄

if ū > − 2
δ̄

0 if ū ≤ − 2
δ̄
.

If ū ≤ −2/δ̄, then φ0(δ̄, ū) ≤ φ1(δ̄, ū); if ū ≥ 0, then φ1(δ̄, ū) ≤ φ0(δ̄, ū); while, if
−2δ̄ < ū < 0, we have that

φ0(δ̄, ū) ≤ φ1(δ̄, ū) ⇐⇒ δ̄ū2

2 + δ̄
≤ δ̄ū2 − 2δ̄ū− 2

2 + δ̄
⇐⇒ ū ≤ −1

δ̄
.

Hence, if ū ≤ −1/δ̄, the minimum of the map t 7→ φ(t) + δ̄(t− ū)2/2 is δ̄ū2/(2 + δ̄),
is achieved in δ̄ū/(2 + δ̄). If ū > −1/δ̄, it is (δ̄ū2 − 2δ̄ū− 2)/(2 + δ̄), is achieved in
(2 + ūδ̄)/(2 + δ̄).

Fixed T > 0 sufficiently large. Let uτ be a discrete solution. By the previous
analysis, the discrete solution passes to the lower energy state; i.e., uτn > 0, if and
only if uτn−1 > −τ/aτn. When aτn = 1, this condition is not satisfied for any n such
that dn/τe < T when τ is small enough, while when aτn = δτ , it corresponds to the
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condition
uτn−1 > −1/δ. (28)

As an example we may take uτ0 ≡ −1. If t ∈ [0, (d1/τe− 1)τ ], the motion follows
the gradient flow of t2, so uτ (t) = −e−2t + oτ (1). When n = d1/τe, aτn = δτ and
uτn−1 = −e−2 + oτ (1). Therefore, by condition (28), if δ < e2 the motion passes
to the lower energy state; i.e., uτn > 0 (see Figure 4). Otherwise, it follows the
perturbed gradient-flow of t2 remaining confined in the well; i.e., uτn < 0.

Figure 4. On the left the time chart of uτ , on the right the plot
of φ(uτ ), corresponding to perturbations with δ = 1. Note how the
motion exits from the lower energy state when t = 1.

Note that the perturbed minimizing movement might not pass the well in 0 at
its first discontinuity, but eventually it will (see Figure 5). In fact as in Example
4.2, for indices n such that aτn = δτ , we get uτn = uτn−1/(1 + 2δ), and since the
discrete solution decreases the energy we have uτn > uτn−1 for any index. Therefore

0 > uτn > u0/(1 + 2δ)dnτe → 0 as n→ +∞. Hence, for any δ, there exists an index
n such that aτn = δτ ; i.e., n = dk/τe for some k ∈ N, and uτn−1 > −1/δ, so that
uτn > 0. Therefore u(t) < 0 for every t < k and u(t) > 0 when t > k.

Figure 5. Graphs as in Figure 4 with δ = 8. It is grater than the
critical value e2, indeed when t = 1 the motion does not exit the
first well.

The argument of the previous example can be iterated when a multi-well qua-
dratic energy functional is considered. While perturbed minimizing movements
corresponding to perturbations satisfying assumption H5, in particular classical
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minimizing movements, would stagnate in the initial potential well, perturbed min-
imizing movements with perturbations as in H5' may explore different local minima.

Example 4.6. We consider the functional φ(t) = mink≥0{(t−k)2−k}, initial data
{uτ0} converging to uτ0 < 0 (so that the motion starts in the first potential well),

and perturbations, satisfying H5', as in (27) with I = N and δ(τ) = δτ .
We study the minimum of the function t 7→ φ(t) + δ̄(t− ū)2/2 using calculations

done in Example 4.5 by changing variable t in t− k or t− (k− 1), and adding k or
k − 1 respectively which does not affect the minimization. With same notation we
get

φk(δ̄, ū) =
δ̄ū2 − 2kδ̄ū+ k(δ̄(k − 1)− 2)

2 + δ̄
, if (k − 1)− 2

δ̄
< ū ≤ k

tk(δ̄, ū) =
2k + δ̄ū

2 + δ̄
, if (k − 1)− 2

δ̄
< ū ≤ k.

Hence, by comparing the minima, for any k > 0 we obtain that

φk−1(δ̄, ū) ≤ φk(δ̄, ū) ≤ φk+1(δ̄, ū) ⇐⇒ (k − 1)− 1

δ̄
≤ ū ≤ k − 1

δ̄
.

Note that this is not in contrast with the previous condition on ū. From the previous
computation, we have that the minimizer of the map t 7→ φ(t)+δ̄(t−ū)2/2 is tk(δ̄, ū)
whenever we have ū ∈ (k − 1− 1/δ̄, k − 1/δ̄].

The behavior of the motion depends on δ. Fixed T > 0 sufficiently large, we
consider discrete steps uτn such that dn/τe < T . First, we assume that δ ≥ 1. Let
the discrete solution uτ be in the interval (h − 1, h], that is the h-th energy well.
As in condition (28) we have that, if uτn−1 ∈ (h − 1, h − 1

δ ], the discrete solution
will not pass to another potential well, when τ is small enough; whereas, if it is in
(h− 1

δ , h], it will pass to the next well; i.e, uτn ∈ (h, h+ 1], provided that n is such
that aτn = δτ .

Figure 6. Graphs for δ = 8. As in Figure 5, the motion does not
exit the well when t = 1, but when t = 2 it does.

As pictured in Figure 7, if δ = 1 the motion will always exit any potential well as
soon as aτn = τ , because the range of the positions of uτn−1, in respect of which uτn
pass to the next well, is the whole interval (h−1, h]; hence the perturbed minimizing
movement u(t) ∈ (h− 1, h) whenever t ∈ (h, h+ 1), for every positive integer h.



PERTURBATIONS OF MINIMIZING MOVEMENTS 447

Figure 7. Graph for δ = 1. The motion always passes to the very
next potential well.

If 0 < δ < 1, the discrete solution will exit more than one well. If uτn−1 ∈
(h− 1, h− 1/δ], it will pass through b1/δc wells, if (h− 1/δ, h] through d1/δe; i.e.,
uτn ∈ (h− 1 + b1/δc, h+ b1/δc], or uτn ∈ (h− 1 + d1/δe, h+ d1/δe] respectively.

Figure 8. Graphs of a discrete solution passing through two po-
tential wells at every jump discontinuity.

We conclude this paper studying a particular case in which the perturbations
do not even satisfy the relaxed assumption H5'. The following result is stated
in a restrictive situation and could be generalized, but the aim is to show that,
even for uncontrolled perturbations, discrete solutions may converge to a perturbed
minimizing movement.

Proposition 7. Let φ satisfy assumptions H1-H3, and assume that it admits a
unique global minimum u∗. Let uτ0 satisfy H4, and let {aτ} be a family of perturba-
tions as in (1). If there exists a time parameter t0 > 0 such that

(i) aτ (t) satisfies assumption H5' for every t ∈ [0, dt0/τeτ ]
(ii) limτ→0 a

τ
dt0/τe/τ = 0,

then there exists a {aτ}-perturbed minimizing movement u such that u(t) = u∗ for
every t > t0.
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Proof. Let uτ be a discrete solution. We denote S0 = {u ∈ S |φ(u) ≤ C0}. By
(i) we can apply Proposition 2 in [0, t0], and we get diam(S0) ≤ 2Ct0 . We write
N(τ) = dt0/τe. The N(τ)-th step of the discrete solution is

uτN(τ) ∈ argmin
u∈S0

{
φ(u) + aτN(τ)

d2(uτN(τ)−1, u)

2τ

}
.

By (ii), for any ε > 0 there exists τε such that aτN(τ)/τ < ε/Ct0 , and we get

φ(uτN(τ)) < φ(u) + ε for every u ∈ S0. By the monotonicity of φ(uτ ), we have that

uτn ∈ {u ∈ S |φ(u) ≤ φ(u∗) + ε}, for every n ≥ N(τ). (29)

By a contradiction argument, suppose that there exists a constant η0, an index m >
N(τ), and τ0 < τε such that d(uτ0m , u∗) ≥ η0. By the uniqueness of the minimum,
infS\Bη0 φ > φ(u∗). Then, we have that φ(uτm) − φ(u∗) ≥ infS\Bη0 φ − φ(u∗) > 0,

which is in contrast with (29). Applying Theorem 4.3 in [0, t0), and by (29), we get
the thesis.
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