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Abstract. We consider a multidimensional reaction-diffusion equation of ei-

ther ignition or monostable type, involving periodic heterogeneity, and analyze

the dependence of the propagation phenomena on the direction. We prove that
the (minimal) speed of the underlying pulsating fronts depends continuously

on the direction of propagation, and so does its associated profile provided it

is unique up to time shifts. We also prove that the spreading properties [25]
are actually uniform with respect to the direction.

1. Introduction. In this work, we focus on the heterogeneous reaction-diffusion
equation

∂tu = div(A(x)∇u) + q(x) · ∇u+ f(x, u), t ∈ R, x ∈ RN . (1)

Here A = (Ai,j)1≤i,j≤N is a matrix field, and q = (q1, ..., qN ) is a vector field, to be
precised later. The nonlinearity f is of either the monostable type (not necessarily
with the KPP assumption) or ignition type, which we will define below. We would
like to understand, in the periodic framework, how the propagation phenomena
depend on the direction.

On the one hand, we prove that the minimal (and, in the ignition case, unique)
speed of the well known pulsating fronts depends continuously on the direction of
propagation. On the other hand, we prove that the spreading properties are in some
sense uniform with respect to the direction, thus improving the seminal result of
Weinberger [25]. While in the ignition case, these properties will mostly follow from
the well known uniqueness of the pulsating traveling wave, such uniqueness does
not hold true in the monostable case where the set of admissible speeds is infinite.
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Our argument will be inspired by [10], [4], and will rely on an approximation of the
monostable nonlinearity by some well-chosen ignition nonlinearities.

1.1. Main assumptions. Let L1,...,LN be given positive constants. A function
h : RN → R is said to be periodic if

h(x1, ..., xk + Lk, ..., xN ) = h(x1, ..., xN ),

for all 1 ≤ k ≤ N , all (x1, ..., xN ) ∈ RN . In such case, C = (0, L1)× · · · × (0, LN ) is
called the cell of periodicity. Through this work, we put ourselves in the spatially
periodic framework and assume that

for all 0 ≤ i, j ≤ N, the functions Ai,j : RN → R , qi : RN → R are periodic,

for all u ∈ R+, the function f(·, u) : RN → R is periodic.
(2)

Moreover, we assume that A = (Ai,j)1≤i,j≤N is a C3 matrix field which satisfies

A(x) is a symmetric matrix for any x ∈ RN ,
∃0 < a1 ≤ a2 <∞, ∀(x, ξ) ∈ RN × RN , a1|ξ|2 ≤

∑
i,j Ai,j(x)ξiξj ≤ a2|ξ|2.

(3)
Concerning the advection term, we assume that q = (q1, ..., qN ) is a C1,δ vector
field, for some δ > 0, which satisfies

div q = 0 in RN and ∀0 ≤ i ≤ N,
∫
C
qi = 0. (4)

The advection term in the equation is mostly motivated by combustion models
where the dynamics of the medium also plays an essential role. In such a context,
the fact that the flow q has zero divergence carries the physical meaning that the
medium is incompressible.

Furthermore, we will assume that f satisfies either of the following two assump-
tions.

Assumption 1 (Monostable nonlinearity). The function f : RN × R+ → R is of
class C1,α in (x, u) and C2 in u, and nonnegative on RN × [0, 1]. Concerning the
steady states of the periodic equation (1), we assume that

(i) the constants 0 and 1 are steady states (that is, f(·, 0) ≡ f(·, 1) ≡ 0 in RN );
(ii) ∀u ∈ (0, 1), ∃x ∈ RN , f(x, u) > 0.

(iii) there exists some ρ > 0 such that f(x, u) is nonincreasing with respect to u in
the set RN × (1− ρ, 1].

Notice that, if 0 ≤ p(x) ≤ 1 is a periodic stationary state, then p ≡ 0 or p ≡ 1.
Indeed, since f(x, p) ≥ 0, the strong maximum principle enforces p to be identically
equal to its minimum, thus constant and, by (ii), the constant has to be 0 or 1.

Assumption 2 (Ignition nonlinearity). The function f : RN × R+ → R is locally
Lipschitz-continuous on RN ×R+, and nonnegative on RN × [θ, 1]. Concerning the
steady states of the periodic equation (1), we assume that

(i) there exists 0 < θ < 1 such that

∀0 ≤ u ≤ θ, ∀x ∈ RN , f(x, u) = 0,

as well as

∀x ∈ RN , f(x, 1) = 0.

(ii) ∀u ∈ (θ, 1), ∃x ∈ RN , f(x, u) > 0.
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(iii) there exists some ρ > 0 such that f(x, u) is nonincreasing with respect to u in
the set RN × (1− ρ, 1].

Notice that, similarly as above, (ii) implies that if θ ≤ p(x) ≤ 1 is a periodic
stationary state then p ≡ θ or p ≡ 1.

1.2. Comments and related results. Under Assumption 1, Assumption 2, equa-
tion (1) is referred to as the monostable equation, the ignition equation respectively.
Both sets of assumptions arise in various fields of physics and the life sciences, and
especially in combustion and population dynamics models where propagation phe-
nomena are involved. Indeed, a particular feature of these equations is the formation
of traveling fronts, that is particular solutions describing the transition at a con-
stant speed from one stationary solution to another. Such solutions have proved in
numerous situations their utility in describing the spatio-temporal dynamics of a
population, or the propagation of a flame modelled by a reaction-diffusion equation.

Equation (1) is a heterogeneous version of the well known reaction-diffusion equa-
tion

∂tu = ∆u+ f(u), (5)

where typically f belongs to one of the three following classes: monostable, igni-
tion and bistable. Homogeneous reaction-diffusion equations have been extensively
studied in the literature (see [16], [2, 3], [11], [9], [24] among others) and are known
to support the existence of monotone traveling fronts. In particular, for monostable
nonlinearities, there exists a critical speed c∗ such that all speeds c ≥ c∗ are admis-
sible, while in the bistable and ignition cases, the admissible speed c = c∗ is unique.
Moreover, in both cases, the speed c∗ corresponds to the so-called spreading speed
of propagation of compactly supported initial data.

Among monostable nonlinearities, one can distinguish the ones satisfying the

Fisher-KPP assumption, namely u 7→ f(u)
u is maximal at 0 (meaning that the

growth per capita is maximal at small densities), the most famous example being
introduced by Fisher [12] and Kolmogorov, Petrovsky and Piskunov [17] to model
the spreading of advantageous genetic features in a population:

∂tu = ∆u+ u(1− u).

Let us notice that our work stands in the larger class of monostable nonlinearities.
Nevertheless, much attention was more recently devoted to the introduction of

some heterogeneity, taking various forms such as advection, spatially dependent
diffusion or reaction term. Taking such a matter into account is essential as far as
models are concerned, the environment being rarely homogeneous and may depend
in a non trivial way on the position in space (patches, periodic media, or more
general heterogeneity...). We refer to the seminal book of Shigesada and Kawasaki
[23], and the enlightening introduction in [7] where the reader can find very precise
and various references. As far as combustion models are concerned, one can consult
[9], [27] and the references therein.

Traveling front solutions in heterogeneous versions of (5) with periodicity in
space, in time, or more general media are studied in [25], [10], [15], [29], [4], [8],
[19], [20] among others. For very general reaction-diffusion equations, we refer to
[5] for a definition of generalized transition waves and their properties.

In this work, we restrict ourselves to the spatially periodic case, which provides
insightful information on the role and influence of the heterogeneity on the propaga-
tion, as well as a slightly more common mathematical framework. In this periodic
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setting, let us mention the following keystone results for ignition and monostable
nonlinearities. Weinberger [25] exhibited a direction dependent spreading speed for
planar-shaped initial data and proved, in the monostable case, that this spreading
speed is also the minimal speed of pulsating traveling waves moving in the same
direction. His approach relies on a discrete formalism, in contrast with the con-
struction of both monostable and ignition pulsating traveling waves by Berestycki
and Hamel [4], via more flexible PDE technics. In this PDE framework, note also
the work of Berestycki, Hamel and Roques [8] where KPP pulsating fronts are con-
structed without assuming the nonnegativity of the nonlinearity. Our main goal is
to study how these results behave when we vary the direction of propagation.

Let us give another motivation for our analysis of the dependence of the prop-
agation on the direction. Our primary interest was actually to study the sharp
interface limit ε→ 0 of

∂tu
ε = ε∆uε +

1

ε
f
(x
ε
, uε
)
, (6)

arising from the hyperbolic space-time rescaling uε(t, x) := u
(
t
ε ,

x
ε

)
of (1), with

A ≡ Id, q ≡ 0. The parameter ε > 0 measures the thickness of the diffuse interfacial
layer. As this thickness tends to zero, (6) converges — in some sense— to a limit
interface, whose motion is governed by the minimal speed (in each direction) of
the underlying pulsating fronts. This dependence of the speed on the (moving)
normal direction is in contrast with the homogeneous case and makes the analysis
quite involved. In particular, it turns out that we need to improve (by studying the
uniformity with respect to the direction) the known spreading properties [25], [4],
for both ignition and monostable nonlinearities in periodic media. We refer to [1]
for this singular limit analysis, using some of the results of the present work.

2. Main results. Before stating our main results in subsection 2.2, let us recall the
classical results on both pulsating fronts and spreading properties in subsection 2.1.

2.1. Pulsating fronts and spreading properties: Known results. The def-
inition of the so-called pulsating traveling wave was introduced by Xin [27] in the
framework of flame propagation. It is the natural extension, in the periodic frame-
work, of classical traveling waves. Due to the interest of taking into account the role
of the heterogeneity of the medium on the propagation of solutions, a lot of atten-
tion was later drawn on this subject. As far as monostable and ignition pulsating
fronts are concerned, we refer to the seminal works of Weinberger [25], Berestycki
and Hamel [4]. Let us also mention [8], [13], [14], [19] for related results.

For the sake of completeness, let us first recall the definition of a pulsating
traveling wave for the equation (1), as stated in [4].

Definition 2.1 (Pulsating traveling wave). A pulsating traveling wave solution,
with speed c > 0 in the direction n ∈ SN−1, is an entire solution u(t, x) — t ∈ R,
x ∈ RN— of (1) satisfying

∀k ∈
N∏
i=1

LiZ, u(t, x) = u

(
t+

k · n
c
, x+ k

)
,

for any t ∈ R and x ∈ RN , along with the asymptotics

u(−∞, ·) = 0 < u(·, ·) < u(+∞, ·) = 1,
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where the convergences in ±∞ are understood to hold locally uniformly in the space
variable.

One can easily check that, for any c > 0 and n ∈ SN−1, u(t, x) is a pulsating
traveling wave with speed c in the direction n if and only if it can be written in the
form

u(t, x) = U(x · n− ct, x),

where U(z, x) — z ∈ R, x ∈ RN— satisfies

for all z ∈ R, U(z, ·) : RN → R is periodic,

U(−∞, ·) = 1 < U(·, ·) < U(+∞, ·) = 0 uniformly w.r.t. the space variable,

along with the following equation

divx(A∇xU) + (n ·An) ∂zzU + divx(An∂zU) + ∂z(n ·A∇xU)

+ q · ∇xU + (q · n) ∂zU + c∂zU + f(x, U) = 0, on R× RN .
(7)

We can now recall the results of [4] (see also [25] for the monostable case), on
the existence of pulsating traveling waves for the spatially periodic monostable and
ignition equations. Precisely, the following holds.

Theorem 2.2 (Monostable, ignition pulsating fronts, [4],[25]). • Assume f is
of the spatially periodic monostable type, i.e. f satisfies (2) and Assumption 1.
Then for any n ∈ SN−1, there exists c∗(n) > 0 such that pulsating traveling
waves with speed c in the direction n exist if and only if c ≥ c∗(n).

• Assume f is of the spatially periodic ignition type, i.e. f satisfies (2) and
Assumption 2. Then for any n ∈ SN−1, there exists a unique (up to time
shift) pulsating traveling wave, whose speed we denote by c∗(n) > 0.

Furthermore, in both cases, any pulsating traveling wave is increasing in time.

The introduction of these pulsating traveling waves was motivated by their ex-
pected role in describing the large time behavior of solutions of (1) for a large class
of initial data. In this context, let us state the result of [25] for planar-shaped initial
data.

Theorem 2.3 (Spreading properties, [25]). Assume that f is of the spatially pe-
riodic monostable or ignition type, i.e. f satisfies (2) and either of the two As-
sumptions 1 and 2. Let u0 be a nonnegative and bounded initial datum such that
‖u0‖∞ < 1 and

∃C > 0, x · n ≥ C ⇒ u0(x) = 0,

lim inf
x·n→−∞

u0(x) > 0 (monostable case), lim inf
x·n→−∞

u0(x) > θ (ignition case)

for some n ∈ SN−1.
Then the solution u of (1), with initial datum u0, spreads with speed c∗(n) in the

n-direction in the sense that

∀c < c∗(n), lim
t→+∞

sup
x·n≤ct

|1− u(t, x)| = 0, (8)

∀c > c∗(n), lim
t→+∞

sup
x·n≥ct

u(t, x) = 0. (9)
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Remark 1 (Link between spreading speed and wave speed). In [25], Weinberger
was actually concerned with a more general discrete formalism where pulsating
waves are not always known to exist. Therefore, the fact that the spreading speed
and the minimal wave speed are one and the same was only explicitly stated in the
monostable case.

However, under the ignition Assumption 2 and benefiting from the results in [4],
it is clear by a simple comparison argument that the solution associated with any
such initial datum spreads at most with the wave speed c∗(n), namely (9) holds
true. Furthermore, one may check, using for instance U∗(x ·n− (c∗(n)−α)t, x)− δ
as a subsolution of (1), where U∗ is the pulsating wave with speed c∗(n) and α > 0,
δ > 0 are small enough, that (8) also holds true, at least for some large enough
initial data. Thus, the spreading speed exhibited by Weinberger must be c∗(n), as
one would expect.

We will use a very similar argument in Section 7, which is why we omit the details.
Moreover, it is a simplification of a classical argument, which originates from [11]
in the homogeneous framework, and usually aims at proving the stronger property
that the profile of such a solution u(t, x) of the Cauchy problem converges to that of
the ignition pulsating wave. We refer for instance to the work of Zlatoš [30], which
dealt with a fairly general multidimensional heterogeneous (not necessarily periodic)
framework, and covers the above result under the additional assumption that f(x, u)
is bounded from below by a standard homogeneous ignition nonlinearity.

Various features of pulsating fronts and many generalizations of spreading prop-
erties have been studied recently. Nevertheless, as far as we know, nothing is known
on the dependence of these results on the direction of propagation. Our results stand
in this new framework and are stated in the next subsection.

2.2. Pulsating fronts and spreading properties: Varying the direction. As
recalled above, the periodic ignition equation admits a unique pulsating traveling
wave in any direction n ∈ SN−1, while the periodic monostable equation (1) admits
pulsating traveling waves in any direction n ∈ SN−1, for any speed larger than some
critical c∗(n) > 0. The latter is a consequence of the former, as was proved in [4] by
approximating the monostable equation with an ignition type equation. With some
modifications of their argument, we will prove the following continuity property.

Theorem 2.4 (Continuity of minimal speeds). Assume that f is of the spatially
periodic monostable or ignition type, i.e. f satisfies (2) and either of the two As-
sumptions 1 or 2.

Then the mapping n ∈ SN−1 7→ c∗(n) is continuous.

In the Fisher-KPP case the continuity of the velocity map n 7→ c∗(n), even if not
explicitly stated, seems to follow from the characterization of c∗(n) (see [25], [4]).
However, for other types of nonlinearities (and in particular, in the more general
monostable case), such a property seems to be far from obvious.

Remark 2. After this work was submitted, it was pointed out to us that Rossi
in [22] proves the lower-semi continuity of n 7→ c∗(n) for ignition and monostable
nonlinearities, as well as in the bistable regime under suitable assumptions that
guarantee the existence of pulsating fronts [26, 28]. Let us also notice that the
main part of our proof of Theorem 2.4 — as well as that of Theorem 2.5 below—
remains valid when assuming that f(x, u) ≤ 0 for all u ∈ [0, θ] and x ∈ RN in-
stead of f(x, u) = 0 as in part (i) of Assumption 2. More precisely, provided that
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there exists a unique pulsating front with positive speed in each direction, only the
proof of claim (16) i.e. minn∈SN−1 c∗(n) > 0 needs to be modified: however, this
inequality immediately follows from the lower-semi continuity in [22]. Therefore,
our Theorems 2.4 and 2.5 also hold for some bistable nonlinearities satisfying the
assumptions of [26, 28], [22], typically f(u) = u(1− u)(u− θ) and A, q are close to
constants.

For the sake of completeness, let us state the continuity of the profile of the
ignition wave, which will be proved at the same time than the continuity of speeds.

Theorem 2.5 (Continuity of ignition waves). If f satisfies (2) and the ignition
Assumption 2, then the mapping

n ∈ SN−1 7→ U∗(z, x;n)

is continuous with respect to the uniform topology, where

u∗(t, x;n) = U∗(x · n− c∗(n)t, x;n)

is the unique pulsating traveling wave in the n direction, with the normalization
minx∈RN U

∗(0, x;n) = 1+θ
2 .

In Section 3, we deal with the ignition case, proving both the continuity of the
speed (Theorem 2.4) and that of the profile (Theorem 2.5). To do so we take
advantage of the uniqueness of the pulsating wave in each direction.

Then, in Section 4, we approach our original monostable equation by some igni-
tion type problems, and prove that the associated ignition speeds converge to c∗(n)
not only pointwise (as in [4]), but even uniformly with respect to n ∈ SN−1. The
continuity of the minimal speed (Theorem 2.4) then immediately follows. Unfor-
tunately, the lack of a rigorous uniqueness result of the monostable pulsating wave
with minimal speed (at least up to our knowledge) prevents us from stating con-
tinuity of its profile with respect to the speed of propagation. We refer to [14] for
uniqueness results in the Fisher-KPP case and discussion on the general monostable
framework.

We also stated above the well known fact that for any planar-like initial data
in some direction n, the associated solution of (1) spreads in the n direction with
speed c∗(n). Our main result consists in improving (compare Theorem 2.6 with
Theorem 2.3) this property by adding some uniformity with respect to n ∈ SN−1,
as follows.

Theorem 2.6 (Uniform spreading). Assume that f is of the spatially periodic
monostable or ignition type, i.e. f satisfies (2) and either Assumption 1 or As-
sumption 2. Let a family of nonnegative initial data (u0,n)n∈SN−1 be such that

∃C > 0, ∀n ∈ SN−1, x · n ≥ C ⇒ u0,n(x) = 0, (10)

∃µ > θ (ignition case)

∃µ > 0 (monostable case)

}
, ∃K > 0, inf

n∈SN−1, x·n≤−K
u0,n(x) ≥ µ,

(11)
sup

n∈SN−1

sup
x∈RN

u0,n(x) < 1. (12)

We denote by (un)n∈SN−1 the associated family of solutions of (1).
Then, for any α > 0 and δ > 0, there exists τ > 0 such that for all t ≥ τ ,

sup
n∈SN−1

sup
x·n≤(c∗(n)−α)t

|1− un(t, x)| ≤ δ, (13)
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sup
n∈SN−1

sup
x·n≥(c∗(n)+α)t

un(t, x) ≤ δ. (14)

The difficult part is again to deal with the monostable case. The proof of the
lower spreading property (13) will again rely on an ignition approximation of the
monostable equation, whose traveling waves will serve as nontrivial subsolutions
of (1). This is performed in Section 5. Then, Section 6 is devoted to the proof
of the upper spreading property: we prove (14) in subsection 6.1 and, for sake of
completeness, relax assumption (12) in subsection 6.2.

Last, in Section 7, we prove Theorem 2.6 in the ignition case.

3. Continuity of ignition waves. Let us here consider a periodic nonlinearity f
of the ignition type, namely satisfying Assumption 2. As announced, we will prove
simultaneously the continuity of both mappings n 7→ c∗(n) and n 7→ U∗(z, x;n),
where we recall that c∗(n) and U∗(x ·n−c∗(n)t, x;n) denote respectively the unique
admissible speed and the unique pulsating wave in the direction n, normalized by

min
x∈RN

U∗(0, x;n) =
1 + θ

2
. (15)

Proofs of Theorem 2.4 (ignition case) and Theorem 2.5. We first claim (we post-
pone the proof to the end of this section) that

κ := inf
n∈SN−1

c∗(n) > 0. (16)

Let us now prove that c∗(n) is also bounded from above, using

(t, x) 7→ v(t, x) := min{1, θ + Ce−λ(x·n−2a1λt)}
as a supersolution of (1). Here C and λ are positive constants to be chosen later,
and a1 comes from hypothesis (3). Indeed, when v < 1, it satisfies

∂tv − div (A(x)∇v)− q(x) · ∇v − f(x, v)

=
[
2a1λ

2 − (n ·An)λ2 + λ div (An) + λq · n
]
× Ce−λ(x·n−2a1λt) − f(x, v)

≥
[
a1λ

2 − λ |div (An)| − λ|q · n| −M
]
× Ce−λ(x·n−2a1λt) > 0, (17)

where

M := sup
x∈RN ,u∈[0,1]

f(x, u)

|u− θ|
< +∞ (18)

comes from the Lipschitz continuity of f , and the last inequality holds provided
that λ is large enough, independently of n ∈ SN−1. As 1 is a solution of (1), it is
then clear that v is a generalized supersolution of (1). Then, choosing C > 0 so
that v(t = 0, x) lies above the traveling wave u∗(t = 0, x;n) = U∗(x ·n, x;n) at time
0, we can apply the comparison principle and obtain that c∗(n) ≤ 2a1λ. Putting
this fact together with (16), we conclude that

0 < κ := inf
n∈SN−1

c∗(n) ≤ sup
n∈SN−1

c∗(n) =: K < +∞. (19)

We now let some sequence of directions nk → n ∈ SN−1. As we have just shown,
the sequence c∗(nk) is bounded and, up to extraction of a subsequence, c∗(nk) →
c > 0. We also choose the shifts zk so that, for all k, maxx∈RN U

∗(zk, x;nk) = θ.
In particular, recalling that U∗ is monotonically decreasing with respect to its first
variable, we have for all k that

∀z ≥ zk,∀x ∈ RN , 0 < U∗(z, x;nk) ≤ θ.
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Then

uk(t, x) := U∗(zk + x · nk, x+ c∗(nk)tnk;nk)

satisfies

∂tuk = div (A(x)∇uk) + q(x) · ∇uk + c∗(nk)∇uk · nk, (20)

for all t ∈ R and all x in the half-space x · nk ≥ 0 (recall that U∗ solves (7) and
that, in the ignition case, f(x, u) = 0 if 0 ≤ u ≤ θ).

Let us now find a supersolution of (20) of the exponential type, namely

uk(t, x) := φk(t, x)× e−λ0 x·nk , (21)

where φk will be a well-chosen positive and bounded function.
For any n ∈ SN−1, one may define (see Proposition 5.7 in [4]) the principal

eigenvalue problem {
−Ln,λφn,λ = µ(n, λ)φn,λ in RN ,
φn,λ > 0 is periodic,

where

Ln,λφ := div (A∇φ) +λ2(n ·An)φ−λ(div(Anφ) +n ·A∇φ) + q · ∇φ−λ(q ·n+κ)φ,

with κ > 0 given by (16). In the sequel, the eigenfunction φn,λ is normalized so
that

min
x∈C

φn,λ(x) = θ.

As stated in Proposition 5.7 of [4], the function λ 7→ µ(n, λ) is concave and satisfies,
for any n, that µ(n, 0) = 0 (any positive constant is clearly a principal eigenfunction
of −Ln,0), and ∂λµ(n, 0) = κ > 0.

It follows that one can find some small λ0 > 0 such that, for any n ∈ SN−1,

µ(n, λ0) > 0.

Indeed, proceed by contradiction and assume that for any j ∈ N∗, there exists nj
such that µ(nj , 1/j) ≤ 0. Then, by µ(nj , 0) = 0 and by concavity, one has that
µ(nj , λ) ≤ 0 for all λ > 1

j . By uniqueness of the principal normalized eigenfunction,

it is straightforward to check that µ(n, λ) depends continuously on both n and λ,
as well as φn,λ with respect to the uniform topology. Thus, one can pass to the
limit and conclude that µ(n∞, λ) ≤ 0 for some n∞ = limnj (up to extraction of a
subsequence) and all λ ≥ 0. This contradicts the fact that ∂λµ(n∞, 0) = κ > 0.

Notice that, by continuity of the eigenfunction with respect to n and λ in the
uniform topology, it is clear that for any bounded set Λ,

max
n∈SN−1

max
λ∈Λ

max
x∈C

φn,λ(x) < +∞. (22)

Choosing λ0 as above and

φk(t, x) := φnk,λ0(x+ c∗(nk)tnk),

in (21), one gets that

∂tuk − div (A(x)∇uk)− q(x) · ∇uk − c∗(nk)∇uk · nk
= [c∗(nk)nk · ∇φnk,λ0 − Lnk,λ0φk + λ0(−κ+ c∗(nk))φk − c∗(nk)nk · ∇φnk,λ0 ]

×e−λ0(x·nk)

= [µ(nk, λ0) + λ0(c∗(nk)− κ)]uk > 0.

In other words, as announced, uk is a supersolution of (20).
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Let us now prove that

∀t ∈ R, ∀x · nk ≥ 0, uk(t, x) ≤ uk(t, x). (23)

Proceed by contradiction and define a sequence of points (tj , xj)j∈N such that

uk(tj , xj)− uk(tj , xj)→ sup
t∈R,x·nk≥0

(uk(t, x)− uk(t, x)) > 0.

Now write xj = (xj ·nk)nk + yj for any j ≥ 0. Note that, since uk(t, x) and uk(t, x)
both tend to 0 as x · nk → +∞ uniformly with respect to t, then (xj · nk)j∈N
must be bounded. Thus, up to extraction of a subsequence, we can assume that
xj · nk → a ≥ 0 as j → ∞. Moreover, since yj is orthogonal to nk, since φnk,λ0

is
periodic and since U∗ is periodic with respect to its second variable, we can assume
without loss of generality that yj + c∗(nk)tjnk ∈ C the cell of periodicity. As yj
is orthogonal to nk for all j ∈ N, we can extract a subsequence such that both
yj → y∞ ∈ RN and tj → t∞ ∈ R.

Finally, uk − uk reaches its positive maximum, over t ∈ R and x · nk ≥ 0, at
(t = t∞, x = ank + y∞). Moreover, as

∀x · nk = 0, uk(0, x) ≤ θ ≤ uk(0, x),

the maximum is reached at an interior point, which contradicts the parabolic max-
imum principle. Thus, (23) is proved.

Now, by standard parabolic estimates and up to extraction of a subsequence,

we can assume that, as k → ∞, the sequence u∗
(
t− zk

c∗(nk) , x;nk

)
= U∗(x · nk −

c∗(nk)t + zk, x;nk) converges locally uniformly, along with its derivatives, to a so-
lution u∞(t, x) of (1). Moreover, u∞ satisfies

∀l ∈ ΠN
i=1LiZ, u∞(t, x) = u∞

(
t+

l · n
c
, x+ l

)
.

In a similar way than the discussion after Definition 2.1 of pulsating waves, this
means that u∞(t, x) = U∞(x · n− ct, x) where U∞(z, x) is periodic with respect to
its second variable and satisfies

divx(A∇xU) + (n ·An) ∂zzU + divx(An∂zU) + ∂z(n ·A∇xU)

+ q · ∇xU + (q · n) ∂zU + c∂zU + f(x, U) = 0 on R× RN .
It is then straightforward to retrieve that the sequence U∗(z + zk, x;nk) also con-
verges, along with its derivatives, to this function U∞(z, x). In particular, U∞ is
nonincreasing with respect to its first variable, and satisfies the inequalities

0 ≤ U∞(z, x) ≤ 1.

Furthermore, noticing that u∗
(
t− zk

c∗(nk) , x;nk

)
= uk(t, x − c∗(nk)tnk), it follows

from passing to the limit in (23), and thanks to (22), that

u∞(t, x) ≤ Ae−λ0(x·n−ct),

for some A > 0 and all x · n ≥ ct.
Thus, U∞(x · n− ct, x) ≤ Ae−λ0(x·n−ct), for all t ∈ R and x · n ≥ ct. This means

that U∞(z, x) converges exponentially to 0 as z → +∞, uniformly with respect to
its second variable:

∀z ≥ 0, ∀x ∈ RN , U∞(z, x) ≤ Ae−λ0z. (24)

By monotonicity with respect to its first variable, U∞(z, x) converges as z → −∞
to some periodic function p(x). Or, equivalently, u∞(t, x) converges as t → +∞
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to the same function p(x). By standard parabolic estimates, we get that p(x)
is a periodic and stationary solution of (1). Hence, p is periodic and satisfies
−div(A(x)∇p) − q(x) · ∇p ≥ 0 so, by the strong maximum principle, it has to be
constant. Let us show that p ≡ 1. From our choice of the shifts zk and up to
extraction of another subsequence, there exists some x∞ such that U∞(0, x∞) = θ,
hence p ≥ θ. Assume first that p ≡ θ. Then u∞(t, x) ≤ θ for all t ∈ R and x ∈ RN
and, by the strong maximum principle, u∞ ≡ θ. This contradicts the inequality (24)
above. Therefore p > θ and, thanks to part (ii) of our ignition Assumption 2, p ≡ 1
the unique periodic stationary solution of (1) above θ.

From the above analysis, we conclude that U∞(·, ·) = U∗(· + Z, ·;n) the unique
pulsating traveling wave in the n direction with speed c = c∗(n), where Z is the
unique shift such that maxx∈RN U

∗(Z, x;n) = θ. This in fact proves, by uniqueness
of the limit, that the whole sequence c∗(nk) converges to c∗(n), and that the whole
sequence U∗(· + zk, ·;nk) converges locally uniformly to U∗(· + Z, ·;n). This in
particular shows the continuity of the map n 7→ c∗(n), that is Theorem 2.4 in the
ignition case.

Let us now conclude the proof of Theorem 2.5. Let us first prove that the sequence
of shifts zk is bounded. The normalization (15) implies that U∗(0, yk;nk) = 1+θ

2 ,
for some yk ∈ C that (up to some subsequence) converges to some y ∈ C. Since
U∗(zk, yk;nk) → U∗(Z, y;n) ≤ θ and U∗(0, y;n) = 1+θ

2 , the monotonicity of trav-
eling waves enforces zk ≥ 0 for k large enough. Now proceed by contradiction and
assume that (up to some subsequence) zk → +∞. Then, for all −zk ≤ z ≤ 0,

U∗(z + zk, yk;nk) ≤ U∗(0, yk;nk) =
1 + θ

2
.

Passing to the limit as k → +∞, we get that

U∞(z, y) ≤ 1 + θ

2
,

for all z ≤ 0. This contradicts the fact that U∞ is a pulsating traveling wave and
converges to 1 as z → −∞.

From the boundedness of the sequence zk, we can now rewrite the convergence
as follows: the sequence U∗(·, ·;nk) converges locally uniformly to U∗(·, ·;n). It
now remains to prove that this convergence is in fact uniform with respect to both
variables. Note first that uniformity with respect to the second variable immediately
follows from the periodicity. Furthermore, for a given δ > 0, let K > 0 be such
that, for any x ∈ RN ,

0 ≤ U∗(z, x;n) ≤ δ

2
and 1− δ

2
≤ U∗(−z, x;n) ≤ 1, for all z ≥ K. (25)

From the locally uniform convergence with respect to the first variable, we have,
for any k large enough,

‖U∗(·, ·;nk)− U∗(·, ·;n)‖L∞([−K,K]×R) ≤
δ

2
.

In particular, U∗(K,x;nk) ≤ δ and 1−δ ≤ U∗(−K,x;nk), so that, by monotonicity
with respect to the first variable, for any x ∈ RN and k large enough,

0 ≤ U∗(z, x;nk) ≤ δ and 1− δ ≤ U∗(−z, x;nk) ≤ 1, for all z ≥ K. (26)

Combining (25) and (26), we get

‖U∗(·, ·;nk)− U∗(·, ·;n)‖L∞((−∞,−K)∪(K,∞)×R) ≤ δ,
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for any k large enough. As a result the convergence of U∗(·, ·;nk) to U∗(·, ·;n) is
uniform in R×RN . This ends the proof of the continuity of ignition waves, that is
Theorem 2.5.

Proof of claim (16). Proceed by contradiction and assume that there exists a se-
quence nk ∈ SN−1 such that c∗(nk)→ 0.

Now for any k, recall that the pulsating wave is normalized by

min
x∈RN

U∗(0, x;nk) =
1 + θ

2
. (27)

Up to extraction of a subsequence, we can assume as above that nk → n and

u∗ (t, x;nk)→ u∞(t, x),

where the convergence is understood to hold locally uniformly, and u∞(t, x) is a
solution of (20). By the strong maximum principle, it is clear that 0 < u∞ < 1.
We also know, by the monotonicity of U∗(·, ·;nk) with respect to its first variable,
by (27) and by passing to the limit, that

u∞(t, x) ≥ 1 + θ

2
, ∀x · n ≤ 0.

Applying Weinberger’s result (see Theorem 2.3 as well as Remark 1), we get that
the solution spreads at least at speed c∗(n). In particular, as t → +∞, u∞(t, x)
converges locally uniformly to 1.

On the other hand, we fix x ∈ RN and s ≥ 0, then we let some vector l ∈ ΠN
i=1LiZ

be such that l ·n > 0. In particular, for any large k, one also has that l ·nk ≥ l·n
2 > 0.

Then, for all large k, using the fact that c∗(nk) → 0 and the monotonicity of
u∗(·, ·;nk) with respect to its first variable, we have that

u∗ (s, x;nk) ≤ u∗
(
l · nk
c∗(nk)

, x;nk

)
= u∗ (0, x− l;nk) .

By passing to the limit as k → +∞, we obtain that

u∞(s, x) ≤ u∞(0, x− l) < 1,

for all x ∈ RN and s ≥ 0. This contradicts the locally uniform convergence of
u∞(t, x) to 1 as t→ +∞. The claim is proved.

4. Continuity of the monostable minimal speed. Let us here consider a pe-
riodic nonlinearity f of the monostable type, namely satisfying Assumption 1. We
will prove the continuity of the mapping n 7→ c∗(n), that is Theorem 2.4. To do so,
we introduce a family fε(x, u), for small ε > 0, of ignition nonlinearities which serve
as approximations from below of the monostable nonlinearity f(x, u). Our aim is
to prove that, by passing to the limit as ε→ 0, we indeed retrieve the dynamics of
the monostable equation. This will be enough to prove Theorem 2.4.

The family (fε)ε, for small enough ε > 0, is chosen as follows:

∀x ∈ RN ,


∀u ∈ [−ε, 0], fε(x, u) = 0

∀u ∈ [0, 1− ε] , fε(x, u) = f(x, u)

∀u ∈
[
1− ε, 1− ε

2

]
, fε(x, u) = f (x, 1− ε+ 2(u− (1− ε))) .

Notice that ‖fε− f‖L∞(−ε,1) → 0 as ε→ 0, and that, thanks to Assumption 1 (iii),
fε lies below f and 0 < ε < ε′ implies fε ≥ fε′ . Also, the equation

∂tu = div(A(x)∇u) + q(x) · ∇u+ fε(x, u), (28)
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where u is to take values between −ε and 1− ε
2 , is of the ignition type in the sense

of Assumption 2 (where 0, θ, 1 are replaced by −ε, 0 and 1 − ε
2 respectively). In

particular, for each n ∈ SN−1, there exists a unique ignition pulsating traveling
wave

u∗ε(t, x;n) = U∗ε (x · n− c∗ε(n)t, x;n)

of (28) in the n direction with speed c∗ε(n) > 0, normalized by

min
x∈RN

U∗ε (0, x;n) =
1

2
.

Furthermore, we have already proved in the previous section that the mappings
n 7→ c∗ε(n) and n 7→ U∗ε (·, ·;n) are continuous (with respect to the uniform topology).

Theorem 4.1 (Convergence of speeds). Assume that f is of the spatially periodic
monostable type, i.e. f satisfies (2) and Assumption 1. Let fε(x, u) be defined as
above.

Then, as ε→ 0, c∗ε(n)↗ c∗(n) uniformly with respect to n ∈ SN−1.

As mentioned before, pointwise convergence was shown in [4], where the goal was
to prove existence of monostable traveling waves for the range of speeds [c∗(n),+∞).
Here we prove that the convergence is actually uniform, which together with the
continuity of speeds in the ignition case, immediately insures the continuity of n 7→
c∗(n), that is Theorem 2.4 in the monostable case.

Proof. First note that, for any fixed n ∈ SN−1 and ε > 0, c∗ε(n) ≤ c∗(n). Indeed,
recalling that U∗ε (z, x;n) connects 1− ε

2 to −ε, one can find some shift Z ∈ R such
that U∗ε (z + Z, x;n) ≤ U∗(z, x;n), where U∗ denotes a monostable pulsating trav-
eling wave — connecting 1 to 0— with the minimal speed c∗(n). By a comparison
argument, it follows that c∗ε(n) ≤ c∗(n). It is also very similar to check that, for
any n ∈ SN−1, 0 < ε < ε′ implies c∗ε(n) ≥ c∗ε′(n).

Let us now consider some sequences εk → 0 and nk → n. Consider the estimate
(19) where κ and K should a priori depend on ε. First, it is clear from the above
that κ(ε) := infn c

∗
ε(n) is nonincreasing with respect to ε. Also, since

sup
0<ε≤ε0

Mε := sup
0<ε≤ε0

sup
x∈RN ,u∈[−ε,1− ε2 ]

fε(x, u)

|u|
< +∞

(compare with (18)), arguing as we did to derive (19), we see thatK(ε) := supn c
∗
ε(n)

is uniformly bounded from above. As a result, we have

0 < κ := inf
0<ε≤ε0

inf
n∈SN−1

c∗(n) ≤ sup
0<ε≤ε0

sup
n∈SN−1

c∗(n) =: K < +∞. (29)

Hence, we can assume, up to extraction of a subsequence, that c∗εk(nk) → c∞ > 0
as k →∞. In order to prove Theorem 4.1, we have to prove that c∞ = c∗(n).

We begin by showing that U∗εk(z, x;nk) converges as k → ∞ to a monostable
pulsating traveling wave of (1), up to extraction of a subsequence. Indeed, pro-
ceeding as before, one can use standard parabolic estimates to extract a converging
subsequence of pulsating ignition traveling waves, such that

U∗εk(z, x;nk)→ U∞(z, x),

as k → +∞ locally uniformly with respect to (z, x) ∈ R × RN . Furthermore,
0 ≤ U∞(z, x) ≤ 1 solves (7) with c = c∞, is nonincreasing with respect to z,
periodic with respect to x, and satisfies minx∈RN U∞(0, x) = 1

2 . In particular, U∞
converges as z → ±∞ to two periodic stationary solutions of (1), which under the
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monostable Assumption 1 can only be 0 and 1. We can conclude that U∞ is a
monostable pulsating traveling wave with speed c∞, hence c∞ ≥ c∗(n).

We now prove that c∞ = c∗(n). Notice that fε lies below f but, since the
direction varies, we cannot use a simple comparison argument to conclude that
c∞ ≤ c∗(n). Instead, we will use a sliding method as in [4]. To do so, we shall need
the following lemma.

Lemma 4.2 (Some uniform estimates). There exists C > 0 such that, for any small
ε > 0 and n ∈ SN−1, the ignition pulsating traveling wave U∗ε (z, x;n) satisfies

|∂zzU∗ε (·, ·;n)| ≤ −C∂zU∗ε (·, ·, n), |∇x∂zU∗ε (·, ·;n)| ≤ −C∂zU∗ε (·, ·, n).

Proof. Let us define u∗ε(t, x) := U∗ε (x·n−c∗ε(n)t, x;n). Then v(t, x) := ∂tu
∗
ε(t, x) > 0

satisfies

∂tv = div(A(x)∇v) + q(x) · ∇v + v ∂ufε(x, u
∗
ε), a.e. in R× RN .

From our definition of the ignition approximation fε(x, u), ‖∂ufε‖L∞(RN×(−ε,1− ε2 ))

is uniformly bounded, independently on small ε > 0 and n ∈ SN−1. Therefore,
from the interior parabolic Lp-estimates (see [21, Theorem 48.1] for instance) and
Sobolev embedding theorem, one gets

∀(t0, x0) ∈ R×RN , |∂tv(t0, x0)|+|∇xv(t0, x0)| ≤ C1 max
t0−1≤t≤t0,|x−x0|≤1

v(t, x), (30)

for some C1 > 0 which is independent on t0, x0, small ε > 0 and n ∈ SN−1.
Furthermore, for any n ∈ SN−1, choose N integers ki(n) ∈ {−1, 0, 1} such that

k(n)L · n = max
k1,...,kN∈{−1,0,1}

(k1L1, ...kNLN ) · n,

where k(n)L := (k1(n)L1, ...kN (n)LN ). Then

0 < inf
n∈SN−1

k(n)L · n ≤ sup
n∈SN−1

k(n)L · n < +∞,

and hence, thanks to (29),

0 < inf
0<ε≤ε0,n∈SN−1

k(n)L · n
c∗ε(n)

≤ sup
0<ε≤ε0,n∈SN−1

k(n)L · n
c∗ε(n)

< +∞.

By the parabolic Harnack inequality for strong solutions (see [18, Chapter VII] for
instance), we get

∀(t0, x0) ∈ R×RN , max
t0−1≤t≤t0,|x−x0|≤1

v(t, x) ≤ C2v

(
t0 +

k(n)L · n
c∗ε(n)

, x0 + k(n)L

)
,

(31)
for some C2 > 0 which is also independent on t0, x0, small ε > 0 and n ∈ SN−1.

Combining (30), (31) and the space-time periodicity of the traveling wave, we
get

∀(t0, x0) ∈ R× RN , |∂tv(t0, x0)|+ |∇xv(t0, x0)| ≤ C3v(t0, x0),

with C3 = C1C2. Now recall that U∗ε (z, x;n) = u∗ε

(
x·n−z
c∗ε(n) , x

)
. Thus

|∂zzU∗ε | =
1

c∗ε(n)2
|∂tv| ≤

C3

c∗ε(n)2
v = − C3

c∗ε(n)
∂zU

∗
ε ,
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|∇x∂zU∗ε | ≤
∣∣∣∣ −1

c∗ε(n)2
∂tv n−

1

c∗ε(n)
∇xv

∣∣∣∣
≤

(
1

c∗ε(n)2
+

1

c∗ε(n)

)
C3v = −

(
1

c∗ε(n)
+ 1

)
C3∂zU

∗
ε .

Since κ = inf0<ε≤ε0 infn∈SN−1 c∗ε(n) > 0, this proves the lemma.

Let us now go back to the proof of Theorem 4.1. Proceed by contradiction and
assume that c∞ ≥ c∗(n) + δ for some δ > 0. We plug U∗εk(·, ·;nk) into equation (7)
satisfied by U∗(·, ·;n) and, thanks to the above lemma, get

divx(A∇xU∗εk) + (n ·An) ∂zzU
∗
εk

+ divx(An∂zU
∗
εk

) + ∂z(n ·A∇xU∗εk)

+ q · ∇xU∗εk + (q · n) ∂zU
∗
εk

+ c∗(n)∂zU
∗
εk

+ f(x, U∗εk)

= (n ·An− nk ·Ank)∂zzU
∗
εk

+ divx((An−Ank)× ∂zU∗εk)

+∂z((n− nk) ·A∇xU∗εk) + (q · (n− nk))∂zU
∗
εk

+(c∗(n)− c∗εk(nk))∂zU
∗
εk

+ f(x, U∗εk)− fεk(x, U∗εk)

≥
[
4a2C|n− nk|+ divxA(n− nk) + |q||n− nk| −

δ

2

]
∂zU

∗
εk

≥ −δ
3
∂zU

∗
εk
> 0, (32)

provided k is large enough, and where a2 > 0 comes from (3). We now use the
sliding method. From the asymptotics

U∗εk(+∞, ·;nk) = −εk < 0 = U∗(+∞, ·;n),

U∗εk(−∞, ·;nk) = 1− εk
2
< 1 = U∗(+∞, ·;n),

one can define

τ0 := inf{τ : U∗εk(z + τ, x;nk) < U∗(z, x;n),∀z ∈ R,∀x ∈ RN} ∈ R.

Then, using again the asymptotics as well as the periodicity with respect to x of
any pulsating wave, there is some first touching point (z0, x0) ∈ R× RN such that

U∗εk(z0 + τ0, x0;nk) = U∗(z0, x0;n), and U∗εk(·+ τ0, ·;nk) ≤ U∗(·, ·;n).

Substracting the equation (7) satisfied by U∗(z, x;n) to the inequality (32) satisfied
by U∗εk(z + τ0, x;nk) above, and estimating it at point (z0, x0), we get that

0 ≥ −δ
3
∂zU

∗
εk

(z0 + τ0, x0;nk) > 0,

a contradiction. Hence, c∞ = c∗(n), and the convergence of c∗ε(n) to c∗(n) is
uniform.

Remark 3 (On the convergence of profiles). The argument above also shows that
the ignition traveling waves converge locally uniformly, up to a subsequence, to a
traveling wave with minimal speed of the monostable equation. Proceeding as in
Section 3 and thanks to the monotonicity of traveling waves, one can check that
this convergence is actually uniform in time and space. In particular, they do not
flatten as the parameter ε → 0. However, as the uniqueness of the monostable
traveling wave with minimal speed is not known [14], we cannot conclude on the
convergence of the whole sequence.
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5. The uniform lower spreading. In this section and the next, we will prove
Theorem 2.6 under the monostable assumption. The easier ignition case will be
dealt with in the last section.

We begin here with the uniform lower spreading property (13) of Theorem 2.6.
The argument again relies on the approximation from below by an ignition type
problem, and follow the footsteps of the proof of Theorem 4.1.

Proof of (13). Recall that fε(x, u) is an ignition type nonlinearity which approxi-
mates f(x, u) from below as ε→ 0. We still denote u∗ε(t, x) = U∗ε (x ·n−c∗ε(n)t, x;n)
the unique ignition pulsating traveling wave of (28) in the direction n, normalized
by minx∈RN U

∗
ε (0, x;n) = 1

2 .
As fε ≤ f , it is clear that u∗ε is a subsolution of (1), whose speed is arbitrary

close to c∗(n) as ε → 0 thanks to Theorem 4.1. This leads back to Weinberger’s
result [25], namely the fact that for any planar-like initial datum in the n direction,
the solution of (1) spreads with speed “at least” c∗(n) in the n direction.

Let us now make this spreading property uniform with respect to the family of
solutions (un)n∈SN−1 , as stated in Theorem 2.6. In the following µ and K are as
in assumption (11) (monostable case). Let α > 0 and δ > 0 be given. In view of
assumption (12) and the comparison principle we have un(t, x) ≤ 1. Hence to prove
(13), we need to find τ > 0 so that

inf
n∈SN−1

inf
x·n≤(c∗(n)−α)t

un(t, x) ≥ 1− δ, (33)

holds for all t ≥ τ .
In view of Theorem 4.1, we can fix ε > 0 small enough so that, for all n ∈ SN−1,

c∗ε(n) ≥ c∗(n)− α

2
. (34)

We then claim that one can find some tε > 0 such that

un(tε, x) ≥ 1− ε

2
, (35)

for all n ∈ SN−1 and all x such that x · n ≤ −K. We insist on the fact that tε does
not depend on n ∈ SN−1. To prove (35), let us define

S = {x ∈ RN : x · n ≤ c∗(n) for all n ∈ SN−1}.
We know from Theorem 2.4 that the mapping n 7→ c∗(n) is positive and continuous,
hence S has nonempty interior. It is then known (see Theorem 2.3 in [25], as well
as Remark 1 above) that for compactly supported initial data “with large enough
support”, the associated solution of (1) converges locally uniformly to 1 as t→ +∞
(in fact, even uniformly on the expanding sets tS ′ for any subset S ′ of the interior of
S; also, under the additional assumption that 0 is linearly unstable with respect to
the periodic problem, this is even true for any non trivial and compactly supported
initial datum, regardless of its size [7], [6]). More precisely, let uR be the solution
of (1) associated with the initial datum u0,R(x) = µ × χBR(x), where R is a large
but fixed positive constant (depending on µ) which we can assume to be larger than

2
√
N maxi Li. Here BR denotes the ball of radius R centered at the origin. Then

uR converges locally uniformly to 1 as t→ +∞. In particular,

uR(tε, x) ≥ 1− ε

2
,

for some tε > 0 and all x ∈ B2R. Besides, for x0 ∈ ΠN
i=1LiZ such that x0 · n ≤

−K −R, we have — thanks to (11)— that un(0, x+ x0) ≥ uR(0, x). Then, by the
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comparison principle,

∀x ∈ B2R, un(tε, x+ x0) ≥ uR(tε, x) ≥ 1− ε

2
.

Since R > 2
√
N maxi Li, for all x · n ≤ −K, there exists x0 ∈ ΠN

i=1LiZ such that
x0 · n ≤ −K − R and x ∈ B2R(x0). Thus, we obtain un(tε, x) ≥ 1 − ε

2 , for all

n ∈ SN−1 and x · n ≤ −K, that is claim (35).
Now, recall that U∗ε (·, ·;n) is the pulsating traveling wave of equation (28) in

the direction n, connecting 1 − ε
2 to −ε. Hence, it follows from (35) that, for any

n ∈ SN−1, one can find some shift Zn such that

un(tε, x) ≥ U∗ε (x · n− c∗ε(n)tε + Zn, x;n). (36)

Actually, it suffices to select

Zn := min{z ∈ R : min
x∈C

U∗ε (−K − c∗ε(n)tε + z, x;n) ≤ 0} ∈ (0,∞).

Moreover, from the uniform continuity of ignition traveling waves w.r.t. the direc-
tion, namely Theorem 2.5, it is straightforward that the family (U∗ε (z, x;n))n∈SN−1

converges to −ε as z → +∞ uniformly with respect to n ∈ SN−1. Therefore, we
can also define the bounded real number Z := supn∈SN−1 Zn ∈ (0,∞), so that (36)
is improved to

∀n ∈ SN−1, un(tε, x) ≥ U∗ε (x · n− c∗ε(n)tε + Z, x;n).

Then we can apply the parabolic comparison principle to get

∀t ≥ tε,∀x ∈ RN ,∀n ∈ SN−1, un(t, x) ≥ U∗ε (x · n− c∗ε(n)t+ Z, x;n). (37)

Therefore it follows from (34), (37) and the monotonicity of the front that

un(t, x) ≥ U∗ε
(
−α

2
t+ Z, x;n

)
, (38)

for all n ∈ SN−1, all t ≥ tε and all x such that x ·n ≤ (c∗(n)−α)t. Using again the
uniform continuity of ignition traveling waves with respect to the direction, namely
Theorem 2.5, one can find some shift Z ′ > 0 such that, for all n ∈ SN−1,

z ≤ −Z ′ ⇒ U∗ε (z, x;n) ≥ 1− ε. (39)

Up to decreasing ε, we can assume that ε < δ without loss of generality. Now choose
τ ≥ tε such that −α2 τ + Z ≤ Z ′. Then, we get from (38) and (39) that

un(t, x) ≥ 1− δ,

for all n ∈ SN−1, t ≥ τ and x such that x · n ≤ (c∗(n)− α)t. We have thus proved
(33), and hence (13).

6. The uniform upper spreading. We conclude here the proof of Theorem 2.6
(monostable case), by proving the uniform upper spreading (14) in subsection 6.1.
Then in subsection 6.2 we again prove (14) — together with the uniform lower
spreading property (13)— when assumption (12) is relaxed.
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6.1. Proof of (14). We begin by proving some kind of uniform steepness of the
monostable minimal waves, which in turn will easily imply (14).

Proposition 1 (Steepness of critical waves). Assume that f is of the spatially
periodic monostable type, i.e. f satisfies (2) and Assumption 1.

Let u∗(t, x;n) = U∗(x · n− c∗(n)t, x;n) be a family of increasing in time pulsat-
ing traveling waves of (1), with minimal speed c∗(n) in each direction n ∈ SN−1,
normalized by U∗(0, 0;n) = 1

2 .
Then, the asymptotics U∗(−∞, x;n) = 1, U∗(∞, x;n) = 0 are uniform with

respect to n ∈ SN−1. Moreover, for any K > 0, we have

inf
n∈SN−1

inf
|z|≤K

inf
x∈RN

−∂zU∗(z, x;n) > 0,

and infn∈SN−1 inf |z|≤K infx∈RN U
∗(z, x;n) > 0.

Remark 4 (Lack of uniqueness). Such a family of traveling waves is always known
to exist. However, the uniqueness of the traveling wave with minimal speed in
each direction is not known. We shall prove that any sequence of increasing in
time traveling waves with minimal speed in the directions nk → n converges, up to
extraction of a subsequence, to an increasing in time traveling wave with minimal
speed in the direction n, as we did in the ignition case. The proposition then easily
follows, but the lack of uniqueness is the reason we state this result in a slightly
different way.

Proof. Proceeding as explained in the above remark, choose some sequence nk →
n ∈ SN−1. As before, one can extract a subsequence such that u∗(·, ·;nk) converges
locally uniformly to a solution u∞ of (1). By the continuity of the speeds c∗(n)
with respect to n, as proved in Theorem 2.4, the function u∞ also satisfies

∀l ∈
N∏
i=1

LiZ, u∞(t, x) = u∞

(
t+

l · n
c∗(n)

, x+ l

)
.

Moreover, it is nondecreasing in time, hence increasing in time by applying the
strong maximum principle to ∂tu∞. In particular, it converges to two spatially
periodic stationary solutions as t→ ±∞ which, as before and thanks to the monos-
table assumption, must be 0 and 1. As announced, u∞ is an increasing in time
traveling wave with minimal speed in the direction n. Reasoning by contradiction,
it is now straightforward to prove Proposition 1.

Proof of (14). First, from Proposition 1 above, and hypotheses (10)—(12), one
can find some shift K1 > 0 large enough so that, for any n ∈ SN−1, u0,n(x) ≤
U∗(x · n−K1, x;n). Thus, by the comparison principle,

un(t, x) ≤ U∗(x · n− c∗(n)t−K1, x;n).

For any α > 0 and δ > 0, let τ be such that U∗(ατ −K1, x;n) ≤ δ, for all n ∈ SN−1

and x ∈ RN , which is again made possible by Proposition 1. Then (14) immediately
follows.

6.2. Relaxing assumption (12). We here consider the case when the family
(u0,n)n∈SN−1 does not necessarily satisfy (12), but is only uniformly bounded: there
is M > 0 such that

∀x ∈ RN ,∀n ∈ SN−1, u0,n(x) ≤M. (40)
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We prove that, in such a situation, the uniform lower and upper spreading properties
(13) and (14) remain true if we make the following additional assumptions on the
behavior of f , and in particular on its behavior above the stationary state p.

Assumption 3 (Additional assumptions). (i) There is φ(t, x) a solution of (1)
such that φ(0, ·) ≥M , and φ(t, x) converges uniformly to 1 as t→ +∞.

(ii) The steady state 0 of (1) is linearly unstable with respect to periodic pertur-
bations.

(iii) There exists some ρ > 0 such that f(x, u) is nonincreasing with respect to u
in the set RN × (1− ρ, 1 + ρ).

The first part of this assumption holds true, for instance, if f(x, s) < 0 for all
x ∈ RN and s > 1. As we will see below, the second part can be expressed in terms
of some principal eigenvalue problem, and holds true as soon as ∂uf(x, 0) is positive
on a non empty set. The last part is a natural extension of (iii) of Assumption 1.

Combining (33), whose proof does not require assumption (12), and a comparison
of the solutions (un)n∈SN−1 with φ given by the above assumption, it is clear that
the lower spreading property (13) still holds true. In the sequel, we prove the upper
spreading property (14). We start with the following proposition, whose proof is
identical to that of Proposition 1 and does not require Assumption 3.

Proposition 2 (Steepness of noncritical waves). Assume that f is of the spatially
periodic monostable type, i.e. f satisfies (2) and Assumption 1.

For any α > 0, let uα(t, x;n) = Uα(x · n − (c∗(n) + α)t, x;n) be a family of
increasing in time pulsating traveling waves of (1), in direction n, with speed c∗(n)+
α, normalized by Uα(0, 0;n) = 1

2 .
Then, the asymptotics Uα(−∞, x;n) = 1, Uα(∞, x;n) = 0 are uniform with

respect to n ∈ SN−1. Moreover, for any K > 0, we have

inf
n∈SN−1

inf
|z|≤K

inf
x∈RN

−∂zUα(z, x;n) > 0,

and infn∈SN−1 inf |z|≤K infx∈RN Uα(z, x;n) > 0

We now turn to the proof of the upper spreading property (14), which relies on
the construction of a suitable family of supersolutions that were already used in [14]
(following an idea of [11]).

Proof of (14). Let α > 0 and δ > 0 be given. We need to find τ > 0 so that
estimate (14) holds for all t ≥ τ .

First, we need to introduce some notations, and some well known results (see
[27], [4], [14] among others). We begin with the principal eigenvalue problem{

−L0,n,λφn,λ = µ0(n, λ)φn,λ in RN ,
φn,λ is periodic, φn,λ > 0, ‖φn,λ‖∞ = 1,

(41)

where

L0,n,λφ = div (A∇φ) + λ2(n ·An)φ− λ(div(Anφ) + n ·A∇φ)

+q · ∇φ− λ(q · n)φ+ ∂uf(x, 0)φ.

This arises, similarly as in Section 3, when looking for moving exponential solutions
of the type e−λ(x·n−ct)φn,λ(x) of the linearized problem around 0. Such solutions
exist if and only if

c ≥ c∗lin(n) := min
λ>0

−µ0(n, λ)

λ
,
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which is well-defined thanks to the linear instability of 0, which reads as µ0 =
µ0(n, 0) < 0. Moreover, it is known that c∗(n) ≥ c∗lin(n) [13]. We introduce λ(n)
the smallest positive solution of −µ0(n, λ) =

(
c∗(n) + α

4

)
λ. It is standard that

µ0(n, λ) is continuous with respect to n and, as it is known to be concave, λ(n) is
also continuous with respect to n. In particular

0 < min
n∈SN−1

λ(n) ≤ max
n∈SN−1

λ(n) < +∞.

Let some smooth and nonincreasing χ(z) be such that

χ(z) =

{
1 if z < −1,
0 if z > 1,

and define, for s ≥ 0 (a shift to be fixed later),

Φ(t, x) = Φs(t, x;n) := χ(ξs) + (1− χ(ξs))φn,λ(n)(x)e−λ(n)ξs ,

where

ξs = ξs(t, x;n) = x · n−
(
c∗(n) +

α

2

)
t− s.

Note that Φ is nonnegative and, along with its derivatives, is bounded uniformly
with respect to n and s.

Let us now define various positive constants. Choose 0 < η < δ small enough so
that

∀x ∈ RN , ∀0 ≤ u ≤ η, |∂uf(x, u)− ∂uf(x, 0)| ≤ α

4
min

n∈SN−1
λ(n), (42)

∀x ∈ RN , ∀1− η ≤ u ≤ 1 + η, ∂uf(x, u) ≤ 0. (43)

Now, by Proposition 2, there is K > 1 large enough such that, for all n ∈ SN−1,
x ∈ RN ,

ξ > K ⇒ 0 ≤ Uα
4

(ξ, x;n) ≤ η

2
, ξ < −K ⇒ 1− η

2
≤ Uα

4
(ξ, x;n) ≤ 1. (44)

Then, by Proposition 2 again, we have

γ := inf
n∈SN−1

inf
|z|≤K,x∈RN

−∂zUα
4

(z, x;n) > 0. (45)

Last, we define

ε1 :=
η

2‖Φ‖∞
,

ε2 :=
αγ

4(‖∂tΦ‖∞ + ‖div(A∇Φ)‖∞ + ‖q · ∇Φ‖∞ + ‖Φ‖∞‖∂uf‖L∞(RN×(0,1+ η
2 )))

,

and

ε := min (ε1, ε2) > 0. (46)

Now, we are going to show that

v(t, x) = vs(t, x;n) := Uα
4

(
x · n−

(
c∗(n) +

α

2

)
t− s, x;n

)
+ εΦ(t, x)

= Uα
4

(ξs, x;n) + εΦ(t, x)

is a supersolution of the monostable equation (1). Straightforward computations
and the mean value theorem yield

L[v](t, x) : = ∂tv(t, x)− div(A(x)∇v(t, x))− q(x) · ∇v(t, x)− f(x, v(t, x))

= ε[∂tΦ(t, x)− div(A(x)∇Φ(t, x))− q(x) · ∇Φ(t, x)

−Φ(t, x)∂uf(x, θ(t, x))]− α

4
∂zUα

4
(ξs, x;n),
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for some

Uα
4

(ξs, x;n) ≤ θ(t, x) ≤ Uα
4

(ξs, x;n) + εΦ(t, x).

We distinguish three regions, depending on the values of ξs.
First, if |ξs| ≤ K, the nonnegativity of L[v](t, x) is obtained thanks to the term

−α4 ∂zUα
4

(ξs, x;n) ≥ α
4 γ by (45) and the definition of ε in (46).

Next, if ξs > K, then Φ(t, x) reduces to φn,λ(n)(x)e−λ(n)ξs and, dropping the
term −α4 ∂zUα

4
(ξs, x;n) which is positive, we arrive at

1

ε
L[v](t, x) ≥

[
λ(n)

(
c∗(n) +

α

2

)
+ µ0(n, λ(n)) + ∂uf(x, 0)− ∂uf(x, θ(t, x))

]
×φn,λ(n)(x)e−λ(n)ξs

≥
(α

4
λ(n) + ∂uf(x, 0)− ∂uf(x, θ(t, x))

)
φn,λ(n)(x)e−λ(n)ξs .

But, when ξs > K, (44) and ε ≤ ε1 imply 0 ≤ θ(t, x) ≤ η, and the nonnegativity of
L[v](t, x) is obtained thanks to (42).

Last, we consider the case where ξs < −K, so that Φ(t, x) reduces to 1. Hence

1

ε
L[v](t, x) ≥ −∂uf(x, θ(t, x)).

But, when ξs < −K, (44) and ε ≤ ε1 imply 1− η ≤ θ(t, x) ≤ 1 + η, and the nonneg-
ativity of L[v](t, x) is obtained thanks to (43). Hence, vs(t, x;n) is a supersolution
of (1).

Thanks to (40), we get by the comparison principle that, for all n ∈ SN−1, all
t ≥ 0, all x ∈ RN , un(t, x) ≤ φ(t, x), where φ is given by Assumption 3. Now choose
T > 0 such that φ(T, x) ≤ 1 + ε

2 , and get that

∀n ∈ SN−1, ∀x ∈ RN , un(T, x) ≤ 1 +
ε

2
. (47)

Using the comparison principle and a computation identical to that of (17), we
get that, for any large λ > 0, there is C > 0 — independent on n thanks to (10)
and (40)— such that

∀n ∈ SN−1, ∀t ≥ 0, ∀x ∈ RN , un(t, x) ≤ Ce−λ(x·n−2a1λt).

In particular un(T, ·) decays faster than any exponential as x · n→ +∞, namely

∀λ > 0, un(T, x)eλx·n → 0 as x · n→ +∞, uniformly w.r.t. n ∈ SN−1. (48)

Observe that, for all s ≥ 0,

∀n ∈ SN−1, ∀x · n ≥
(
c∗(n) +

α

2

)
T + s+ 1,

vs(T, x;n) ≥ εφn,λ(n)(x)e−λ(n)x·n ≥ εγe−λmaxx·n, (49)

where γ := minn∈SN−1 minx∈RN φn,λ(n)(x) > 0 and λmax := maxn∈SN−1 λ(n) < ∞
(recall that n 7→ λ(n) is continuous and so is (n, λ) 7→ φn,λ). Now, select A > 1
large enough so that, for all s ≥ 0,

∀n ∈ SN−1, ∀x · n ≤
(
c∗(n) +

α

2

)
T + s−A, vs(T, x;n) ≥ 1 +

ε

2
, (50)

which is possible thanks to Proposition 2, and more precisely the uniform with
respect to n asymptotics of Uα

4
(z, x;n) as z → −∞. Proposition 2 also enables to

define

κ := inf
n∈SN−1

inf
−A≤z≤1

inf
x∈RN

Uα
4

(z, x;n) > 0,
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so that, for all s ≥ 0,

∀n ∈ SN−1, ∀
(
c∗(n) +

α

2

)
T+s−A ≤ x·n ≤

(
c∗(n) +

α

2

)
T+s+1, vs(T, x;n) ≥ κ.

(51)
In view of (48), we can now select a large enough shift s0 > A so that

∀n ∈ SN−1, ∀x · n ≥
(
c∗(n) +

α

2

)
T + s0 −A, un(T, x) ≤ min{εγ, κ}e−λmaxx·n.

Combining this with (47), (49), (50), (51), we have that, for all n ∈ SN−1 and
x ∈ RN ,

un(T, x) ≤ vs0(T, x;n).

Then, by the comparison principle, for all t ≥ T , x ∈ RN , n ∈ SN−1,

0 ≤ un(t, x) ≤ Uα
4

(
x · n−

(
c∗(n) +

α

2

)
t− s0, x;n

)
+ εΦ(t, x).

Hence, when x · n ≥ (c∗(n) + α)t, we have, since ε‖Φ‖∞ ≤ η
2 ≤

δ
2 , that

0 ≤ un(t, x) ≤ Uα
4

(α
2
t− s0, x;n

)
+
δ

2
≤ δ,

as soon as t ≥ τ , where τ > 0 is large enough (again independently on n by
Proposition 2). This proves (14).

7. The uniform spreading: The ignition case. For the sake of completeness,
we give here the main steps to prove Theorem 2.6 in the (simpler) ignition case. We
will see that it follows from the continuity of ignition waves, Theorem 2.5, together
with the standard idea explained in Remark 1. We will briefly sketch at the end of
this section how the hypothesis (12) can again be relaxed.

Proof of Theorem 2.6 in the ignition case. First, the proof of the uniform upper
spreading (14) is the same as that of subsection 6.1 in the monostable case, us-
ing Theorem 2.5 (continuity of ignition waves) instead of Proposition 1 (steepness
of critical waves).

Let us now prove the uniform lower spreading (13). Let α > 0 and δ > 0 be
given. We may reduce δ without loss of generality, and assume that δ < ρ where ρ
is given by part (iii) of Assumption 2. Using the same arguments as in the proof of
(35), we get the existence of some time tδ > 0 such that

un(tδ, x) ≥ 1− δ

2
,

for all n ∈ SN−1 and all x such that x · n ≤ −K. Now let, as usual, U∗(x · n −
c∗(n)t, x;n) be the unique ignition pulsating wave in the direction n, normalized by
minx∈RN U

∗(0, x;n) = 1+θ
2 . Thanks to the inequality above and the continuity of

the mapping n 7→ U∗(·, ·;n) with respect to the uniform topology, it is clear that
there exists some shift Z > 0 such that, for all n ∈ SN−1,

U∗(x · n+ Z, x;n)− δ

2
≤ un(tδ, x), ∀x ∈ RN .

We then check that u(t, x) := U∗(x ·n+Z−(c∗(n)− α
2 )t, x;n)− δ

2 is a subsolution
of (1). Indeed,

∂tu− div (A(x)∇u)− q(x) · ∇u− f(x, u) =
α

2
∂zU

∗ + f(x, U∗)− f(x, u).
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Assume first that u ≤ θ− δ
2 . Then f(x, u) = f(x, U∗(x·n+Z−(c∗(n)−α

2 )t, x;n) = 0,
which together with the monotonicity of U∗ with respect to its first variable, gives
the wanted inequality. Assume then that u ≥ 1− ρ. Then, by the monotonicity of
f with respect to u in the range [1− ρ, 1], we again obtain the wanted inequality.

It remains to prove that u is a subsolution when θ− δ
2 ≤ u ≤ 1−ρ or, equivalently,

when θ ≤ U∗(x·n−(c∗(n)−α2 )t+Z, x;n) ≤ 1−ρ+ δ
2 . Recall first that 1−ρ+ δ

2 < 1− ρ2 .
Using again the continuity of the ignition wave with respect to the direction, we
have that there exists some R > 0 such that, for all n ∈ SN−1,

z ≥ R ⇒ U∗(z + Z, x;n) < θ, z ≤ −R ⇒ U∗(z + Z, x;n) > 1− ρ

2
,

and, furthermore,

max
n∈SN−1

max
|z|≤R

max
x∈RN

∂zU
∗(z + Z, x;n) < 0.

Up to reducing δ again, we may assume that

max
n∈SN−1

max
|z|≤R

max
x∈RN

∂zU
∗(z + Z, x;n) < −Mδ

α
,

where M is a Lipschitz constant of f . Therefore, when θ − δ
2 ≤ u ≤ 1 − ρ, then

|x · n− (c∗(n)− α
2 )t| ≤ R and

∂tu− div (A(x)∇u)− q(x) · ∇u− f(x, u)

=
α

2
∂zU

∗ + f(x, U∗)− f(x, u)

≤ α

2
∂zU

∗ +M
δ

2
≤ 0,

that is the wanted inequality.
We can therefore apply the comparison principle and conclude that

U∗
(
x · n+ Z − (c∗(n)− α

2
)t, x;n

)
− δ

2
≤ un(tδ + t, x),

for all x ∈ RN and t ≥ 0.
Noting that there exists some other shift Z ′ > 0 such that, for all n ∈ SN−1,

z ≤ −Z ′ ⇒ U∗(z, x;n)− δ

2
≥ 1− δ,

we get the uniform lower spreading (13) as in the end of Section 5.

Relaxing hypothesis (12). In order to relax (12), assume now that f satisfies As-
sumption 2 and parts (i) and (iii) of Assumption 3. As above, one can then show
that U∗(x · n − (c∗(n) + α

2 )t, x;n) + δ
2 is a supersolution of (1). Then, as in Sec-

tion 6.2, one can find some time T and some shift s0 such that, for all n, the solution
un(T, x) lies below U∗(x · n+ s0 − (c∗(n) + α

2 )T, x;n) + δ
2 in the whole space. It is

then straightforward to obtain the wanted uniform upper spreading (14).
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