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Abstract. We propose a variational framework for the resolution of a non-

hydrostatic Saint-Venant type model with bottom topography. This model is

a shallow water type approximation of the incompressible Euler system with
free surface and slightly differs from the Green-Nagdhi model, see [13] for more

details about the model derivation.

The numerical approximation relies on a prediction-correction type scheme
initially introduced by Chorin-Temam [17] to treat the incompressibility in the

Navier-Stokes equations. The hyperbolic part of the system is approximated
using a kinetic finite volume solver and the correction step implies to solve a

mixed problem where the velocity and the pressure are defined in compatible

finite element spaces.
The resolution of the incompressibility constraint leads to an elliptic prob-

lem involving the non-hydrostatic part of the pressure. This step uses a varia-

tional formulation of a shallow water version of the incompressibility condition.
Several numerical experiments are performed to confirm the relevance of

our approach.

1. Introduction. Starting from the incompressible Euler or Navier-Stokes system,
the hydrostatic assumption consists in neglecting the vertical acceleration of the
fluid. More precisely the momentum along the vertical axis of the Euler equation

∂w

∂t
+ u

∂w

∂x
+ w

∂w

∂z
+
∂p

∂z
= −g,

reduces in the hydrostatic context to

∂p

∂z
= −g, (1)

where p is the pressure, g is the gravitational constant, and u (resp. w) is the
horizontal (resp. vertical ) component of the fluid velocity.
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Such an assumption produces important consequences over the structure and
complexity of the model. Indeed, Eq. (1) implies that the pressure p is no longer
the Lagrange multiplier of the incompressibility constraint and p can be expressed,
for free surface flows, as a function of the water depth of the fluid. Therefore, the
hydrostatic assumption implies that the resulting model, even though it describes
an incompressible fluid, has common features with models arising in compressible
fluid mechanics.

In geophysical problems, the hydrostatic assumption coupled with a shallow wa-
ter type description of the flow is often used. Unfortunately, these models do not
represent phenomena containing dispersive effects for which the non-hydrostatic
contribution cannot be neglected. More complex models have to be considered to
take into account this kind of phenomena, together with numerical methods able to
discretize the high order derivative terms coming from the dispersive effects. Many
shallow water type dispersive models have been proposed such as KdV, Boussinesq,
Green-Naghdi, see [24, 15, 6, 32, 33, 7, 16, 29, 2, 3, 14]. The modeling of the non-
hydrostatic effects for shallow water flows does not raise insuperable difficulties but
their discretization is more tricky. Numerical techniques for the approximation of
these models have been recently proposed [16, 12, 30].

The depth-averaged Euler model studied in the present paper has been derived
and studied in [13]. A numerical approximation based on a prediction-correction
strategy [17] is described in [1], where the discretization of the elliptic part arising
from the non-hydrostatic terms is carried out in a finite difference framework. It
is worth noticing that the numerical scheme given in [1] is endowed with robust-
ness and stability properties such as positivity, well-balancing, discrete entropy and
wet/dry interfaces treatment.

Since the derivation in a 2d context of the model proposed in [13] does not raise
difficulty, the objective is to have a numerical method that can be easily extended
to the two dimensional problem. In [1], a finite volume method is used for the
prediction part, while a finite difference method is applied for the projection part,
which is not easy to apply on an unstructured grid in the 2d framework. The main
contents of this paper is the derivation and validation of the correction step in a
variational framework allowing a finite element approximation. The results depicted
in this paper pave the way for a discretization of the 2d model on an unstructured
mesh.

Notice that the non-hydrostatic model we consider slightly differs from the well-
known Green-Naghdi model [24], see remarks 1,6 and [13] for more details.

Let Ω ⊂ R, be a 1d domain (an interval) and Γ = Γin ∪ Γout its boundary (see
figure 1). The non-hydrostatic depth-averaged Euler model derived in [13, 1] reads

∂H

∂t
+
∂Hu

∂x
= 0, (2)

∂Hu

∂t
+

∂

∂x
(Hu2 + g

H2

2
+Hpnh) = −(gH + 2pnh)

∂zb
∂x

, (3)

∂Hw

∂t
+
∂Hwu

∂x
= 2pnh, (4)

∂Hū

∂x
− ū∂(H + 2zb)

∂x
+ 2w̄ = 0, (5)

where H is the water depth, zb is the topography and pnh is the non-hydrostatic
part of the pressure. The variables denoted with a bar recall that this model is
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obtained performing an average along the water depth of the incompressible Euler
system with free surface. The velocity field is denoted ū = (ū, w̄)t with ū (resp. w̄)
the horizontal (resp. vertical) component.

We denote η = H + zb the free surface of the fluid. In addition, we give the
following notation

n =

(
n
0

)
, (6)

with n the unit outward normal vector at Γ (in 1d, n = ± 1), n represents the unit
outward normal vector of the domain covered by the fluid, namely Ω× [zb, η]. We
also consider the gradient operator

∇0 =

(
∂
∂x
0

)
. (7)

z

n

u(x, z, t) ≈ ū(x, t)

Γin ΓoutΩ

Bottom

η(x, t)

zb(x)

H(x, t)

x

Figure 1. Notations and domain definition.

Moreover, the smooth solutions of the system (2)-(5) satisfy an energy conserva-
tion law, namely

∂Ē

∂t
+

∂

∂x

(
ū
(
Ē +

g

2
H2 +Hp̄nh

))
= 0, (8)

with

Ē =
H
(
ū2 + w̄2

)
2

+
gH (η + zb)

2
. (9)

Equation (5) represents a shallow water version of the divergence free constraint,
for which the non hydrostatic pressure p̄nh plays the role of a Lagrange multiplier.
The reader can refer to [13] for more details. Notice that considering p̄nh = 0 and
neglecting (4), the system (2)-(3),(5) reduces to the classical Saint-Venant system.

The paper is organized as follows. First we give a rewriting of the model and
we present the prediction-correction method, the main part being the variational
formulation of the correction part. Then in Section 3, we detail the numerical
approximation. Finally, in Section 4.1 and 5, numerical simulations validating the
proposed discretization techniques are presented.
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2. The projection scheme for the non-hydrostatic model. Projection meth-
ods have been introduced by A. Chorin and R. Temam [35] in order to compute
the pressure for incompressible Navier-Stokes equations. These methods, based on
a time splitting scheme, have been widely studied and applied to treat the incom-
pressibility constraint (see [27, 37, 36]). We develop below an analogue of this
method for shallow water flow. In order to describe the fractional time step method
we use, we propose a rewritting of the model (2)-(5).

2.1. A rewritting. Let us introduce the two operators ∇sw and divsw defined by

∇sw f =

(
H ∂f
∂x + f ∂(H+2zb)

∂x
−2f

)
, (10)

divsw (v) =
∂Hv1

∂x
− v1

∂(H + 2zb)

∂x
+ 2v2, (11)

with v = (v1, v2)t. We assume for a while that f and v are smooth enough. The
shallow water form of the divergence operator divsw (resp. of the gradient operator
∇sw ) corresponds to a depth-averaged version of the divergence (resp. gradient)
appearing in the incompressible Euler and Navier-Stokes equations. Notice that
the two operators ∇sw , divsw defined by (10)-(11) are H and zb dependent and we
assume that H and zb are sufficiently smooth functions. One can check that these
operators verify the fundamental duality relation∫

Ω

divsw (v)f dx = −
∫

Ω

∇sw f · v dx+ [Hv1 f ]Γ . (12)

These definitions allow to rewrite the model (2)-(5) as

∂H

∂t
+
∂Hū

∂x
= 0, (13)

∂Hū

∂t
+

∂

∂x
(uHu) +∇0

(g
2
H2
)

+∇sw p̄nh = −gH∇0zb, (14)

divsw (ū) = 0, (15)

with ∇0 defined by (7).

Remark 1. It has been established in [13] that, when zb = 0, the Green Naghdi
model can be written in the form (2)-(4) with a different coefficient in the right
hand side of the equation (4), which is replaced by

∂Hw

∂t
+
∂Hwu

∂x
=

3

2
pnh. (16)

So, if we try to write the Green-Naghdi model in the form (13)-(15), the duality
relation (12) is no longer satisfied. Therefore the energy balance will also differ by
one coefficient and the stability results established in [1] and based on the energy
balance does not apply to the Green-Naghdi model.

The system (13)-(15) can be written in the compact form

∂X

∂t
+

∂

∂x
F (X) +Rnh = S(X), (17)

divsw (ū) = 0, (18)

where we denote

X =

 H
Hū
Hw̄

 , F (X) =

 Hū
Hū2 + g

2H
2

Hūw

 , (19)
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and

Rnh =

(
0

∇sw p̄nh

)
, S(X) =

(
0

−gH∇0zb

)
. (20)

Let be given time steps ∆tn and note tn =
∑
k≤n ∆tk. As detailed in [1], the

projection scheme for system (17)-(18) consists in the following time splitting

Xn+1/2 = Xn −∆tn
∂

∂x
F (Xn) + ∆tn S(Xn), (21)

Xn+1 = Xn+1/2 −∆tnRn+1
nh , (22)

divsw ūn+1 = 0, (23)

with ūn+1 =
(

(Hū)n+1

Hn+1 , (Hw̄)n+1

Hn+1

)t
.

The first two equations of (21) consist in the classical Saint-Venant system with
topography and the third equation is an advection equation for the quantity Hw̄.
Equations (22)-(23) describe the correction step allowing to determine the non hy-
drostatic part of the pressure pn+1

nh and hence giving the corrected state Xn+1. The
numerical resolution of (21) – especially the first two equations – has received an
extensive coverage and efficient and robust numerical techniques exist, mainly based
on finite volume approach, see [9, 5]. The derivation of a robust and efficient nu-
merical technique for the resolution of the correction step (22)-(23) is the key point.
A strategy based on a finite difference approach has been proposed, studied and
validated in [1]. Unfortunately, the finite difference framework does not allow to
tackle situations with unstructured meshes in 2 or 3 dimensions. It is the key point
of this paper to propose a variational formulation of the correction step coupled
with a finite volume discretization of the prediction step.

2.2. The correction step. In this part, we consider we have at our disposal a
space discretization of Eq. (21) solving the hydrostatic part of the model and we
focus on the correction step (22)-(23).

2.2.1. Variational formulation. The correction step (22)-(23) writes,

Hn+1 = Hn+1/2, (24)

(Hu)n+1 + ∆tn∇sw pn+1
nh = (Hu)n+1/2, (25)

divsw (un+1) = 0. (26)

For the sake of clarity, in the following we will drop the notation with a bar and
we denote p instead of p̄nh. Likewise we drop the superscript n+1 for the corrected
states.

The system of equations (25)-(26) is a mixed problem in velocity/pressure, its
approximation leads to a variational mixed problem. We introduce the spaces:

V = {v = (v1, v2) ∈ (L2(Ω))2|divsw (v) ∈ L2(Ω)}, (27)

Q = {q ∈ L2(Ω)|∇sw q ∈ (L2(Ω))2}, (28)

and

V0 = {v ∈ V, v|Γ = 0}, (29)

Q0 = {q ∈ Q, q|Γ = 0}. (30)

The variational problem writes:
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Find u ∈ V0, p ∈ Q such that∫
Ω

(Hu + ∆tn∇sw p) · v dx =

∫
Ω

(Hu)n+1/2 · v dx, ∀v ∈ V0, (31)∫
Ω

divsw (u)q dx = 0, ∀q ∈ Q. (32)

In this part, in order to simplify the problem, the velocity is taken in V0 (which is
not physically relevant in general), to eliminate the boundary term that will appear
when the duality relation (12) is used in (31).

Indeed, introducing the bilinear forms

a(u,v) =

∫
Ω

Hu · v dx, ∀u,v ∈ V0,

b(v, q) = −
∫

Ω

divsw (v)q dx, ∀v ∈ V0,∀ q ∈ Q,

the problem (31)-(32) becomes:
Find p ∈ Q and u ∈ V0 such that

1

∆tn
a(u,v) + b(v, p) =

1

∆tn
a(un+1/2,v), ∀v ∈ V0, (33)

b(u, q) = 0, ∀q ∈ Q. (34)

The two spaces V0 and Q have been chosen to consider the variational problem
without the boundary term ∫

Γ

Hpv1 nds (35)

with n the unit outward normal vector defined by (6).
As well, to have a Dirichlet condition on the pressure instead of the velocity, the

following problem can be considered.
Find u ∈ V and p ∈ Q0 such that

1

∆tn
a(u,v) + b(v, p) =

1

∆tn
a(un+1/2,v), ∀v ∈ V, (36)

b(u, q) = 0, ∀q ∈ Q0. (37)

In section 2.3, we will introduce other functional spaces to take into consideration
the boundary conditions of the correction step coupled with the hyperbolic part.

2.2.2. The pressure equation. In this part, we are interested in deriving an equation
for the pressure. Instead of considering the problem in velocity/pressure under the
coupled form “div-grad”, we consider an elliptic problem leading to an uncoupled
equation for the pressure. This is in analogy with the Poisson equation derived
from the Euler equations by the projection scheme of Chorin-Temam [35, 17]. In
order to obtain the pressure equation, we start from the problem (36)-(37) and take
a specific value for v.

Formally, let us take v of the form v = ∇sw q
H with q ∈ Q0 defined by (30).

Then, we notice that

a

(
w,
∇sw q
H

)
= b(w, q) ∀w ∈ V, ∀q ∈ Q0.
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Indeed, with (12), we get

a(w,v) = a

(
w,
∇sw q
H

)
=

∫
Ω

w · ∇sw q dx

= −
∫

Ω

divsw (w)q dx

= b (w, q).

So, using (34), we have

a

(
u,
∇sw q
H

)
= 0 ∀q ∈ Q0. (38)

Then, (33) reduces to:(
∇sw q
H

,∇sw p
)

=
1

∆tn
a

(
un+1/2,

∇sw q
H

)
∀q ∈ Q0. (39)

Let us introduce the shallow water version of the Laplacian operator ∆sw defined
by

∆sw p = divsw

(
∇sw p
H

)
, (40)

and the space

Q0,sw = {q ∈ Q0|divsw

(
∇sw q
H

)
∈ L2(Ω)}.

Using (12) and (40), we get

(∆sw p, q) =
1

∆tn

(
divsw (un+1/2), q

)
, ∀q ∈ Q0,sw. (41)

From (41), we deduce

∆sw p =
1

∆tn
divsw (un+1/2), (42)

p|Γ=0 = 0. (43)

The resolution of the equations (42)-(43) allows to compute p and then to update
the velocity at the correction step (25).

To obtain equation (42), which is independent of u, it is equivalent to apply the
operator divsw to the equation (22) divided by H, and to use the shallow water free
divergence condition (23) to eliminate u.

Remark 2. The existence and uniqueness of the problems are not treated in this
paper since it would require more developments. This subject will be explored in
a forthcoming paper devoted to the two dimensional case. As well, one can ask
about the inf-sup condition of the mixed problem (33)-(34), this property can be
easily verified for the chosen spaces, indeed the Babuska-Brezzi [10, 34] condition
has to be satisfied. Denoting by B the weak operator defined by ∀v ∈ V0, Bv =
b(v, q),∀q ∈ Q, we have

kerBt = {q ∈ Q|Btq = 0}

= {q ∈ Q|
∫

Ω

∇sw q · v dx = 0 ∀v ∈ V0}.
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Choosing v ∈ (L2(Ω))2 and q such as ∇sw q ∈ (L2(Ω))2, it follows that ∇sw q = 0,
then, with(10), we get q = 0 and kerBt = 0. Indeed, in contrast with Navier-Stokes
equations for which the pressure is defined up to an additive constant, the pressure
of the shallow water equations is fully defined. Therefore, the mixed problem (33)-
(34) satisfies the inf-sup condition. A similar argument applies to the problem
(36)-(37) to have the inf-sup condition.

2.3. Boundary conditions. In this section, we still consider that the hydrostatic
part is provided and we study the compatibility of the boundary conditions between
the hydrostatic part and the projection part. Therefore, the compatibility between
the pressure and velocity at boundary needs to be studied. To this aim, we first
provide the conditions required to impose a Dirichlet or a Neumann boundary con-
dition for the pressure at the boundary on the variational formulation, and then, we
couple these conditions with the hydrostatic part. Concerning the bathymetry, it is
usual to impose a Neumann boundary condition for the bottom zb at the hydrostatic
level.

We consider a more general case taking the space V defined by (27) and we
introduce the bilinear form

c(v, p) = −
∫

Γ

Hpv1 nds, ∀v ∈ V, p ∈ Q,

with n the unit outward normal vector defined by (6). In one dimension, c(v, p) =
−(Hpv1)|Γout

+(Hpv1)|Γin
.

Therefore instead of (33)-(34), we consider the problem:
Find u ∈ V , p ∈ Q such that,

1

∆tn
a(u,v) + b(v, p) =

1

∆tn
a(un+1/2,v) + c(v, p), ∀v ∈ V, (44)

b(u, q) = 0, ∀q ∈ Q. (45)

Notice that divsw (u) = ∇0 · (Hu) + u · (ns + nb) and ∇sw p = H∇0(p)− p(ns + nb)
with ∇0 defined by (7) and ns (resp. nb) the (non-unit) normal vector at the
surface (resp. at the bottom)

ns =

(
− ∂η∂x

1

)
, nb =

(
−∂zb∂x

1

)
.

With that notation, the relation (12) rewrites∫
Ω

divsw (u) dx =

∫
Γ

Hunds+

∫
Ω

u · (ns + nb) dx.

Hence, to satisfy the divergence free condition, the velocity u should verify∫
Γ

Hunds = −
∫

Ω

u · (ns + nb) dx.

Dirichlet boundary condition for the pressure. From the variational formulation of
the projection scheme, due to the term (35), a natural boundary condition for
the pressure is a Dirichlet condition, in the sense that the pressure at the bound-
ary Γi, i = in or i = out, appears in the boundary term of the variational form∫

Γi
Hpv1nds. At Γi, (i = in, out), if p|Γi

= p0 then c(v, p) =
∫

Γi
Hp0v1nds and we

take v ∈ V , q ∈ Qi with

Qi = {q ∈ L2(Ω)|∇sw q ∈ (L2(Ω))2, q|Γi = 0}.
In the case p|Γ = p0 , the problem writes:
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Find u ∈ V, p− p0 ∈ Q0 = {q ∈ Q, q|Γ = 0}, such that

1

∆tn

∫
Ω

(Hu · v − p divsw (v)) dx =
1

∆tn

∫
Ω

Hun+1/2 · v dx

−
∫

Γ

Hp0v1n ds ,∀v ∈ V,∫
Ω

q divsw (u)dx = 0, ∀q ∈ Q.

Neumann boundary condition for the pressure. The Neumann boundary condition
for the projection scheme is not natural and to enforce such a condition, the elliptic
problem (39)-(41) has to be considered. Using this formulation, the velocity at the
boundary is a part of the right hand side. Taking now q ∈ Qsw, with Qsw = {q ∈
Q|divsw (∇sw p

H ) ∈ L2(Ω)}, the problem is rewritten

1

∆tn
a(u,v) + (v,∇sw p) =

1

∆tn
a(un+1/2,v) ∀v ∈ V,

(∆sw p, q) +
1

∆tn
c̃(p, q) =

1

∆tn

(
divsw (un+1/2), q

)
+

1

∆tn

∫
Γ

Huqnds

− 1

∆tn

∫
Γ

Hun+1/2qnds, ∀q ∈ Qsw,

with c̃, the bilinear form

c̃(p, q) = −
∫

Γ

(∆tn∇swp|1 ) q n ds. (46)

Many studies have been done to choose an appropriate variational formulation
for this problem. In [26] J-L. Guermond explores the different variational formu-
lations in order to enforce a Neumann pressure boundary condition, in [28] some
equivalent formulations are given to switch between Neumann and Dirichlet bound-
ary conditions. As for the hyperbolic part, we still consider that we have imposed
a Neumann boundary condition for the topography ∂zb

∂x |Γi
= 0, ∀i = in, out. Tak-

ing the normal component at the boundary Γi of the momentum equation at the
second step of the splitting (25), it follows that

H
∂p

∂n
|Γi + p|Γi(

∂H

∂n
|Γi) =

H

∆tn
(u|n+1/2

Γi
− u|Γi),

where the left hand side corresponds to the boundary terms (46) of the elliptic
problem.

We denote ∂H
∂n |Γi

= βi, i = in, out.

• In case βi = 0, a Neumann boundary condition for the pressure is deduced
from a Dirichlet condition for u.

∂p

∂n
|Γi =

1

∆tn
(u|n+1/2

Γi
− u|Γi). (47)

• In the other cases, it gives a mixed boundary condition

∂p

∂n
|Γi

+ βip|Γi
=

1

∆tn
(u|n+1/2

Γi
− u|Γi

). (48)

Then, in the two cases, we have imposed a Dirichlet velocity condition, that leads
to take v ∈ Vi and q ∈ Q, with i = in for the inflow or i = out for the outflow where

Vi = {v = (v1, v2) ∈ (L2(Ω))2|divsw (v) ∈ L2(Ω), v1|Γi
= 0}. (49)
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Let us now give the coupling boundary conditions between the prediction step and
the correction step. Indeed, in the projection part, boundary conditions need to be
set in order to be consistent with the hydrostatic part.

Concerning the prediction step, we consider the well known Saint-Venant system
and we assume that the Riemann invariant remains constant along the associated
characteristic. This approach has been introduced in [11] and distinguishes fluvial

and torrential boundaries depending on the Froude number Fr = |u|
c . Usual bound-

ary conditions consist in imposing a flux q0 at the inflow boundary and a water
depth at the outflow boundary. It is also classical to let a free outflow boundary,
setting a Neumann boundary condition for the water depth and for the velocity.
For both cases, we now give the boundary conditions that have to be set in the
correction step.

We consider the first situation in which we set a flux at the inflow Γin and a
given depth at the outflow Γout. Assuming a fluvial flow, this case consists in
solving a Riemann problem at the interface Γin where the global flux is given by
q0 = (q01, q02)t = (Hun+1/2, Hwn+1/2)t. That gives the boundary values H0 =

H
n+1/2
0 , u0 = q02

H
n+1/2
0

and w0 = q02

H
n+1/2
0

from the hyperbolic part. This leads to

obtain a Dirichlet condition for the pressure at the left boundary of the correction
part.

Moreover, if H is given for the outflow, we preconize to give a mixed condition
for the pressure that corresponds to the boundary condition (48)

p|Γin
= 0,

∂p

∂n

∣∣∣∣
Γout

+ p
∂H

∂n

∣∣∣∣
Γout

= 0,

that leads to take u ∈ Vout, with the definition (49) and

p ∈ Qin = {q ∈ L2(Ω)|∇sw q ∈ L2(Ω), q|Γin
= 0}.

We now consider the second situation in which we still impose a flux q0 at the
inflow and we set a free outflow boundary. In this case, we assume the two Riemann
invariants are constant along the outgoing characteristics of the hyperbolic part (see
[11]), therefore, we have a Neumann boundary condition for Hn+1/2 and un+1/2.

∂H

∂n

∣∣∣∣
Γout

= 0,
∂un+1/2

∂n

∣∣∣∣
Γout

= 0.

Preserving these conditions at the correction step, it gives a Neumann boundary
condition for the pressure of type (47)

∂p

∂n

∣∣∣∣
Γout

= 0.

For an inflow given, the functional spaces will be defined by

u ∈ Vout, p ∈ Qin.

3. Numerical approximation.

3.1. Discretization. This section is devoted to the numerical approximation and
gives mainly details about the correction step. Let us be given a subdivision of
Ω with N vertices x1 < x2 < ... < xN and we define the space step ∆xi+1/2 =

xi+1 − xi. We also note ∆xi = xi+1/2 − xi−1/2 with xi+1/2 = xi+xi+1

2 .
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Prediction part. For the prediction step (21) i.e the hydrostatic part of the model,
we use a finite volume scheme. We introduce the finite volume cells Ci centered at
vertices xi such that Ω = ∪i=1,NCi. Then, the approximate solution Xn

i at time tn

Xn
i ≈

1

∆xi

∫
Ci

X(x, tn)dx,

is solution of the numerical scheme

Xn+1
i = Xn

i − σni
(
Fni+1/2 −F

n
i−1/2

)
+ σni Sni ,

where σni = ∆tn

∆xi
and F (resp. S) is a robust and efficient discretization of the

conservative flux F (X) (resp. the source term S(X)). The time step is determined
through a classical CFL condition. Many numerical fluxes and discretizations are
available in the literature [9, 23, 31], we choose a kinetic based solver [5] coupled
with the hydrostatic reconstruction technique [4].

Correction part. Concerning the correction step (22)-(23), we consider the discrete
problem corresponding to the mixed problem (33)-(34). We approach (V0, Q) by
the finite dimensional spaces (V0h, Qh) and we note

N = dim(V0h), M = dim(Qh).

We also denote by (ϕi)i=1,N and (φl)l=1,M the basis functions of V0h and Qh re-
spectively. The finite dimensional spaces will be specified later on. We approximate
(u, p) ∈ (V0, Q) by (uh, ph) ∈ (V0h, Qh) such that

uh(x) =

N∑
i=1

(
ui
wi

)
ϕi(x), ph(x) =

M∑
l=1

pl φl(x).

Therefore, we consider the discrete problem corresponding to (33)-(34).
Find uh ∈ V0h, ph ∈ Qh such that

1

∆tn
a(uh,vh) + b(vh, ph) =

1

∆tn
a(u

n+1/2
h ,vh), ∀vh ∈ V0h, (50)

b(uh, qh) = 0, ∀qh ∈ Qh. (51)

Let us introduce the mass matrix MH given by

MH =

(∫
Ω

Hϕiϕjdx

)
1 ≤ i, j ≤ N

,

and the two matrices Bt, B defined by

Bt =

(∫
Ω

∇sw(φl)ϕidx

)
1≤l≤M,1≤i≤N

, B = −
(∫

Ω

divsw(ϕj)φldx

)
1≤l≤M,1≤j≤N

,

and we denote

U =



u1

...
uN
w1

...
wN


, P =

 p1

...
pM

 ,
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Therefore, the problem (50)-(51) becomes(
1

∆tnAH Bt

B 0

)(
U
P

)
=

(
1

∆tnAHU
n+1/2

0

)
,

with

AH =

(
MH 0

0 MH

)
.

Assuming that MH is invertible and eliminating the velocity U , we obtain the
following equation

BA−1
H BtP =

1

∆tn
BUn+1/2, (52)

that is a discretization of the elliptic equation (42) of Sturm-Liouville type governing
the pressure p.

We now take into account the boundary conditions in the more general problem
(44)-(45). The velocity u is approximated by uh ∈ Vh, and the discrete problem is
then written:

Find (uh, ph) ∈ (Vh, Qh) such that

1

∆tn
a(uh,vh) + b(vh, ph) =

1

∆tn
a(u

n+1/2
h ,vh) +

1

∆tn
c(uh, ph) , ∀vh ∈ Vh,

b(uh, qh) = 0 ∀qh ∈ Qh.
Considering the matrix ∆tnC = (c (ϕi, φl))1≤l≤M,1≤i≤N that contains the boundary

terms, the equation (52) becomes

BA−1
H (Bt − C)P =

1

∆tn
BUn+1/2.

This approach is suitable for the finite element approximation that is given in the
next section. However, it implies to invert a mass matrix MH that is not diagonal
and depends on the water depth H. In practice, we use the mass lumping tech-
nique introduced by Gresho ([25]) to avoid inverting the mass matrix in projection
methods for Navier-Stokes incompressible system.

3.2. Finite element P1/P0. It has been seen in [1] that the discrete entropy is
satisfied if we use a finite difference scheme on a staggered grid, then we choose the
specific pair P1/P0 in order to satisfy the entropy properties.

The problem is solved by the mixed finite element approximation P1/P0 (see
[34]) on the domain Ω = ∪Ml=1Kl ( M = N − 1 with N the number of nodes), where
the velocity is approximated by a continuous linear function and the pressure is
approximated by a discontinuous piecewise constant function over each element

uh ∈ Vh = {vh ∈ (C0(Ω))2 | vh|Kl
∈ P2

1,∀l = 1, . . . , N − 1},
and

ph ∈ Qh = {qh | qh|Kl
∈ P0 , ∀l = 1, . . . ,M − 1}.

Using the discretization given in 3.1, we denote by Ki+1/2 the finite element cell
[xi, xi+1], then the pressure is constant on the finite element Ki+1/2.

For the sake of clarity, in this situation, let
(
φj+1/2

)
1≤j≤M be the basis functions

for the pressure ph, and (ϕi)1≤i≤N the basis functions for the velocity uh, and set

uh(x) =

N∑
i=1

(
ui
wi

)
ϕi(x), ph(x) =

M∑
j=1

pj+1/2 φj+1/2(x).
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We note ζ = H+2zb and assume ζ is approximated by a piecewise linear function

ζh, namely ζh(x) =
∑N
i=i ζiϕi(x). We also note ∂ζh

∂x |i+1/2 = ζi+1−ζi
∆xi+1/2

=
χi+1/2

∆xi+1/2
the

constant gradient of ζh on the element Ki+1/2.

Remark 3. In the context of the discontinuous Galerkin method, using ∂xφj+1/2(x)
= δj(x)− δj+1(x) in the sense of distribution, it gives a distributional derivative for
the pressure ∂xph(x) =

∑
j

(
pj+1/2 − pj−1/2

)
δj(x).

We denote ϕ = (ϕ,ϕ)
t
, then the shallow water gradient operator is written∫

Ω

∇sw(ph) · ϕi dx =

(
Hi(pi+1/2 − pi−1/2) +

pi−1/2

2 χi−1/2 +
pi+1/2

2 χi+1/2

−(∆xi+1/2pi+1/2 + ∆xi−1/2pi−1/2)

)
.

Similarly, after integrating by part, the shallow water divergence operator writes∫
Ω

divsw (uh)φj+1/2 dx = Hj+1uj+1 −Hjuj −
uj + uj+1

2
(ζj+1 − ζj)

+∆xj+1/2(wj + wj+1).

In one dimension, this approach corresponds to a staggered-grid finite-difference
method where the velocity is computed at the nodes and the pressure is computed
at the middle nodes. The discretization we obtain corresponds exactly to the fi-
nite difference scheme given in [1], and then, the properties established in [1] are
conserved.

3.3. Finite element P1-iso-P2/P1. In this part, we propose to give an approxi-
mation P1-iso-P2 for the velocity and P1 for the pressure. This pair has been chosen
in order to prepare the two dimensional method for which the Inf-Sup condition
is verified with this couple (see [34]). Moreover, to satisfy the discrete entropy, as
explained in [1], it is necessary to have a staggered grid. We give here an analogy
for the one dimensional problem.

For the one dimensional P1-iso-P2/P1, we consider two meshes Kh (the same as
before) and K2h with Kh,i+1/2 = [xi, xi+1] and K2h,j = [x2j−1, x2j+1] the finite ele-

ments defined on the respective meshes Kh and K2h such that Kh = ∪N−1
i=1 Kh,i+1/2

and K2h = ∪M−1
j=1 K2h,j withN the total number of vertices of Kh andM = (N−1)/2

(assuming N odd), the number of vertices of K2h. Therefore, the approximation
spaces Vh and Qh are defined by

Vh =
{

vh ∈ C0(Ω)2| vh|Kh,i
∈ P2

1,∀i = 1, · · · , N − 1
}
,

Qh =
{
qh ∈ C0(Ω)| qh|K2h,j

∈ P1,∀j = 1, ...,M − 1
}
.

Then, the velocity and the pressure are written

ph(x) =

M∑
j=1

pjφj , uh(x) =

N∑
i=1

(
ui
wi

)
ϕi. (53)

where (φj)1≤j≤M are the basis functions for the pressure ph, and (ϕi)1≤i≤N the

basis functions for the velocity uh.
In figure 2, the dashed lines are the usual elementary basis functions of P1 on

the mesh Kh, while the continuous lines are the basis functions on the mesh K2h.
The divergence operator, for all j = 1,M , writes∫

Ω

divsw(uh)φj dx =
∑

Kh∈Kh

∫
Kh

divsw(uh)φj dx.
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• ◦ • ◦ • ◦ • ◦ •
x2j−1 xi=2j xi+1=2j+1

φjϕi−1 ϕi

Kh,i+1/2Kh,i−1/2

K2h,j+1

Figure 2. Representation of the basis functions.

• ◦ • ◦ • ◦ • ◦ •
xi−2 xi−1 xi=2j xi+1

Hui−1

Hui

Hui+1

Ci−1 Ci Ci+1

Figure 3. Representation of the discretization of the function
(Hu) and representation of the finite volume cell Ci =
[xi−1/2, xi+1/2].

We use a linear interpolation for Hϕj in the computation of
∫
Kh,i+1/2

Hϕi dx, and

we consider that ∆xi = ∆x ∀i = 1, . . . , N for the sake of simplicity. We still
approximate ζ by ζh defined before.

The discrete shallow water divergence operator is computed for all nodes xj of
the mesh K2h and therefore, denoting i = 2j − 1, it can be written, ∀j = 1,M∫

Ω

divsw(uh)φj dx =

(
1

4
Hi+2ui+2 +

Hi+1

2
ui+1

)
−
(

1

4
Hi−2ui−2 +

Hi−1

2
ui−1

)
−
(
χi−1/2m

i−1/2
i,j + χi+1/2m

i+1/2
i,j

)
ui

−
(
χi−3/2m

i−3/2
i−2,j

)
ui−2 −

(
χi+3/2m

i+3/2
i+2,j

)
ui+2

−
(
χi−1/2m

i−1/2
i−1,j + χi−3/2m

i−3/2
i−1,j

)
ui−1

−
(
χi+1/2m

i+1/2
i+1,j + χi+3/2m

i+3/2
i+1,j

)
ui+1

+(2m
i+1/2
i,j )wi

+
(
m
i−1/2
i−1,j +m

i−3/2
i−1,j

)
wi−1 +

(
m
i+1/2
i+1,j +m

i+3/2
i+1,j

)
wi+1

+(m
i−3/2
i−2,j )wi−2 +m

i+3/2
i+2,j wi+2,

with m
i+1/2
i,j =

∫
Kh,i+1/2

ϕiφjdx.

Similarly, the shallow water gradient operator is obtained for all the nodes xi of
the mesh Kh. However, we distinguish the gradient at the nodes of the elements
K2h from the ones at the interior. In other words, for all the nodes xi of the mesh
K2h, the gradient operator is defined by∫

Ω

∇sw ph · ϕ(i=2j−1)
dx

∣∣∣∣
1

=
Hi

4
(pj+1 − pj−1)
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+χi−1/2

(
m
i−1/2
i,j pj +m

i−1/2
i,j−1 pj−1

)
+χj+1/2

(
m
i+1/2
i,j pj +m

i+1/2
i,j+1 pj+1

)
,∫

Ω

∇sw ph · ϕ(i=2j−1)
dx

∣∣∣∣
2

= −2m
i+1/2
i,j pj −mi−1/2

i,j pj−1 −mi+1/2
i,j pj+1.

On the other hand, for all the nodes xi such that i is even∫
Ω

∇sw ph · ϕ(i=2j)
dx

∣∣∣∣
1

=
Hi

2
(pj+1 − pj)

+
(
χi−1/2m

i−1/2
i,j + χi+1/2m

i+1/2
i,j

)
pj

+
(
χi−1/2m

i−1/2
i,j+1 + χi+1/2m

i+1/2
i,j+1

)
pj+1,∫

Ω

∇sw ph · ϕ(i=2j)
dx

∣∣∣∣
2

= −
(
m
i−1/2
i,j +m

i+1/2
i,j

)
pj −

(
m
i−1/2
i,j+1 +m

i+1/2
i,j+1

)
pj+1.

With the discretization of the shallow water operators given above, we are able
to validate the scheme for the first order method and the second order method.

3.4. Towards a second order approximation. In this section, we give some
modifications of the previous scheme to improve the accuracy.

3.4.1. Second order approximation in space. A formally second order scheme in
space has been developed for the hydrostatic shallow water system in [4], using
a limited reconstruction of the variables. We use this reconstruction in the finite
volume scheme applied to the hyperbolic part. For the correction part, we use the
scheme presented in the previous section but a higher order accuracy could be used
like a P2 − P1 approximation for instance.

3.4.2. Second order approximation in time. For hyperbolic conservation laws, the
second-order accuracy in time is usually recovered by the Heun method [8, 9] which
is a slight modification of the second order Runge-Kutta method. The second order
scheme presented here is an adaptation of the Heun scheme which takes into account
the CFL constraint for each time step. More precisely, for a system written under
the simplified form

∂y

∂t
= f(y), (54)

the scheme writes

ỹn+1 = yn + ∆tn1f(yn), (55)

ỹn+2 = ỹn+1 + ∆tn2f(ỹn+1), (56)

yn+1 = αyn + βỹn+2, (57)

where ∆tn1 and ∆tn2 respectively satisfy the CFL conditions associated with yn and
ỹn+1. Using a Taylor expansion, it can be verified that this is a second order scheme
in time if the following relations hold

∆tn =
2∆tn1 ∆tn2

∆tn1 + ∆tn2
, (58)

β =
(∆tn)2

2∆tn1 ∆tn2
, (59)

α = 1− β. (60)
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Since, α, β ≥ 0, ỹn+1 is a convex combination of yn and ỹn+2 so the scheme
preserves the positivity.

By analogy, the idea is to apply this method to the prediction-correction scheme.
To this aim, we rewrite the system (17)-(18) under the form

∂X

∂t
= f(X)−Rnh, (61)

divsw (ũ) = 0 (62)

where Rnh is defined by (20) and f(x) = −∂F (X)
∂x + S(X) with F and S defined

by (19) and (20). We replace each step (55)-(56) by the prediction-correction step
(21)-(22)

X̃n+1− = Xn + ∆tn1f(Xn), (63)

X̃n+1 = X̃n+1− −∆tn1 R̃
n+1
n , (64)

divsw (ũn+1) = 0, (65)

X̃n+2− = X̃n+1 + ∆tn2f(X̃n+1), (66)

X̃n+2 = X̃n+2− −∆tn2 R̃
n+2
nh , (67)

divsw (ũn+2) = 0, (68)

and then (57) becomes

Xn+1 = αXn + βX̃n+2. (69)

Notice that the divergence free condition is not satisfied byXn+1 but it is satisfied
for each intermediate steps (64) and (67).

With these modifications, we improve the accuracy of the global scheme, some
parts of which are formally “second order”. But the proof of the convergence orders
is a difficult problem that we do not address here. These difficulties have been
encountered and have been studied for the Navier-Stokes problem by J-L.Guermond
and J.Shen in [27] (see also [21, 22]).

The convergence order has been computed for the elevation and the pressure in
the figures 6, 7 and 8 (see section 4.1).

4. Analytical solutions.

4.1. Validation with an analytical solution. In [1],[13] some analytical solu-
tions of the model (2)-(5) have been presented and they allow to validate the nu-
merical method. We consider the propagation of a solitary wave on a flat bottom
(zb = cte). This solution has the form

H = H0 + a

(
sech

(
x− c0t

l

))2

, (70)

u = c0

(
1− d

H

)
, (71)

w = −ac0d
lH

sech

(
x− c0t

l

)
sech′

(
x− c0t

l

)
, (72)

p =
ac20d

2

2l2H2

(
(2H0 −H)

(
sech′

(
x− c0t

l

))2

,
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+ Hsech

(
x− c0t

l

)
sech′′

(
x− c0t

l

))
, (73)

with d, a,H0 ∈ R, H0 > 0, a > 0 and

c0 =
l

d

√
gH3

0

l2 −H2
0

, l =

√
H3

0

a
+H2

0 (74)

The solitary wave is a particular case where dispersive contributions are coun-
terbalanced by non linear effects so that the shape of the wave remains unchanged
during the propagation. The propagation of the solitary wave has been simulated
for the parameters a = 0.4m,H0 = 1m, and d = 1m over a domain of 45m with
9000 nodes. At time t = 0, the solitary wave is positioned inside the domain. The
results presented in figure 4 show the different fields, namely the elevation, the com-
ponents of velocity and the total pressure at different times, and the comparison
with the analytical solution at the last time.
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Figure 4. Propagation of the solitary wave at times
1.00008 s, 1.9009 s, 3.9017 s and 5.9025 s. Comparison with
analytical solution at time t = 5.9025 s.

In the projection step, the greatest difficulty is to compute the pressure corre-
sponding to the boundary conditions of the hyperbolic part (as seen in 2.3). The
solution near the boundary has been confronted to the analytical solution. In the
following result, we set a Neumann boundary condition on the non hydrostatic pres-
sure with the parameters given below. As shown in the figure 4.1, the pressure is
well estimated at the outflow boundary and allows the wave to leave the domain
with a good behavior. The inflow boundary condition has been tested with this
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Figure 5. Non hydrostatic pressure profile at right boundary (x =
45m) (a): t = 9.4044 s (b): t = 9.8046 s (c): t = 10.1048 s.

same test case and gives similar results. We are able to let the solitary wave enter
in the domain with a good approximation of the elevation.

The numerical simulations for the first and the second order method are compared
with the analytical solution and the L2- error has been evaluated over different
meshes of sizes from 395 nodes to 1695 nodes (see figures 6, 7, 8).

With the parameters given above, for the first order method it gives a convergence
rate for H close to 1 for the two computations, i.e P1/P0 and P1-iso-P2/P1. For the
second order scheme, it gives a convergence order close to two (see Fig.6). Same
results have been also obtained for the velocity (see Fig.7).

In figure 8, the convergence rate has been computed for the pressure and we
can observe that, for the first order method, the convergence rate of the pressure
error is close to the first order, while the second order scheme gives a first order
convergence rate for the pressure error.

Notice that the parameters set to validate the method lead to have a significant
non hydrostatic pressure (see the figure 4.1) and then, the results show the ability
of the method to preserve the solitary wave over the time.

The numerical results have also been obtained for the Thacker’s test presented
in [1], with the same convergence rate as the P1/P0 method.

4.2. Partial comparison with the Green-Naghdi model. In this part, we
propose to compare the two models using an analytical solution of the Green-Naghdi
model. As mentioned in Remark 1, the solution method presented in this paper
does not apply immediately to the Green-Naghdi model. So, we just propose here
a comparison with an analytical solution of the Green-Naghdi equations. In [13], it
has been adduced that the analytical solitary wave of the Green-Naghdi model can
be written in the same form as (70)-(73) with the parameters:

c0 =
2√
3

l

d

√
gH3

0

l2 −H2
0

, l =
2√
3

√
H3

0

a
+H2

0 . (75)
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Figure 6. Convergence rate - Computation of the L2-error of the
solution H at time t = 5s for the first and the second order scheme
and comparison for P1/P0 and P1-iso-P2/P1 scheme.
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Figure 7. Convergence rate - Computation of the L2-error of the
solution u at time t = 5s for the first and the second order scheme.

0.9 1 1.1 1.2 1.3 1.4 1.5 1.6
−1.8

−1.6

−1.4

−1.2

−1

−0.8

−0.6

−0.4

−0.2

−log10(dx) 

lo
g

1
0

(E
rr

L
2

)

Convergence rate of p at t= 5

 

 

Slope 1

Slope 1

P1−P0 First order

P1−P0 Second order

Figure 8. Convergence rate - Computation of the L2-error of the
solution p at time t = 5s for the first and the second order scheme.
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The idea is to initialize the simulation using the depth-averaged Euler model with
the solitary wave of the Green-Naghdi model. Then, the aim is to compare after a
long time lapse the analytical solution of the Green-Naghdi model and the simulated
solution with the depth-averaged Euler model to see how the two models differ after
a long time. We prescribe the amplitude a = 0.2m, the elevation H0 = 1.0m and
the velocity c0 = 3.43m/s and, from (75), we deduce the values of l and d for the
Green-Naghdi model.

Remark 4. The parameters c0 and a have been chosen such that, if we compute the
solitary solution of the depth-averaged Euler model (70)-(73) with the parameters
(74), the two waves only slightly differ, as one can see in figure 9.
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Figure 9. The solitary wave - Comparison of the two analyti-
cal solutions for the depth-averaged Euler system (DAE) and the
Green-Naghdi model (GN) at time t = 0, for the same amplitude
a = 0.2m and the same velocity c0 = 3.43m/s.

In figure 10, the simulation in a long channel of 80m has been initialized with
the solitary wave of the Green-Naghdi model. The elevation of the simulated wave
is compared with the analytical solutions of the Green-Naghdi model at different
times. There is a significant gap between the two curves after a long time lapse,
showing the discrepancy between the solution of the two models.

Remark 5. Another unsteady solution has been presented in [13] and generalizes
the solution obtained by Thacker [38] for the shallow water equation. Although it
is not studied in this paper, in the same way as the solitary wave, notice that the
solution can be adapted for the Green-Naghdi model.

5. Numerical results.

5.1. Dam break problem. We next study the dispersive effect on the classical
dam break problem, which is usually modeled by a Riemann problem providing
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Figure 10. The solitary wave - Comparison of a DAE simulation
with an analytical solution of the Green-Naghdi model at times :
t = 0 s , t = 3.003 s, t = 18.0008 s.

a left state (HL, uL) and a right state (HR, uR) on each side of the discontinuity
xd ([23]). However, our numerical dispersive model does not allow discontinuous
solutions due to the functional spaces required for H (see also [13]), thus we provide
an initial data numerically close to the analytical one

H(x, 0) = (HR + a)− a tanh

(
x− xd
ε

)
,

a = HR −HL.

To evaluate the non hydrostatic effect, the different fields have been compared
with the shallow water solution with the initial data: HL = 1.8m, HR = 1m,
uR = uL = 0m.s−1, ε = 10−4m, xd = 300m over a domain of length 600m with
30000 nodes. In figure 11, the evolution of the state is shown at time t = 10 s and
t = 45 s. The oscillations are due to the dispersive effects but the mean velocity
does not change. These results are in adequation with the analysis proposed by
Gavrilyuk in [30] for the Green-Naghdi model with the same configuration.

5.2. Wet-dry interfaces. The ability to treat the wet/dry interfaces is crucial in
geophysical problems, since geophysicists are interested in studying the behavior of
the water depth near the shorelines. This implies a water depth tending to zero
at such boundaries. To treat the problem, we use the method introduced in [1],
considering a minimum elevation Hε.

Therefore, we confront the method with a coastal bottom at the right boundary
over a domain of 35m with 3000 nodes. A wave is generated at the left boundary



22 N. AÏSSIOUENE, M-O. BRISTEAU, E. GODLEWSKI AND J. SAINTE-MARIE

0 50 100 150 200 250 300 350

1

1.2

1.4

1.6

1.8

         
Space (m)

H
 (

m
)

 

 

Hydrostatic

Non hydrostatic

50 100 150 200 250 300 350
0.9

1

1.1

1.2

1.3

1.4

1.5

1.6

1.7

1.8

         
Space (m)

H
 (

m
)

 

 

Hydrostatic

Non hydrostatic

50 100 150 200 250 300 350
−0.2

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

         
Space (m)

V
e

lo
c

it
y

 u
 (

m
/s

)

 

 

Hydrostatic

Non hydrostatic

50 100 150 200 250 300 350
−0.2

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

         
Space (m)

V
e

lo
c

it
y

 u
 (

m
/s

)

 

 

Hydrostatic

Non hydrostatic

Figure 11. The dam break problem, elevation H and velocity u
at times t = 10 s and t = 45 s.

with an amplitude of 0.2m and an initial water depth H0 = 1m. In figure 12, the
arrival of the wave at the coast is shown for times t = 7.91 s, 9.92 s and 10.42 s.
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Figure 12. Propagation of a wave at a wet/dry interface.

5.3. Comparison with experimental results. In this part, we confront the
model with Dingemans experiments (detailed in [19, 18]) that consist in gener-
ating a small amplitude wave at the left boundary of a channel with topography as
described in figure 13.

At the left boundary, a wave is generated with a period T = 2.02 s and an
amplitude of 0.02m. A free outflow condition is set at the right boundary. The
initial free surface is set to be η0 = 0.4m, and the measurement readings are saved
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Figure 13. Configuration of Dingemans’s test.

at the following positions 10.5m, 12.5m, 13.5m, 14.5m ,15, 7m and 17.3m, placed
at sensors 1 to 6 (Fig.13 ). In such a situation, the non hydrostatic effects have a
significant impact on the water depth that cannot be represented by a hydrostatic
model. These effects result mainly from the slope of the bathymetry, 10% in this
case. In the figure 14, the simulation has been run with the hydrostatic model and
the elevation has been compared with measures at the sensor 5. As one can see,
the non-hydrostatic pressure has to be taken in consideration to estimate the real
water depth variation.
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Figure 14. Comparison with hydrostatic model on sensor 5.

The numerical simulation with the non-hydrostatic model has been run with
15000 nodes on a domain of 49m over 25 s and the comparisons are illustrated for
each sensor (fig. 15). The goal of this last result is also to highlight the ability of
the model to capture dispersive effects for a geophysical flow with a non negligible
pressure.

Remark 6. The reader can refer to [16, 20] to see the numerical results of the
Green-Naghdi model on the Dingemans test. As expected, for the two models, the
numerical results are close to the experimental data. Notice that the measured
quantities contain experimental errors and uncertainties. Therefore, since the two
models are very close and the generated perturbation during the experiment is
small, it is complicated to evaluate if the differences are due to the uncertainty of
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Figure 15. Comparison between measured and computed eleva-
tions on Dingemans test for the six first sensors.

the measures or the accuracy of the models. Nevertheless, it is expected that the
difference between the models would be observable after a long time. Although this
is not the scope of this paper, it would be interesting in a future study to compare
the two models on the same experimental data.

5.4. Remark on iterative method. We recall that this formulation should allow
to extend the method on two dimensional unstructured grids. However, it requires
to invert a system at each time iteration, which will become too costly in two
dimensions. To anticipate the two dimensional problem, this method has been
tested using different iterative methods like conjugate gradient and Uzawa methods.
In figure 16, we show a comparison of the computing time for the implementation
of the direct method and Uzawa method for P1-iso-P2/P1 approximation. In one
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dimension, it is not relevant to use one of these methods, while it will be necessary
for the two dimension model.
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Figure 16. Comparison of the computing time (CPU) for the di-
rect method and Uzawa method with P1-iso-P2/P1 approximation.

6. Conclusion. In this paper, a variational formulation has been established for
the one dimensional dispersive model introduced in [13]. The main idea is to give
a new framework in which it will be possible to extend the scheme to the two
dimensional model. To this aim, the finite-element method has been presented
with two approximation spaces. First, the P1/P0 approximation has been done and
we recover, as expected, the finite difference scheme, together with the good results
proved in [1]. Then, the P1-iso-P2/P1approximation has been studied to prepare the
two dimensional problem. We have validated the method using several numerical
tests and studying the dispersive effect on geophysical situations.

Acknowledgments. The authors acknowledge the Inria Project Lab Algae in Si-
licio for its financial support.

REFERENCES

[1] N. Aı̈ssiouene, M. O. Bristeau, E. Godlewski and J. Sainte-Marie, A robust and stable nu-

merical scheme for a depth-averaged Euler system, Submitted.
[2] B. Alvarez-Samaniego and D. Lannes, Large time existence for 3D water-waves and asymp-

totics, Invent. Math., 171 (2008), 485–541.
[3] B. Alvarez-Samaniego and D. Lannes, A Nash-Moser theorem for singular evolution equations.

Application to the Serre and Green-Naghdi equations, Indiana Univ. Math. J., 57 (2008),
97–131.

[4] E. Audusse, F. Bouchut, M.-O. Bristeau, R. Klein and B. Perthame, A fast and stable well-
balanced scheme with hydrostatic reconstruction for Shallow Water flows, SIAM J. Sci. Com-
put., 25 (2004), 2050–2065.

[5] E. Audusse, F. Bouchut, M.-O. Bristeau and J. Sainte-Marie, Kinetic entropy
inequality and hydrostatic reconstruction scheme for the Saint-Venant system.,

2014, URL http://hal.inria.fr/hal-01063577, (Submitted) http://hal.inria.fr/hal-
01063577/PDF/kin hydrost.pdf.

http://www.ams.org/mathscinet-getitem?mr=MR2372806&return=pdf
http://dx.doi.org/10.1007/s00222-007-0088-4
http://dx.doi.org/10.1007/s00222-007-0088-4
http://www.ams.org/mathscinet-getitem?mr=MR2400253&return=pdf
http://dx.doi.org/10.1512/iumj.2008.57.3200
http://dx.doi.org/10.1512/iumj.2008.57.3200
http://www.ams.org/mathscinet-getitem?mr=MR2086830&return=pdf
http://dx.doi.org/10.1137/S1064827503431090
http://dx.doi.org/10.1137/S1064827503431090
http://hal.inria.fr/hal-01063577
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