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Abstract. We study the solvability and homogenization of a thermal-diffusion

reaction problem posed in a periodically perforated domain. The system de-
scribes the motion of populations of hot colloidal particles interacting together

via Smoluchowski production terms. The upscaled system, obtained via two-

scale convergence techniques, allows the investigation of deposition effects in
porous materials in the presence of thermal gradients.

1. Introduction. We aim at understanding processes driven by coupled fluxes
through media with microstructures. In this paper, we study a particular type of
coupling: we look at the interplay between diffusion fluxes of a fixed number of
colloidal populations and a heat flux, the effects included here are incorporating an
approximation of the Dufour ad Soret effects (cf. Section 2.3, see also [6]. The type
of system of evolution equations that we encounter in Section 2.4 resembles very
much cross-diffusion and chemotaxis-like systems; see e.g. [29, 10]. The structure of
the chosen equations is useful in investigating transport, interaction, and deposition
of a large numbers of hot multiple-sized particles in porous media.

Practical applications of our approach would include predicting the response of
refractory concrete to high-temperatures exposure in steel furnaces, propagation of
combustion waves due to explosions in tunnels, drug delivery in biological tissues,
etc.; see for instance [3, 4, 25, 28, 12, 11]. In the paper [15] we study quantita-
tively some of these effects, focusing on colloids deposition under thermal gradients.
Within this framework, our focus lies exclusively on two distinct theoretical aspects:
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(i) the mathematical understanding of the microscopic problem (i.e. the well-
posedness of the starting system);

(ii) the averaging of the thermo-diffusion system over arrays of periodically-distri-
buted microstructures (the so-called, homogenization asymptotics limit; see,
for instance, [5, 19] and references cited therein).

The complexity of the microscopic system makes numerical simulations on the macro
scale very expensive. That is the reason that the aspect (ii) is of concern here.
Obviously, the study does not close with these questions. Many other issues like
derivation of corrector estimates, design of efficient convergent numerical multiscale
schemes, multiscale parameter identification etc. need also to be treated. Possible
generalizations could point out to coupling heat transfer with Nernst-Planck-Stokes
systems (extending [24]) or with semiconductor equations [18]. The paper is struc-
tured in the following manner. We present the basic notation and explain the
multiscale geometry as well as some of the relevant physical processes in Section 2.
Section 3 contains the proof of the solvability of the microstructure model. Finally,
the homogenization procedure is performed in Section 4. The strong formulation of
the upscaled thermo-diffusion model with Smoluchowski interactions is emphasized
in Section 4.3.

2. Notations and assumptions.

2.1. Model description and geometry. The geometry of the problem is depicted
in Figure 1. The standard cell is shown in Figure 2.

(0, T ) = time interval of interest
Ω = (0, L)× · · · × (0, L) bounded domain in Rn for L > 0
ε = L

` for any integer `
∂Ω = piecewise smooth boundary of Ω
~ei = ith unit vector in Rn
Y = {

∑n
i=1 λi~ei : 0 < λi < 1} unit cell in Rn

Y0 = open subset of Y that represents the solid grain
Y1 = Y \ Y 0

Γ = ∂Y0 piecewise smooth boundary of Y0

Xk = X +
∑n
i=1 ki~ei, where k = (k1, . . . , kn) ∈ Zn and X ⊂ Y

Ωε0 = ∪{(εY0)k : (Y0)k ⊂ Ωε, k ∈ Zn} pore skeleton

Ωε = Ω \ Ω
ε

0 pore space
Γε = ∂Ωε0 boundary of the pore skeleton

The cells regions without the grain εY k1 are filled with water and we denote their
union by Ωε. Colloidal species are dissolved in the pore water. They react between
themselves and participate in diffusion and convective transport. The colloidal
matter cannot penetrate the grain boundary Γε, but it deposits there reducing the
amount of mass floating inside Ωε. Here ∂Ωε = ∂Ω ∪ Γε, where Γε = ΓεN ∪ ΓεR and
ΓεN ∩ΓεR = ∅. The boundary ΓεN is insulated to the heat flow, while ΓεR admits flux.

The unknowns are:

• θε – the temperature in Ωε.
• uεi – the concentration of the species that contains i monomers in Ωε.
• vεi – the mass of the deposited species on Γε.
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Figure 1. Porous medium geometry Ωε = Ω\Ωε0, where the pore
skeleton Ωε0 is marked with gray color and the pore space Ωε is
white.

Figure 2. The unit cell geometry. The colloidal species uεi and
temperature θε are defined in Ωε , while the deposited species vεi
are defined on Γε = ΓεR∪ΓεN . The boundary conditions for θε differ
on ΓR and ΓN , while the boundary conditions for uεi are uniform
on Γε.

Furthermore, for a given δ > 0 we introduce the mollifier:

Jδ(s) :=

{
Ce1/(|s|2−δ2) if |s| < δ,

0 if |s| ≥ δ,
(1)

where the constant C > 0 is selected such that∫
Rd
Jδ = 1,

see [8] for details.



742 OLEH KREHEL, TOYOHIKO AIKI AND ADRIAN MUNTEAN

Using Jδ from (1), define the mollified gradient:

∇δf := ∇

[∫
B(x,δ)

Jδ(x− y)f(y)dy

]
. (2)

The following statement holds for all 1 ≤ p ≤ ∞:

‖∇δf · g‖Lp(Ωε) ≤ cδ‖f‖L∞(Ωε)‖g‖Lp(Ωε)d for f ∈ L∞(Ωε), g ∈ Lp(Ωε)d, (3)

‖∇δf‖Lp(Ωε) ≤ cδ‖f‖L2(Ωε) for f ∈ L2(Ωε). (4)

In the equations below all norms are L2(Ωε) unless specified otherwise, with cδ

independent of the choice of ε.

2.2. Smoluchowski population balance equations. We want to model the
transport of aggregating colloidal particles under the influence of thermal gradi-
ents. We use the Smoluchowski population balance equation, originally proposed
in [27], to account for colloidal aggregation:

Ri(s) :=
1

2

∑
k+j=i

βkjsksj −
N∑
j=1

βijsisj , i ∈ {1, . . . , N}; N > 2. (5)

Here si is the concentration of the colloidal species that consists of i monomers, N
is the number of species, i.e. the maximal aggregate size that we consider, Ri(s)
is the rate of change of si, and βij > 0 are the coagulation coefficients, which tell
us the rate aggregation between particles of size i and j [7]. Colloidal aggregation
rates are described in more detail in [14].

2.3. Soret and Dufour effects. The system we have in mind is inspired by the
model proposed by Shigesada, Kawasaki and Teramoto [26] in 1979 when they have
studied the segregation of competing species. For the case of two interacting species
u and v, the diffusion term looks like:

∂tu = ∆(d1u+ αuv), (6)

where the second term in the flux is due to cross-diffusion. The second term can be
expressed as:

∆(uv) = u∆v + v∆u+ 2∇u · ∇v. (7)

As a first step in our approach, we consider only the last term of (7), i.e. ∇u · ∇v,
as the driving force of cross-diffusion and we postpone the study of terms u∆v and
v∆u until later.

From mathematical point of view, still it is not easy to treat the term ∇u · ∇v.
Hence, in the paper we approximate this term by ∇δu · ∇v for δ > 0.

2.4. Setting of the model equations. We consider the following balance equa-
tions for the temperature and colloid concentrations:

(P ε):

∂tθ
ε +∇ · (−κε∇θε)− τε

N∑
i=1

∇δuεi · ∇θε = 0, in (0, T )× Ωε, (8)

∂tu
ε
i +∇ · (−dεi∇uεi )− δεi∇δθε · ∇uεi = Ri(u

ε), in (0, T )× Ωε, (9)
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with boundary conditions:

− κε∇θε · ν = 0, on (0, T )× ΓεN , (10)

− κε∇θε · ν = εg0θ
ε, on (0, T )× ΓεR, (11)

− κε∇θε · ν = 0, on ∂Ω, (12)

− dεi∇uεi · ν = 0, on ∂Ω, (13)

where ν is the outward normal vector on the boundary and a boundary con-
dition for colloidal deposition:

− dεi∇uεi · ν = ε(aiu
ε
i − bivεi ), on (0, T )× Γε, (14)

∂tv
ε
i = aiu

ε
i − bivεi on (0, T )× Γε. (15)

As initial conditions, we take for i ∈ {1, . . . , N}:
θε(0, x) = θε,0(x), in Ωε, (16)

uεi (0, x) = uε,0i (x), in Ωε, (17)

vεi (0, x) = vε,0i (x), on Γε. (18)

Table 1. Physical parameters of (P ε).

κε heat conduction coefficient
dεi diffusion coefficient
τε Soret coefficient
δε Dufour coefficient
gi Robin boundary coefficient, i ∈ {0, . . . , N}
ai Deposition coefficient 1, i ∈ {1, . . . , N}
bi Deposition coefficient 2, i ∈ {1, . . . , N}

We refer to (8)- (18) as (P ε) – our reference microscopic model. Note that
the Soret and Dufour coefficients determine the structure of the particular cross-
diffusion system (see [6], [26] [2], [3], [22], [29]). The coefficients ai and bi describe
the deposition interaction between uεi and vεi . Consequently, each uεi has a different
affinity to sediment as well as a different mass.

All functions defined in Ωε are taken to be ε-periodic, i.e. κε(x) = κ(x/ε) and
so on.

Note the use of the mollified gradient in the cross diffusion terms in (8) and (9).
This is a choice that we have to make at this point in order to obtain the necessary
estimates for our equations. From a physical point of view, smoothed gradients
causing advection can be interpreted as there being no turbulence.

2.5. Assumptions on data.

(A1): κ, τ , di, δi ∈ L∞(Y ) for each i ∈ {1, . . . , N}. Moreover, κ0 ≤ κ ≤ κ∗,
τ ≤ τ∗, d0 ≤ di ≤ d∗, δi ≤ δ∗ on Y for i ∈ {1, . . . , N}, where κ0, κ∗, d0, d∗
and δ∗ are positive constants. Also, ai and bi are positive constants for i ∈
{1, . . . , N}, and we put a0 = min(a1, a2, . . . , aN ), a∗ = max(a1, a2, . . . , aN ),
and b∗ = max(b1, b2, . . . , bN ).

(A2): θ
ε,0 ∈ L∞+ (Ωε) ∩ H1(Ωε), uε,0i ∈ L∞+ (Ωε) ∩ H1(Ωε), vε,0i ∈ L∞+ (Γε) for

i ∈ {1, . . . , N} and ε > 0. Moreover, ||θε,0||H1(Ωε) ≤ C0, ||uε,0i ||H1(Ωε) ≤ C0,

and ||vε,0i ||L∞(Γε) ≤ C0 for i ∈ {1, . . . , N} and ε > 0. Here C0 is a positive
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constant independent of ε. Also, L∞+ (Ωε) = {z ∈ L∞(Ωε) : z ≥ 0 a.e. on Ωε}
and L∞+ (Γε) = {z ∈ L∞(Γε) : z ≥ 0 a.e. on Γε}.

Remark 2.1. By the definitions of κε, dεi , τ
ε, δεi and (A1), it holds that κ0 ≤

κε ≤ κ∗, τε ≤ τ∗, d0 ≤ dεi ≤ d∗, δεi ≤ δ∗ on Ωε for i ∈ {1, . . . , N} and each ε > 0.

3. Global solvability of problem (P ε).

Definition 1. The triplet (θε, uεi , v
ε
i ) is a solution to problem (P ε)if the following

holds:

θε, uεi ∈ H1(0, T ;L2(Ωε)) ∩ L∞(0, T ;H1(Ωε)) ∩ L∞((0, T )× Ωε),

vεi ∈ H1(0, T ;L2(Γε)) ∩ L∞((0, T )× Γε),
(19)

for all φ ∈ H1(Ωε) :∫
Ωε

∂tθ
εφ+

∫
Ωε

κε∇θε · ∇φ+ εg0

∫
ΓεR

θεφ =

N∑
i=1

∫
Ωε

τε∇δuεi · ∇θεφ, (20)

for all ψi ∈ H1(Ωε) :∫
Ωε

∂tu
ε
iψi +

∫
Ωε

dεi∇uεi · ∇ψi + ε

∫
Γε

(aiu
ε
i − bivεi )ψi

=

∫
Ωε

δεi∇δθε · ∇uεiψi +

∫
Ωε

Ri(u
ε)ψi,

(21)

for all ϕi ∈ L2(Γε) :∫
Γε

∂tv
ε
iϕi =

∫
Γε

(aiu
ε
i − bivεi )ϕi, (22)

together with (16), (17) and (18) for a fixed value of ε > 0.

Remark 3.1. We note that each term appearing in Definition 1 is finite, since
∇δuεi and ∇δθε are bounded in Ωε due to (3).

To prove the existence of solutions to problem (P ε), we introduce the following
auxiliary problems as iterations steps of the coupled system:

(P1):

∂tθ
ε +∇ · (−κε∇θε)− τε

N∑
i=1

∇δūi · ∇θε = 0, in (0, T )× Ωε,

− κε∇θε · ν = 0, on (0, T )× ΓεN ,

− κε∇θε · ν = εg0θ
ε, on (0, T )× ΓεR,

− κε∇θε · ν = 0, on (0, T )× ∂Ω,

θε(0, x) = θε,0(x), in Ωε,

and



A THERMO-DIFFUSION SYSTEM WITH SMOLUCHOWSKI INTERACTIONS 745

(P2):

∂tu
ε
i +∇ · (−dεi∇uεi )− δεi∇δ θ̄ · ∇uεi = RMi (uε), in (0, T )× Ωε,

− dεi∇uεi · ν = 0, on (0, T )× ∂Ω,

− dεi∇uεi · ν = ε(aiu
ε
i − bivεi ), on (0, T )× Γε,

uεi (0, x) = uε,0i (x), in Ωε,

∂tv
ε
i = aiu

ε
i − bivεi , on (0, T )× Γε,

vεi (0, x) = vε,0i (x), on Γε.

Here

RMi (s) := Ri(σM (s1), σM (s2), . . . , σM (sN )), for s ∈ RN (23)

denotes our choice of truncation of Ri, where

σM (r) :=


0, r < 0,

r, r ∈ [0,M ],

M, r > M,

(24)

where M > 0 is a fixed threshold. Note that if M is large enough, the essential
bounds obtained later in this paper will remain below M . This means that the
existence result is obtained also for the uncut rates.

In the following, assuming (A1)-(A2), we show the existence, positivity and
boundedness of solutions to (P1) and (P2).

When we denote the solutions of P1(ū) by θε and of P2(θ̄) by (uεi , v
ε
i ), respectively,

we can define the solution operators (θε, uεi ) = T(θ̄, ūi) and vεi = T2(θ̄, ūi). We will
show that the operator T is a contraction in the appropriate functional spaces
and use the Banach fixed point theorem to prove the existence and uniqueness of
solutions to (P ε).

Notation 1. Let K(T,M) := {z ∈ L2(0, T ;L2(Ωε)) : |z| ≤M a.e. on (0, T )×Ωε}.

Lemma 3.2. Existence of solutions to (P1). Let ūi ∈ K(T,M), and assume
that (A1)-(A2) hold. Then there exists θε ∈ H1(0, T ;L2(Ωε)) ∩ L∞(0, T ;H1(Ωε))
that solves (P1) in the sense:

for all φ ∈ H1(Ωε) and a.e. in [0, T ]:∫
Ωε

∂tθ
εφ+

∫
Ωε

κε∇θε · ∇φ+ εg0

∫
ΓεR

θεφ =

N∑
i=1

∫
Ωε

τε∇δūi · ∇θεφ, (25)

and

θε(0, x) = θε,0(x) a.e. in Ωε. (26)

Proof. Let {ξi} be a Schauder basis of H1(Ωε). Then for each n ∈ N there exists

θε,0n (x) :=

n∑
j=1

α0,n
j ξj(x) such that θε,0n → θε,0 in H1(Ωε) as n→∞. (27)

We denote by θεn the Galerkin approximation of θε, that is:

θεn(t, x) :=

n∑
j=1

αnj (t)ξj(x) for all (t, x) ∈ (0, T )× Ωε. (28)
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By definition, θεn must satisfy (25) for all φ ∈ span{ξj}nj=1, i.e.:∫
Ωε

∂tθ
ε
nφ+

∫
Ωε

κε∇θεn · ∇φ+ εg0

∫
ΓεR

θεnφ =

N∑
i=1

∫
Ωε

τε∇δūi · ∇θεnφ. (29)

The coefficients αni (t) can be found by testing (29) with φ := ξi and using (27) to
solve the resulting ODE system:

∂tα
n
i (t) +

n∑
j=1

(Aij +Bij − Cij)αnj (t) = 0, i ∈ {1, . . . , n}, (30)

αni (0) = α0,n
i . (31)

The coefficients in (30) and (31) are defined by the following expressions

Aij :=

∫
Ωε

κε∇ξi · ∇ξj , i, j ∈ {1, . . . , n},

Bij := εg0

∫
ΓεR

ξiξj , i, j ∈ {1, . . . , n},

Cij :=

N∑
k=1

∫
Ωε

τε∇δūk · ∇ξjξi i, j ∈ {1, . . . , n}.

Since the system (30) is linear, there exists for each fixed n ∈ N a unique solution
αni ∈ C1([0, T ]).

To prove uniform estimates for θεn with respect to n, we take in (29) φ = θεn. We
obtain:

1

2
∂t‖θεn‖2 + κ0‖∇θεn‖2 + εg0‖θεn‖2L2(ΓεR) ≤

N∑
i=1

∫
Ωε

τε|∇δūi · ∇θεnθεn| := τ∗

N∑
i=1

Ai.

Using the Cauchy-Schwarz inequality and Young’s inequality in the form
ab ≤ ηa2 + b2/4η, where η > 0, we get:

Ai ≤ η‖∇θεn‖2 +
1

4η
‖∇δūiθεn‖2 ≤ η‖∇θεn‖2 +

1

4η
‖∇δūi‖2L4(Ωε)‖θ

ε
n‖2L4(Ωε).

The mollifier property (3) yields ‖∇δūi‖2L4(Ωε) ≤ c
δ‖ūi‖2∞. Using Gagliardo-Niren-

berg inequality (see [23] e.g.), we get:

‖θεn‖2L4(Ωε) ≤ c‖θ
ε
n‖1/2‖∇θεn‖3/2. (32)

Applying Young’s inequality, we obtain:

c‖θεn‖1/2‖∇θεn‖3/2 ≤ η‖∇θεn‖2 + cη‖θεn‖2. (33)

Finally, we obtain the structure:

1

2
∂t‖θεn‖2 + (κ0 − 2Nη)‖∇θεn‖2 + εg0‖θεn‖2L2(ΓεR) ≤ c

δ
η

N∑
i=1

‖ūi‖2‖θεn‖2.

For a small η > 0 Gronwall’s lemma gives:

‖θεn(t)‖2 + κ0

∫ t

0

‖∇θεn(t)‖2 < C for t ∈ (0, T ),
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where C > 0 is independent of n and ε, since ūi are uniformly bounded. This
ensures that

{θεn} is bounded in L∞(0, T ;L2(Ωε)) ∩ L2(0, T ;H1(Ωε)). (34)

To show uniform estimates for ∂tθ
ε
n with respect to n, we can take φ = ∂tθ

ε
n

in (29). Indeed, by the formula (28) of θεn, ∂tθ
ε
n =

∑n
j=1(∂tα

n
j )ξj so that ∂tθ

ε
n ∈

span{ξj}nj=1. Then by using the Cauchy-Schwarz and Young’s inequalities, as well
as the mollifier property (3) we get:

‖∂tθεn‖2 +
1

2
∂t‖
√
κε∇θεn‖2 + ε

g0

2
∂t‖θεn‖2L2(ΓεR) ≤ τ∗

N∑
i=1

∫
Ωε

|∇δūi · ∇θεn∂tθεn|

≤

(
cδτ∗

N∑
i=1

‖ūi‖L∞(Ωε)

)
(η‖∂tθεn‖2 + Cη‖∇θεn‖2) for η > 0. (35)

By taking a small η > 0 and using (34), it holds that:

κ0‖∇θεn‖2 +

∫ t

0

‖∂tθεn‖2 < C for all t ∈ (0, T ),

where C > 0 depends on δ, but is independent of n and ε. Together with (34) this
ensures that:

{θεn} is bounded in H1(0, T ;L2(Ωε)) ∩ L∞(0, T ;H1(Ωε)). (36)

Hence, we can choose a subsequence θεnk ⇀ θε in H1(0, T ;L2(Ωε)) and θεnk
∗
⇀ θε in

L∞(0, T ;H1(Ωε)) as k →∞.
Now, using

vm(t, x) :=

m∑
j=1

βmj (t)ξj(x) (37)

as a test function in (29) and integrating with respect to time we get:

T∫
0

∫
Ωε

∂tθ
ε
nk
vm +

T∫
0

∫
Ωε

κε∇θεnk · ∇vm + εg0

T∫
0

∫
ΓεR

θεnkvm

=

N∑
i=1

T∫
0

∫
Ωε

τε∇δūi · ∇θεnkvm.

(38)

Using (36), we pass to the limit as k →∞ to obtain: For each m

T∫
0

∫
Ωε

∂tθ
εvm +

T∫
0

∫
Ωε

κε∇θε · ∇vm + εg0

T∫
0

∫
ΓεR

θεv =

N∑
i=1

T∫
0

∫
Ωε

τε∇δūi · ∇θεvm. (39)

Note that (39) holds for all v ∈ L2(0, T ;H1(Ωε)) since we can approximate v with
vm in L2(0, T ;H1(Ωε)), hence

T∫
0

∫
Ωε

∂tθ
εv +

T∫
0

∫
Ωε

κε∇θε · ∇v + εg0

T∫
0

∫
ΓεR

θεv =

N∑
i=1

T∫
0

∫
Ωε

τε∇δūi · ∇θεv,

holds for all v ∈ L2(0, T ;H1(Ωε)).
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Finally, we show the initial condition holds. Indeed, the Aubin-Lions lemma
guarantees that θεni → θε in C([0, T ];L2(Ωε)). Then on account of θεnk(0)→ θε,0 in

L2(Ωε) as k →∞, we get θε(0) = θε,0.

Lemma 3.3. Positivity and boundedness of solutions to (P1). Let ūi ∈
K(T,M), M > 0, and assume (A1)-(A2). Then 0 ≤ θε ≤ ‖θε,0‖L∞(Ωε) a.e.
in (0, T )× Ωε.

Proof. Let θε := θε,+− θε,−, where z+ := max(z, 0) and z− := max(−z, 0). Testing
(25) with φ := −θε,−, and using (3) gives:

1

2
∂t‖θε,−‖2 + κ0‖∇θε,−‖2 + εg0‖θε,−‖2L2(ΓεR) ≤ c

δτε
N∑
i=1

‖ūi‖∞‖∇θε,−θε,−‖L1(Ωε)

≤

(
Cδητ

ε
N∑
i=1

‖ūi‖∞

)
‖θε,−‖2 + η‖∇θε,−‖2 for η > 0.

Choosing η < κ0 and taking into account that θε,−(0) = 0, Gronwall’s lemma gives
‖θε,−‖2 ≤ 0. This means θε ≥ 0 a.e. in Ω for all t ∈ (0, T ).

Let φ = (θε −M0)+ in (25) with M0 ≥ ‖θε(0)‖L∞(Ωε): For η > 0

1

2
∂t‖(θε −M0)+‖2 + κ0‖∇(θε −M0)+‖2 + εg0‖(θε −M0)+‖2L2(ΓεR)

+ g0

∫
ΓεR

M0(θε −M0)+ ≤ τ∗
N∑
i=1

∫
Ωε

∇δūi · ∇(θε −M0)+(θε −M0)+

≤

(
τ∗c

δ
N∑
i=1

‖ūi‖∞

)(
cη‖(θε −M0)+‖2 + η‖∇(θε −M0)+‖2

)
.

Discarding the positive terms on the left side and then applying Gronwall’s lemma
leads to:

‖(θε −M0)+(t)‖2 ≤ ‖(θε −M0)+(0)‖2 exp

(
τ∗c

δcη

N∑
i=1

‖ūi‖∞t

)
.

Since ‖(θε −M0)+(0)‖ = 0, we obtain (θε −M0)+(t) = 0. Thus the proof of the
lemma is completed.

Lemma 3.4. Existence of solutions to (P2). Let θ̄ ∈ K(T,M),M > 0 and
(A1)-(A2) hold. Then (P2) has solutions uεi ∈ H1(0, T ;L2(Ωε))∩L∞(0, T ;H1(Ω))
and vεi ∈ H1(0, T ;L2(Γε)) in the following sense:

For all ψi ∈ H1(Ωε), it holds:∫
Ωε

∂tu
ε
iψi +

∫
Ωε

dεi∇uεi · ∇ψi + ε

∫
Γε

(aiu
ε
i − bivεi )ψi

=

∫
Ωε

δεi∇δ θ̄ · ∇uεiψi +

∫
Ωε

RMi (uε)ψi

(40)

uεi (0, x) = uε,0i (x) a.e. in Ωε, (41)
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and for all ϕi ∈ L2(Γε):

∫
Γε

∂tv
ε
iϕi =

∫
Γε

(aiu
ε
i − bivεi )ϕi, (42)

vεi (0, x) = vε,0i (x) a.e. on Γε. (43)

Proof. Let {ξj} – Schauder basis of H1(Ωε). Then, for each n ∈ N, there exists

uε,0i,n(x) :=

n∑
j=1

α0,n
i,j ξj(x) such that uε,0i,n → uε,0i in H1(Ωε) as n→∞. (44)

We denote by uεi,n the Galerkin approximation of uεi , that is:

uεi,n(t, x) :=

n∑
j=1

αni,j(t)ξj(x) for all (t, x) ∈ (0, T )× Ωε. (45)

uεi,n must satisfy (40), and hence,

∫
Ωε

∂tu
ε
i,nψi +

∫
Ωε

dεi∇uεi,n · ∇ψi + ε

∫
Γε

(aiu
ε
i,n − bivεi )ψi

=

∫
Ωε

δεi∇δ θ̄ · ∇uεi,nψi +

∫
Ωε

RMi (uεn)ψi, for all ψi ∈ span{ξj}nj=1.

(46)

Accordingly, let {ηj} – an orthonormal basis of L2(Γε). Then for each n ∈ N there
exists

vε,0i,n(x) :=
n∑
j=1

β0,n
i,j ηj(x) such that vε,0i,n → vε,0i in L2(Γε) as n→∞. (47)

We denote by vεi,n the Galerkin approximation of vεi , that is:

vεi,n(t, x) :=

n∑
j=1

βni,j(t)ηj(x), for all (t, x) ∈ (0, T )× Γε. (48)

vεi,n must satisfy (42), and hence,

∫
Γε

∂tv
ε
i,nϕi =

∫
Γε

(aiu
ε
i,n − bivεi,n)ϕi, for all ϕi ∈ span{ηj}nj=1. (49)
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αni,j(t) and βni,j(t) can be found by substituting uεi,n and vεi,n into (40) – (43) and
using ξk and ηk for k ∈ {1, . . . , n} as test functions:

∂tα
n
i,k(t) +

n∑
j=1

(Aijk + Cijk −Dijk)αni,j(t)−
n∑
j=1

Eijkβ
n
i,j(t)

=

∫
Ωε

ξk

i−1∑
a=1

βa,i−aσM

(
n∑
b=1

αna,b(t)ξb

)
σM

(
n∑
c=1

αni−a,c(t)ξc

)

−
∫
Ωε

ξk

N∑
a=1

βa,iσM

(
n∑
b=1

αni,b(t)ξb

)
σM

(
n∑
c=1

αna,c(t)ξc

)
,

(50)

αni,j(0) = α0,n
i,j , (51)

∂tβ
n
i,k(t) =

n∑
j=1

Gijkα
n
i,j(t)−Hijkβ

n
i,j(t), (52)

βni,j(0) = β0,n
i,j . (53)

The coefficients arising in (50) are defined by:

Aijk :=

∫
Ωε

dεi∇ξj · ∇ξk,

Cijk := εai

∫
Γε

ξjξk, Dijk :=

∫
Ωε

δεi∇δ θ̄ · ∇ξjξk,

Eijk := εbi

∫
Γε

ξkηj , Gijk := ai

∫
Γε

ξjηk,

Hijk := bi

∫
Γε

ηjηk.

The left-hand side of this system of ODEs is linear, while the right-hand side is
globally Lipschitz. Thus there exists a unique solution αni,j(t), β

n
i,j(t) ∈ H1(0, T ) to

(50) - (53) for t ∈ (0, T ).
To show uniform estimates in n for uεi,n and vεi,n, we take ψi = uεi,n and ϕi = vεi,n

in (46) and (49) respectively. We get the inequality:

1

2
∂t‖uεi,n‖2 + d0‖∇uεi,n‖2 + εa0‖uεi,n‖2L2(Γε)

≤ εb∗
∫
Γε

|vεi,nuεi,n|+ δ∗c
δ‖θ̄‖∞‖∇uεi,n‖‖uεi,n‖+

∫
Ωε

RMi (uεn)uεi,n

≤ η‖uεi,n‖2L2(Γε) + Cη‖vεi,n‖2L2(Γε) + η‖∇uεi,n‖2

+ Cδη‖θ̄‖∞‖ui,n‖2 + CM‖ui,n‖,
1

2
∂t‖vεi,n‖2L2(Γε) + bεi‖vεi,n‖2L2(Γε)

≤η‖uεi,n‖2L2(Γε) + Cη‖vεi,n‖2L2(Γε)

≤Cη(‖∇uεi,n‖2 + ‖uεi,n‖2) + Cη‖vεi,n‖2L2(Γε) for η > 0.
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After taking a small η and adding the two inequalities, Gronwall’s lemma gives:

‖uεi,n‖2 + d0

∫ t

0

‖∇uεi,n‖2 + ‖vεi,n‖2L2(Γε) < C for all t ∈ (0, T ), (54)

where C > 0 depends on δ, M and T , but is independent of n and ε, which ensures:

{uεi,n} is bounded in L∞(0, T ;L2(Ωε)) ∩ L2(0, T ;H1(Ωε)), (55)

{vεi,n} is bounded in L∞(0, T ;L2(Γε)). (56)

To show uniform estimates for ∂tu
ε
i,n and ∂tv

ε
i,n with respect to n, we take ψi =

∂tu
ε
i,n and ϕi = ∂tv

ε
i,n in (46) and (49) respectively, noticing that they are in

span{ξj}nj=1. We obtain:

‖∂tuεi,n‖2 +

∫
Ωε

dεi
2
∂t(∇uεi,n)2 +

εai
2
∂t‖uεi,n‖2L2(Γε)

=ε

∫
Γε

bi∂tu
ε
i,nv

ε
i,n +

∫
Ωε

δεi∇δ θ̄ · ∇uεi,n∂tuεi,n +

∫
Ωε

RMi (uεn)∂tu
ε
i,n

=ε∂t

∫
Γε

biu
ε
i,nv

ε
i,n − ε

∫
Γε

biu
ε
i,n∂tv

ε
i,n +

∫
Ωε

δεi∇δ θ̄ · ∇uεi,n∂tuεi,n +

∫
Ωε

RMi (uεn)∂tu
ε
i,n,

(57)

‖∂tvεi,n‖2L2(Γε) +
bi
2
∂t‖vεi,n‖2L2(Γε) = ai

∫
Γε

uεi,n∂tv
ε
i,n. (58)

Adding them, and finally integrating the result over (0, t), we get:∫ t

0

‖∂tuεi,n‖2 +

∫ t

0

‖∂tvεi,n‖2

+
d0

2
‖∇uεi,n(t)‖2 +

εa0

2
‖uεi,n(t)‖2L2(Γε) +

bi
2
‖vεi,n(t)‖2L2(Γε)

≤ b∗‖uεi,n(t)‖L2(Γε)‖vεi,n(t)‖L2(Γε) + b∗‖uεi,n(0)‖L2(Γε)‖vεi,n(0)‖L2(Γε)

+ η

∫ t

0

‖∂tvεi,n‖2 + ε2cηb2∗

∫ t

0

‖uεi,n‖2 +
d∗
2
‖∇uεi,n(0)‖2

+
εa∗
2
‖uεi,n(0)‖2L2(Γε) +

b∗
2
‖vεi,n(0)‖2L2(Γε)

+ η

∫ t

0

‖∂tuεi,n‖2 + δ2
∗c
δcη‖θ̄‖∞

∫ t

0

‖∇uεi,n‖2

+ CMCη + ηa∗

∫ t

0

‖∂tuεi,n‖2 for t ∈ (0, T ] and η > 0.

Denoting the initial condition terms on the right as C0 and using (55) and (56), we
get: ∫ t

0

(1− 2η)‖∂tuεi,n‖2 +

∫ t

0

(1− η)‖∂tvεi,n‖2 +
d0

2
‖∇uεi,n(t)‖2

≤ C0 + a∗δ∗c
δcε‖θ̄‖∞

T∫
0

‖∇uεi,n‖2 + CMCε for t ∈ (0, T ]. (59)
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Then by using (55), again, we have:

‖∇uεi,n(t)‖2 +

T∫
0

‖∂tuεi,n‖2 +

T∫
0

‖∂tvεi,n‖2 ≤ C for t ∈ (0, T ],

where C > 0 depends on δ, M and T , but is independent of n and ε. Namely, this
gives:

{uεi,n} is bounded in H1(0, T ;L2(Ωε)) ∩ L∞(0, T ;H1(Ωε)), (60)

{vεi,n} is bounded in H1(0, T ;L2(Γε)). (61)

Hence, we can choose subsequences uεi,nj ⇀ uεi inH1(0, T ;L2(Ωε)) and uεi,nj → uεi in

C([0, T ], L2(Ωε)) and weakly∗ in L∞(0, T ;H1(Ωε)) and vεi,nj ⇀ vεi in H1(0, T ;L2(Γε))

as j →∞. Since RMi is Lipschitz continuous, the rest of the proof follows the same
line of arguments as in Lemma 3.2.

Lemma 3.5. Positivity and boundedness of solutions to (P2). Let θ̄ ∈
K(T,M), M > 0 and assume (A1)-(A2). Then 0 ≤ uεi ≤Mi(T+1) a.e. in (0, T )×
Ωε, 0 ≤ vεi ≤ M̄i(T + 1) a.e. on (0, T ) × Γε, where Mi > 0 and M̄i > 0 are
independent of M .

Proof. Testing (40) with ψi = −uε,−i and the definition of RMi give:

1

2
∂t‖uε,−i ‖

2 + d0‖∇uε,−i ‖
2 + gi‖uε,−i ‖

2
L2(ΓεR) + εa0‖uε,−i ‖

2
L2(Γε) + ε

∫
Γε

biv
ε
i u
ε,−
i

≤ δ∗cδ‖θ̄‖∞
∫

Ω

|∇uε,−i uε,−i | −
∫
Ωε

i−1∑
j=1

βj,i−ju
ε,+
j uε,+i−ju

ε,−
i

+

∫
Ωε

N∑
j=1

βiju
ε,+
i uε,+j uε,−i .

The second term on the right is always negative, while the third is always zero. We
can discard them and apply Cauchy-Schwarz and Young’s inequalities to the first
term on the right, as well as discard the positive terms on the left to obtain:

1

2
∂t‖uε,−i ‖

2 + (dε0 − η)‖∇uε,−i ‖
2 ≤ δ∗cδcη‖θ̄‖∞‖uε,−i ‖

2 + b∗

∫
Γε

vε,−i uε,−i for η > 0.

(62)

Testing (42) with ϕi = −vε,−i gives:

1

2
∂t‖vε,−i ‖

2
L2(Γε) ≤ b∗‖v

ε,−
i ‖

2
L2(Γε) + a∗

∫
Γε

vε,−i uε,−i . (63)

We rely on Cauchy-Schwarz, Young’s and trace inequalities to estimate the last
term. We obtain:∫

Γε

vε,−i uε,−i ≤ ‖vε,−i ‖L2(Γε)‖uε,−i ‖L2(Γε) ≤ cη‖vε,−i ‖
2
L2(Γε) + η‖uε,−i ‖

2
L2(Γε)

≤ cη‖vε,−i ‖
2
L2(Γε) + ηC(‖uε,−i ‖

2 + ‖∇uε,−i ‖
2) for η > 0.
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Adding (62) and (63) and choosing η + ηC < d0 and taking into account that

uε,−i (0) ≡ 0 and vε,−i (0) ≡ 0, Gronwall’s lemma gives ‖uε,−i ‖2 + ‖vε,−i ‖2 ≤ 0, that
is uεi ≥ 0 a.e. in Ωε and vεi ≥ 0 a.e. in Γε for all t ∈ (0, T ].

Next, let i = 1 and ψ1 := (uε1 −M1)+ in (40) and ϕ1 := (vε1 − M̄1)+ in (42).
Apply (3) for the cross-diffusion term to get:

1

2
∂t‖(uε1 −M1)+‖2 + d0‖∇(uε1 −M1)+‖2 + εa0‖(uε1 −M1)+‖2L2(Γε)

+ε

∫
Γε

(a1M1 − b1M̄1)(uε1 −M1)+ + ε

∫
Γε

b1(vε1 − M̄1)−(uε1 −M1)+

≤ ε
∫
Γε

b1(vε1 − M̄1)+(uε1 −M1)+ + δ∗c
δ‖θ̄‖∞‖∇(uε1 −M1)+(uε1 −M1)+‖L1(Ωε)

+

∫
Ωε
RM1 (uε)(uε1 −M1)+,

1

2
∂t‖(vε1 − M̄1)+‖2L2(Γε) + b1‖(vε1 − M̄1)+‖2L2(Γε) +

∫
Γε

a1(uε1 −M1)−(vε1 − M̄1)+

≤
∫
Γε

a1(vε1 − M̄1)+(uε1 −M1)+ +

∫
Γε

(a1M1 − b1M̄1)(vε1 − M̄1)+.

Here, by the definition we note that RM1 (uε) ≤ 0. Also, we choose M1 and M̄1 such
that a1M1 − b1M̄1 = 0 and add the two inequalities, while dropping the positive
terms on the left and using Cauchy-Schwarz and Young’s inequalities on the right
to obtain:

1

2
∂t‖(u1 −M1)+‖2 + (d0 − η)‖∇(u1 −M1)+‖2 + εa0‖(u1 −M1)+‖2L2(Γε)

+
1

2
∂t‖(vε1 − M̄1)+‖2L2(Γε)

≤ (a∗ + εb∗)(η‖(uε1 −M1)+‖2L2(Γε) + cη‖(vε1 − M̄1)+‖L2(Γε))

+cη(δ∗c
δ)2‖θ̄‖2∞‖(u1 −M1)+‖2 for η > 0.

Then by taking a small η > 0 Gronwall’s lemma gives:

‖(uε1 −M1)+(t)‖2 + ‖(vε1 − M̄1)+‖2L2(Γε)

≤ (‖(uε1 −M1)+(0)‖2 + ‖(vε1 − M̄1)+(0)‖2L2(Γε)) exp
(
C(δεi , θ̄, δ,M)t

)
.

Since we choose M1 > 0 to satisfy ‖(uε1 −M1)+(0)‖ = 0, and M̄1 > 0 to satisfy
‖(vε1 − M̄1)+(0)‖L2(Γε) = 0, we get 0 ≤ uε1 ≤M1 and 0 ≤ vε1 ≤ M̄1.

Let i = 2 and ψ2 := (uε2 −M2(t + 1))+ in (40) and ϕ2 := (vε2 − M̄2(t + 1))+ in
(42) with a2M2 = b2M̄2:

1

2
∂t(‖(uε2 −M2(t+ 1))+‖2 + ‖(vε2 − M̄2(t+ 1))+‖2L2(Γε))

+
d0

2
‖∇(uε2 −M2(t+ 1))+‖2

+ εa2‖(uε2 −M2(t+ 1))+‖2L2(Γε) + b2‖(vε2 − M̄2(t+ 1))+‖2L2(Γε)



754 OLEH KREHEL, TOYOHIKO AIKI AND ADRIAN MUNTEAN

≤ C‖(uε2 −M2(t+ 1))+‖2 +

∫
Ωε

RM2 (uε)(uε2 −M2(t+ 1))+

−M2

∫
Ωε

(uε2 −M2(t+ 1))+ − M̄2

∫
Γε

(vε2 − M̄2(t+ 1))+.

Here, we note that

RM2 (uε) ≤ 1

2
β11σM (uε1)2 ≤ 1

2
β11u

ε,2
1 ≤ 1

2
β11M

2
1 .

Similarly, we have:

1

2
∂t(‖(uε2 −M2(t+ 1))+‖2 + ‖(vε2 − M̄2(t+ 1))+‖2L2(Γε))

≤ C‖(uε2 −M2(t+ 1))+‖2 + (
1

2
β11M

2
1 −M2)

∫
Ωε

(uε2 −M2(t+ 1))+

≤ C‖(uε2 −M2(t+ 1))+‖2.

By applying Gronwall’s lemma with 1
2β11M

2
1 ≤ M2, we see that uε2 ≤ M2(T + 1)

in (0, T ) × Ωε and vε2 ≤ M̄2(T + 1) on (0, T ) × Γε. Recursively, we can obtain the
same estimates for uεi and vεi for i ≥ 3.

Lemma 3.6. The boundedness of the concentration gradient for (P2). Let
θ̄ ∈ K(T,M0) and assume (A1)-(A2) to hold. Then there exists a positive constant

C(M0) such that ‖∇uεi (t)‖ ≤ C(M0) and
∫ T

0
||∂tuεi (t)||2dt ≤ C(M0) for t ∈ (0, T ).

Proof. Let uεi,n be an approximate solution defined in the proof of Lemma 3.4 for
each n. Then from (59) there exists a positive constant C(M0) depending on M0

such that
T∫

0

‖∂tuεi,n‖2 ≤ C(M0), for each n. (64)

By letting n→∞ we have proved this Lemma.

Lemma 3.7. The boundedness of the temperature gradient for (P1).Let
ūi ∈ K(T,M0) and assume (A1)-(A2) to hold. Then there exists a positive constant

C(M0) such that ‖∇θε(t)‖ ≤ C(M0) and
∫ T

0
∂t‖θε(t)||2dt ≤ C(M0) for t ∈ (0, T ).

Proof. From (35) we can prove this lemma in the similar way to that of Lemma 3.6.

Theorem 3.8. Existence and uniqueness of weak solutions (P ε)Let (A1)-
(A2) hold. Then there exists a unique solution to (P ε).

Proof. For any M > 0, XM := K(M,T ) × K(M,T )N is a closed set of X :=
L2(0, T ;L2(Ωε))N+1. Let θ̄1, θ̄2, ūi,1, ūi,2 ∈ K(M,T ), for i ∈ {1, . . . , N}, and put
θ̄ := θ̄1 − θ̄2, ūi := ūi,1 − ūi,2, (θε1, u

ε
i,1) = T(θ̄1, ū1) and (θε2, u

ε
i,2) = T(θ̄2, ū2),

vεi,1 = T2((θ̄1, ū1) and vεi,2 = T2((θ̄2, ū2). Moreover, we define θε = θε1 − θε2 and
uεi = uεi,1 − uεi,2 and vεi = vεi,1 − vεi,2.

By Lemma 3.3 and Lemma 3.5, T : XM → XM for M > max(‖θε,0‖L∞(Ωε),M1,
M2(T + 1), . . . ,MN (T + 1)). Hence, we want to prove the existence of a positive
constant C < 1 such that

‖T(θ̄1, ūi,1)−T(θ̄2, ūi,2)‖X ≤ C‖(θ̄1, ūi,1)− (θ̄2, ūi,2)‖X
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for small T > 0. Substituting θε1, θ
ε
2, u

ε
i,1, u

ε
i,2, v

ε
1, v

ε
2 into the formulation:∫

Ωε

∂tθ
ε
1(θε1 − θε2) +

∫
Ωε

κε∇θε1∇(θε1 − θε2) + εg0

∫
ΓεR

θε1(θε1 − θε2)

=

N∑
i=1

∫
Ωε

τε∇δūi,1 · ∇θε1(θε1 − θε2),

∫
Ωε

∂tθ
ε
2(θε2 − θε1) +

∫
Ωε

κε∇θε2∇(θε2 − θε1) + εg0

∫
ΓεR

θε2(θε2 − θε1)

=

N∑
i=1

∫
Ωε

τε∇δūi,2 · ∇θε2(θε2 − θε1).

Adding the last two equations we obtain:

1

2
∂t‖θε‖2 + κε,0‖∇θε‖2 + g0‖θε‖2L2(ΓεR)

≤ τ∗
N∑
i=1

∣∣ ∫
Ωε

(∇δūi,1 · ∇θε1 −∇δūi,2 · ∇θε2)(θε1 − θε2)

︸ ︷︷ ︸
A

∣∣.
The term A can be expressed as:

A =

∫
Ωε

(∇δūi,1 · ∇θε1 −∇δūi,2 · ∇θε1)(θε1 − θε2)

+

∫
Ωε

(∇δūi,2 · ∇θε1 −∇δūi,2 · ∇θε2)(θε1 − θε2)

=

∫
Ωε

∇δūi · ∇θε1θε︸ ︷︷ ︸
A1

+

∫
Ωε

∇δūi,2 · ∇θεθε

︸ ︷︷ ︸
A2

.

With the help of Lemma 3.7, the terms B and C can be estimated as follows:

A1 ≤ cδM‖ūi‖2 + C(M)2‖θε‖2,

A2 ≤ cδ‖ūi,2‖∞(η‖∇θε‖2 +
1

4η
‖θε‖2) for η > 0.

Looking at the formulation for the concentrations, we have:∫
Ωε

∂tu
ε
i,1(uεi,1 − uεi,2) +

∫
Ωε

dεi∇uεi,1 · ∇(uεi,1 − uεi,2)

+ εai

∫
Γε

uεi,1(uεi,1 − uεi,2)− εbi
∫
Γε

vεi,1(uεi,1 − uεi,2)

=

∫
Ωε

δiδi∇δ θ̄1 · uεi,1(uεi,1 − uεi,2) +

∫
Ωε

Ri(u
ε
1)(uεi,1 − uεi,2),
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Ωε

∂tu
ε
i,2(uεi,2 − uεi,1) +

∫
Ωε

dεi∇uεi,2 · ∇(uεi,2 − uεi,1)

+ εai

∫
Γε

uεi,2(uεi,2 − uεi,1)− εbi
∫
Γε

vεi,2(uεi,2 − uεi,1)

=

∫
Ωε

δi∇δ θ̄2 · uεi,2(uεi,2 − uεi,1) +

∫
Ωε

Ri(u
ε
2)(uεi,2 − uεi,1).

We also test the deposition equation with vεi to obtain:

1

2
∂t‖vεi ‖2L2(Γε) =

∫
Γε

aiv
ε
i u
ε
i − bi‖vεi ‖2L2(Γε).

After adding the three above equations, we obtain:

1

2
∂t‖uεi‖2 +

1

2
∂t‖vεi ‖2L2(Γε) + d0‖∇uεi‖2 + εa0‖uεi‖2L2(Γε)

≤ (a∗ + εb∗)

∫
Γε

|vεi uεi |+
∫
Ωε

|(∇δ θ̄1 · ∇uεi,1 −∇δ θ̄2 · ∇uεi,2)uεi |

+

∫
Ωε

|(Ri(u1)−Ri(u2))ui|,

1

2
∂t‖uεi‖2 +

1

2
∂t‖vεi ‖2L2(Γε) + d0‖∇uεi‖2 + (a0 − η)‖uεi‖2L2(Γε)

≤ (a∗ + εb∗)
2

4η
‖vεi ‖2L2(Γε) + δ∗

∫
Ωε

|∇δ θ̄1 · ∇uεiuεi |︸ ︷︷ ︸
B1

+ δ∗

∫
Ωε

|∇uεi,2 · ∇δ θ̄uεi |︸ ︷︷ ︸
B2

+

∫
Ωε

|(Ri(uε1)−Ri(uε2))uεi |︸ ︷︷ ︸
B3

,

where the sub-expressions can be estimated as:

B1 ≤ η‖∇uεi‖2 +
1

4η
cδ‖θ̄1‖2∞‖uεi‖2 for η > 0,

B2 ≤ cδC(M)‖θ̄‖2 + C(M)‖uεi‖2.

Note that with the boundedness of uεi we can treat RMi as a Lipschitz continuous
function with the Lipschitz constant CL:

B3 ≤ CL‖uεi‖2.

Adding up the estimates for the temperature and concentrations:

d

dt
(‖uεi‖2 + ‖vεi ‖2 + ‖θε‖2) + d0‖∇uεi‖2 + κ0‖∇θε‖2

≤ c1‖uεi‖2 + c2‖vεi ‖2 + c3‖θε‖2 + cδM(‖ūi‖2 + ‖θ̄‖2).

Gronwall’s lemma gives the estimate:

‖θε(t)‖2 + ‖uεi (t)‖2 ≤ C
(
‖θ̄‖2L2(0,T ;L2(Ωε)) + ‖ūi‖2L2(0,T ;L2(Ωε))

)
.
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Integrating over (0, T ), we have:

T∫
0

‖θε(t)‖2 + ‖uεi (t)‖2 ≤ CT
(
‖θ̄‖2L2(0,T ;L2(Ωε)) + ‖ūi‖2L2(0,T ;L2(Ωε))

)
.

Accordingly, T is a contraction mapping for T ′ such that CT ′ < 1. Then the
Banach fixed point theorem shows that (P ε)admits a unique solution in the sense
of Definition 1 on [0, T ′]. Next, we consider (P ε)on [T ′, T ]. Then we can solve
uniquely this problem on [T ′, 2T ′]. Recursively, we can construct a solution of
(P ε)on the whole interval [0, T ].

4. Passing to ε→ 0 (the homogenization limit).

4.1. Preliminaries on periodic homogenization. Now that the well-posedness
of our microscopic system is available, we can investigate what happens as the
parameter ε vanishes. Recall that ε defines both the microscopic geometry and the
periodicity in the model parameters.

Definition 2. (Two-scale convergence [21],[1]). Let (uε) be a sequence of func-
tions in L2(0, T ;L2(Ω)), where Ω is an open set in Rn and ε > 0 tends to 0. (uε)
two-scale converges to a unique function u0(t, x, y) ∈ L2((0, T )×Ω×Y ) if and only
if for all φ ∈ C∞0 ((0, T )× Ω, C∞# (Y )) we have:

lim
ε→0

T∫
0

∫
Ω

uεφ(t, x,
x

ε
)dxdt =

1

|Y |

T∫
0

∫
Ω

∫
Y

u0(t, x, y)φ(t, x, y)dydxdt. (65)

We denote (65) by uε
2
⇀ u0.

The space C∞# (Y ) refers to the space of all Y -periodic C∞-functions. The spaces

H1
#(Y ) and C∞# (Γ) have a similar meaning; the index # is always indicating that

is about Y -periodic functions.

Theorem 4.1. (Two-scale compactness on domains)

(i) From each bounded sequence (uε) in L2(0, T ;L2(Ω)), a subsequence may be
extracted which two-scale converges to u0(t, x, y) ∈ L2((0, T )× Ω× Y ).

(ii) Let (uε) be a bounded sequence in L2(0, T ;H1(Ω)), then there exists ũ ∈
L2((0, T )×Ω;H1

#(Y )) such that up to a subsequence (uε) two-scale converges

to u0 ∈ L2(0, T ;L2(Ω)) and ∇uε 2
⇀ ∇xu0 +∇yũ.

Proof. See e.g. [21],[1].

Definition 3. (Two-scale convergence for ε-periodic hypersurfaces [20]). A se-
quence of functions (uε) ∈ L2((0, T ) × Γε) is said to two-scale converge to a limit
u0 ∈ L2((0, T )×Ωε × Γ) if and only if for all φ ∈ C∞0 ((0, T )×Ωε;C∞# (Γ)) we have

lim
ε→0

ε

T∫
0

∫
Γε

uεφ(t, x,
x

ε
) =

1

|Y |

T∫
0

∫
Ω

∫
Γ

u0(t, x, y)φ(t, x, y)dγydxdt. (66)

Theorem 4.2. (Two-scale compactness on surfaces)

(i) From each bounded sequence (uε) ∈ L2((0, T ) × Γε) one can extract a subse-
quence uε which two-scale converges to u0 ∈ L2((0, T )× Ω× Γ).
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(ii) If a sequence (uε) is bounded in L∞((0, T )× Γε), then uε two-scale converges
to a u0 ∈ L∞((0, T )× Ω× Γ)

Proof. See [20] for proof of (i), and [17] for proof of (ii).

Lemma 4.3. Let (A1)-(A2)hold. Denote by uεi and θε the Bochner extensions1

in the space L2(0, T ;H1(Ω)) of the corresponding functions originally belonging to
L2(0, T ;H1(Ωε)). Then the following statement holds:

(i) uεi ⇀ ui and θε ⇀ θ in L2(0, T ;H1(Ω)),

(ii) uεi
∗
⇀ ui and θε

∗
⇀ θ in L∞((0, T )× Ω),

(iii) ∂tu
ε
i ⇀ ∂tui and ∂tθ

ε ⇀ ∂tθ in L2(0, T ;L2(Ω)),
(iv) uεi → ui and θε → θ strongly in L2(0, T ;Hβ(Ω)) for 1

2 < β < 1 and
√
ε‖uεi −

ui‖L2((0,T )×Γε) → 0 as ε→ 0,

(v) uεi
2
⇀ ui, ∇uεi

2
⇀ ∇xui +∇yu1

i where u1
i ∈ L2((0, T )× Ω;H1

#(Y )),

(vi) θε
2
⇀ θ, ∇θε 2

⇀ ∇xθ +∇yθ1 where θ1 ∈ L2((0, T )× Ω;H1
#(Y )),

(vii) vεi
2
⇀ vi ∈ L∞((0, T )× Ω× Γ) and ∂tv

ε
i

2
⇀ ∂tvi ∈ L2((0, T )× Ω× Γ).

Proof. We obtain (i) and (ii) as a direct consequence of the fact that uεi and θε are
uniformly bounded in L∞(0, T ;H1(Ω))∩L∞((0, T )× Ω). A similar argument gives
(iii). We get (iv) using the compact embedding Hα(Ω) ↪→ Hβ(Ω) for β ∈ ( 1

2 , 1) and
0 < β < α ≤ 1, since Ω has Lipschitz boundary. Note that (iv) implies the strong
convergence of uεi up to the boundary.

Denote W := {w ∈ L2(0, T ;H1(Ω)) and ∂tw ∈ L2(0, T ;L2(Ω))}. We have
uεi , θ

ε ∈ W . Using Lions-Aubin lemma [16] we see that W is compactly embedded
in L2(0, T ;Hβ(Ω)) for β ∈ [0.5, 1]. We then use the trace inequality for perforated
medium from [13], namely for all φ ∈ H1(Ωε) there exists a constant C independent
of ε such that:

ε‖φ‖L2(Γε) ≤ C(‖φ‖2L2(Ωε) + ε2‖∇φ‖2L2(Ωε)). (67)

Applying (67) to uεi − ui, we get:
√
ε‖uεi − ui‖2L2((0,T )×Γε) ≤ C‖u

ε
i − ui‖2L2(0,T ;Hβ(Ωε))

≤ C‖uεi − ui‖2L2(0,T ;Hβ(Ω)), (68)

where ‖uεi−ui‖2L2(0,T ;Hβ(Ω)) → 0 as ε→ 0. As for the rest of the statements (v)-(vii),

since uεi are bounded in L∞(0, T ;H1(Ω)), up to a subsequence we have that uεi
2
⇀ ui

in L2(0, T ;L2(Ω)), and ∇uεi
2
⇀ ∇xui + ∇yu1

i , where u1
i ∈ L2((0, T ) × Ω;H1

#(Y )).

By Theorem 4.2, vεi
2
⇀ vi ∈ L∞((0, T )×Ω×Γε) and ∂tv

ε
i

2
⇀ ∂tvi ∈ L2((0, T )×Ω×

Γε).

4.2. Two-scale homogenization procedure.

Theorem 4.4. Let (A1)-(A2)hold. The limit functions θ, ui, vi, θ
1 and u1

i satisfy
(72), (73) and (74) for any α ∈ C∞((0, T )× Ω) and β ∈ C∞((0, T )× Ω;C∞# (Y )).

1For our choice of microstructure, the interior extension from H1(Ωε) into H1(Ω) exists and
the corresponding extension constant is independent of the choice of ε; see the standard extension

result reported in Lemma 5 from [13].
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Proof. Testing (P ε)with oscillating functions φ(t, x) = α(t, x) + εβ(t, x, xε ), where
α ∈ C∞((0, T )× Ω) and β ∈ C∞((0, T )× Ω;C∞# (Y )), we obtain:∫

Ωε

∂tθ
ε(α+ εβ) +

∫
Ωε

κε(
x

ε
)∇θε(∇xα+ ε∇xβ +∇yβ)

+ g0ε

∫
Γε

θε(α+ εβ) =

N∑
i=1

∫
Ωε

τε(
x

ε
)∇δuεi · ∇θε(α+ εβ), (69)

∫
Ωε

∂tu
ε
i (α+ εβ) +

∫
Ωε

dεi (
x

ε
)∇uεi (∇xα+ ε∇xβ +∇yβ)

+ ε

∫
Γε

(aiu
ε
i − bivεi )(α+ εβ)

=

∫
Ωε

δεi (
x

ε
)∇δθε · ∇uεi (α+ εβ) +

∫
Ωε

Ri(u
ε)(α+ εβ), (70)

ε

∫
Γε

∂tv
ε
i (α+ εβ) = ε

∫
Γε

(aiu
ε
i − bivεi )(α+ εβ). (71)

Using the concept of two-scale convergence for ε→ 0 in (69), (70) and (71) yields:∫
Ω

∂tθα+
1

|Y1|

∫
Ω

∫
Y1

κ(y)(∇θ +∇yθ1)(∇xα(x) +∇yβ(x, y))

+ g0
|ΓR|
|Y1|

∫
Ω

θα =

N∑
i=1

1

|Y1|

∫
Ω

∫
Y1

τ(y)∇δui · (∇θ +∇yθ1)α, (72)∫
Ω

∂tuiα+
1

|Y1|

∫
Ω

∫
Y1

di(y)(∇ui +∇yu1
i )(∇xα+∇yβ)

+
1

|Y1|

∫
Ω

∫
Γ

(aiui − bivi)α

=
1

|Y1|

∫
Ω

∫
Y1

δi(y)∇δθ · (∇ui +∇yu1
i )α+

∫
Ω

Ri(u)α, (73)∫
Ω

∫
Γ

∂tviα =
1

|Y1|

∫
Ω

∫
Γ

(aiui − bivi)α. (74)

Note that we have used strong convergence for passing to the limit in the aggregation
term in (73).

Now we just need to find θ1 and u1
i .

Lemma 4.5. The limit functions θ1 and u1
i depend linearly on θ and ui as follows:

θ1 :=

3∑
j=1

∂xjθθ̄
j , (75)

u1
i :=

3∑
j=1

∂xjuiū
j
i . (76)
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Moreover, θ̄j and ūji solve the elliptic problems on the cell: (77) and (78), respec-
tively: 

−∇y · (κ(y)∇y θ̄j) =
∂κ

∂yj
in Y1,

κ∇y θ̄j · ν = −κνj on Γ,

θ̄j is periodic in Y,

(77)


−∇y · (di(y)∇yūji ) =

∂di
∂yj

in Y1,

di∇yūji · ν = −diνj on Γ,

θ̄j is periodic in Y,

(78)

Proof. To do this we choose α = 0 in (72) and (73). This gives for all β ∈
C∞((0, T )× Ω;C∞# (Y )) a system of decoupled equations:∫

Ω

∫
Y1

κ(y)(∇θ +∇yθ1)∇yβ(x, y) = 0, (79)∫
Ω

∫
Y1

di(y)(∇ui +∇yu1
i )∇yβ(x, y) = 0. (80)

From these equations we can easily get the assertion of this lemma.

4.3. Strong formulation for the limit functions. Here, we give the strong
formulation (P 0) for limit functions θ, ui and vi obtained by Lemma 4.3.

Lemma 4.6. (Strong formulation). Assume (A1)-(A2) to hold. Then the triplet
(θ, ui, vi) of limit functions of weak solutions to the microscopic model is a the weak
solution of the following macroscopic problem:

∂tθ −∇ · (K∇θ) + g0
|ΓR|
|Y1|

θ =

N∑
i=1

(T∇δui) · ∇θ in (0, T )× Ω,

−(K∇θ) · ν = 0 on (0, T )× ∂Ω,

where K and Ti are matrices given by K = K0I + (Kij)ij and T = T0I + (T ijk)jk,
respectively, I is the identity matrix,

K0 =
1

|Y1|

∫
Y1

κdy, Kij =
1

|Y1|

∫
Y1

κ
∂θ̄j

∂yi
dy,

T i0 =
1

|Y1|

∫
Y1

τidy, T ijk =
1

|Y1|

∫
Y1

τi
∂θ̄j

∂yk
dy,

and

∂tui −∇ · (Di∇ui) +Aiui −Bivi = (Fi∇ui) · ∇δθ +Ri(u) in (0, T )× Ω,

−(Di∇ui) · ν = 0 on (0, T )× ∂Ω,

where Di and Fi are matrices defined by Di = DiI + Di0 and Fi = FiI + Fi0,

Di =
1

|Y1|

∫
Y1

didy, Di0 = (
1

|Y1|

∫
Y1

di∂yk ū
j
idy)jk,

Fi =
1

|Y1|

∫
Y1

δidy, Fi = (
1

|Y1|

∫
Y1

δi∂yk ū
j
idy)jk,

Ai =
1

|Y1|

∫
Γ

ai, Bi =
1

|Y1|

∫
Γ

bi,
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and initial conditions:

θ(0, x) = θ0(x) in Ω, (81)

ui(0, x) = u0
i (x) in Ω, (82)

vi(0, x) = v0
i (x) on Γ. (83)

Proof. First, choose α ∈ C∞((0, T )× Ω) and β = 0 in (72) to obtain:∫
Ω

∂tθα+
1

|Y1|

∫
Ω

∫
Y1

κ(y)(∇θ +∇y(

3∑
j=1

∂xjθθ̄
j)∇xα(x))

+ g0
|ΓR|
|Y1|

∫
Ω

θα =

N∑
i=1

1

|Y1|

∫
Ω

∫
Y1

τ(y)∇δui · (∇θ +∇y(

3∑
j=1

∂xjθθ̄
j)α. (84)

Integrating (84) w.r.t. y leads to:∫
Ω

∂tθα+

∫
Ω

K∇θ∇xα+ g0
1

|Y1|

∫
Ω

∫
Y1

θα =

N∑
i=1

∫
Ω

T∇δui · ∇θα. (85)

We can similarly derive from (73) that:∫
Ω

∂tuiα+

∫
Ω

Di∇ui∇xα+

∫
Ω

(Aiui −Bivi)α =

∫
Ω

Fi∇δθ · ∇uiα+

∫
Ω

Ri(u)α,

(86)∫
Ω

∂tviα =

∫
Ω

(Aiui −Bivi)α. (87)

See also [17] and [9] for a similar application of the two-scale convergence method.
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[3] M. Beneš and R. Štefan, Global weak solutions for coupled transport processes in concrete

walls at high temperatures, ZAMM – Zeitschrift für Angewandte Mathematik und Mechanik ,

93 (2013), 233–251.
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