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Abstract. We present the exact finite reduction of a class of nonlinearly per-

turbed wave equations –typically, a non-linear elastic string– based on the
Amann–Conley–Zehnder paradigm. By solving an inverse eigenvalue problem,

we establish an equivalence between the spectral finite description derived from

A–C–Z and a discrete mechanical model, a well definite finite spring–mass sys-
tem. By doing so, we decrypt the abstract information encoded in the finite

reduction and obtain a physically sound proxy for the continuous problem.

1. Introduction. Since the dawn of analytical mechanics, the behavior of contin-
uum materials has been modeled by observing a large collections of small particles,
in the limit when the number of elements approaches infinity. The archetypal ex-
ample, the equations for the large vibrations of the one dimensional elastic string
in the plane, was first derived by Euler in 1744 by considering a chain of N beads
connected by springs of length L/(N − 1) and by letting N → ∞ keeping both
total mass and length L constant.1 Discrete systems converging to continua oc-
cur also for other physical problems. The Sine-Gordon equation is obtained as
a thermodynamic limit of a finite discrete system, the Frenkel–Kontorova model,
as the number of discrete components goes to infinity [27]. Zabusky and Kruskal
[46] studied the continuum limit of the Fermi-Pasta-Ulam model and obtained the
Korteweg-de Vries equation, previously derived [30] for describing weakly nonlinear
shallow water waves.2

Also the applications to continuous problems in scientific calculus are based on
an analogous limit of a system of finite elements towards an infinite system. The
mesh size is chosen according to the desired approximation accuracy, or more often
to the available computational resources.

Of course, there are plenty of successful physical and engineering applications,
however, one cannot conclude that every solution of a continuum physical problem
can be approximated consistently with the solutions of a suitable discretized prob-
lem. Indeed, as observed in [6], even though one can deduce the one dimensional
wave equation as the limit of a sequence of discrete ODEs, each one consisting in a

2010 Mathematics Subject Classification. Primary: 74B20, 70J50; Secondary: 65F18.
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1See [6, Chapter 2.3, page 25].
2We point out also recent applications of continuum limits to other physical domains [18, 19, 35].
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chain of beads connected with springs, where the total mass and the length are the
same, it does not follow that the solutions of the latter converge to solutions of the
former in some physically reasonable sense.

Originally, in a view firstly proposed by Von Neumann [44], it seemed that the
solutions for the positions of the beads in the ODEs, together with their time deriva-
tives and suitable difference quotients would converge respectively to the position,
velocity and strain fields for the PDE. In fact, this convergence is valid where clas-
sical smooth solutions for the PDE exist.

On the other hand, where velocity and strain suffer jump discontinuities, acceler-
ation waves or shocks, the solutions of the discrete problem develop high–frequency
oscillations that persist in the limit as the number of particles N tend to infinity.
Consequently the limiting stress results incorrect.3

In this paper we actually do not come across this difficulty, in a sense, it is
overcome in an inverse direction: we will consider a class of nonlinear wave equations
for which we will define a totally equivalent discrete nonlinear system composed by
beads and springs. We will avoid possible problems with discontinuities in the PDE
solutions because we will not rely on thermodynamical limits. Actually, because we
consider the continuous problem (the PDE) as a starting point, and then we attain
an exactly equivalent ODE system, we will not encounter approximation errors, as
it will be described below in details.

The approach and the results proposed here rely on the Amann–Conley–Zehnder
reduction (ACZ in what follows), a global Lyapunov–Schmidt technique [1, 2, 3, 4,
20, 21] which transforms infinite dimensional variational principles into equivalent
finite dimensional functionals. This method has been employed in conjunction to
topological techniques, e.g., Conley index, Morse theory, Lusternik–Schnirelmann
category and degree theory, for proving results of existence and multiplicity of
solutions for nonlinear differential equations, in particular for semilinear Dirichlet
problems, Hamiltonian systems and nonlinear wave equations [8, 9, 10, 13, 15, 16,
22, 23, 24, 31, 33, 36, 39, 40, 42].

It has been pointed out [25], that the (finite number of) parameters involved in
the above exact reduction scheme can be regarded as a sort of collective variables,
which represent a rather known and strengthened way to describe, in molecular dy-
namics and in other allied fields, complex phenomena occurring on distinct space-
time scales inside systems with infinite degrees of freedom. The different scales
correspond to the various ways we may watch to the system, for example by ob-
serving either local variables which depend only on a few degrees of freedom, or
else collective variables which describe the global behavior as a whole. This fruit-
ful point of view has been developed since some years and it is utilized in many
branches; we recall, e.g., some references in statistical mechanics: [11, 34, 45].

The nonlinear elastic string, when processed with ACZ, produces a nonlinear
discrete system composed by (i) a finite set of uncoupled harmonic oscillators, plus
(ii) an overall nonlinear coupling term. The finite variables µk can be clearly inter-
preted as collective variables, but are of spectral nature and completely abstract.
Nevertheless, there exists a privileged coordinate transformation which restores a
strong physical meaning to the reduced system. Making use of well established re-
sults about inverse eigenvalue problems4, the linear core of the reduced system, i.e.,

3Thorough discussion on this issue can be found in [29].
4See [7, 26, 28, 37] and the references therein.
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the set of uncoupled linear oscillators, is transformed in an elastic chain of beads
and springs, having precisely the same spectral representation.

This theoretical excursion is summarized in Figure 1. By doing so we think to
provide a further motivation for the ACZ reduction coming from the microphysics
of the matter.
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Figure 1. A suitable change of variables gives a physically sound
interpretation to the ACZ reduction for a class of nonlinear wave
equations.

2. Preliminaires: Exact reductions in stationary field theory. For the sake
of clarity, we preliminarily present the ACZ exact reduction technique in the simpler
case of a static semilinear elliptic problem, inspired by elastostatics. We want to
find a function u(x) ∈ H := H1

0 (Ω), where x ∈ Ω ⊆ Rn is a Stokes domain (i.e.,
with a piecewise smooth boundary) satisfying the following nonlinearly perturbed
elliptic equation: {

−∆u = F (u), in Ω

u = 0 on ∂Ω.
(1)

As nonlinear source term F we consider a Nemitski operator

F : H −→ H, u 7−→ F (u), (2)

F (u)(x) := f ◦ u(x), (3)

associated to a Lipschitz function f : R→ R with constant C:

‖F (u1)− F (u0)‖ 6 C ‖u1 − u0‖ .
By means of the Amann–Conley–Zehnder reduction, a completely equivalent alge-
braic equation can be obtained (9). First of all, a spectral decomposition of H1

0 (Ω)
w.r.t. −∆ is applied, and the solutions of the Dirichlet problem (1) can be repre-

sented in the countably infinite dimensional space `2
(Ω),

H 3 u = u1û1 + · · ·+ uj ûj + uj+1ûj+1 + . . . ,

where the ûj are the eigenvectors of the Laplace operator in Ω:

−∆ûj = λj ûj , 0 = λ0 < λ1 6 λ2 6 . . . , ∀j = 1, 2, . . . .
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The spectral decomposition allows to write the inverse operator of the Laplacian:

g : H −→ H,
∑

uj ûj 7−→
∑ uj

λj
ûj ,

−∆ ◦ g(u) = g ◦ (−∆)(u) = u.

The equation (1) can be rewritten setting u = g(v),

v = F (g(v)), v ∈ H, v =

∞∑
j=1

vj ûj ,

and a splitting into a finite dimensional core and an infinite dimensional tail can
be performed for every cutoff ` ∈ N, applying the projection operators derived from
the spectral decomposition:

v = v1û1 + v2û2 + · · · = (4)

= P`v + Q`v = µ+ η = (5)

:= µ1û1 + · · ·+ µ`û`︸ ︷︷ ︸
µ

+ η`+1û`+1 + . . .︸ ︷︷ ︸
η

(6)

{
µ = P`F (g(µ+ η)), finite core

η = Q`F (g(µ+ η)), infinite tail
(7)

The key point now is to show that for sufficiently large values of ` the infinite part
of the equation is always uniquely solved for every fixed finite part µ. This is proved
if we can show that the operator

η 7−→ Q`F (g(µ+ η))

is contractive for ` sufficiently large. Indeed,

‖Q`F (g(µ+ η1))−Q`F (g(µ+ η2))‖ 6 ‖F (g(µ+ η1))− F (g(µ+ η2))‖ 6

6 C ‖g(µ+ η1)− g(µ+ η2)‖ 6 C

λ`+1
‖η1 − η2‖ . (8)

We have C
λ`+1

< 1 for ` suitably large because λ` →∞.

Thus we can denote by η̃(µ) the unique fixed point of the previous contrac-
tion, and we can (at least formally) substitute in the finite equation, which defini-
tively does represent the very equation of our problem, the determination of µ =
(µ1, . . . , µ`):

µ = P`F (g(µ+ η̃(µ))), (µ1, . . . , µ`) ∈ R`. (9)

2.1. Application of the reduction to the variational principle in the static
case. By applying the Volterra–Vainberg Theorem [5, 41, 43] one can associate
to the original Dirichlet problem (1) a variational principle, an Euler–Lagrange
functional:

J [u(·)] :=

∫ t=1

t=0

〈−∆(tu)− F (tu), u〉 dt =

∫
Ω

[1

2
|∇u|2 −

∫ u

0

f(s)ds
]
dx (10)

which critical points dJ [u] = 0 are the (weak) solutions of (1).
The reduction applies as well to the variational principle, simply substituting u

by g(µ+ η̃(µ)), obtaining a finite dimensional functional:

I : R` −→ R, I(µ) := J [g(µ+ η̃(µ))]. (11)
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Indeed one can show this straightforwardly obtained functional is the energy func-
tional of the finite dimensional equation (9), in the sense that the respective solution
sets coincide:

dI(µ) = 0 ⇐⇒ µ = P`F (g(µ+ η̃(µ))). (12)

As already observed in the introduction, this construction lends itself naturally to
topological methods, which can be exploited in a very fruitful way in finite dimen-
sional spaces for obtaining existence and multiplicity of solutions results. More
details on the ACZ reduction for the static nonlinear elasticity can be found in
[14, 15, 17].

3. A perturbed wave equation. Consider the problem of finding T -periodic
solutions for the 1-dimensional nonlinear wave equation:

�u = F (u), t ∈ R, 0 6 x 6 π,
u(t, x) = u(t+ T, x),

u(t, 0) = u(t, π) = 0,

(13)

where � := ∂2

∂t2 −
∂2

∂x2 is the D’Alembert wave operator with unitary phase velocity.
We assume hereafter T = 2π, but we point out that the results presented in what
follows can be obtained also if the period is a rational multiple of 2π.

We consider the functional framework in [38], indeed let

C∞0 =
{
ϕ(t, x) ∈ C∞(R× [0, π],R)

∣∣∣ ϕ(t+ 2π, x) = ϕ(t, x),

ϕ(t, 0) = ϕ(t, π) = 0
} (14)

and let H0 be the completion of C∞0 with respect to the space-time L2-norm:

‖ϕ‖2 = 〈ϕ,ϕ〉 =

∫ 2π

0

∫ π

0

|ϕ(t, x)|2 dxdt. (15)

For the period 2π, or any rational multiple of 2π, the D’Alembertian has a nontrivial
kernel N . Indeed, any function of the form

u(t, x) := p(t+ x)− p(t− x), (16)

where p is 2π periodic (and
∫ 2π

0
|p(a)|2 da < +∞) is a solution of �u = 0. The

kernel N can be characterized also in terms of Fourier series,

N =

{
ϕ ∈ H0

∣∣∣ ϕ(t, x) =

+∞∑
k=−∞

ak sin(kx)eikt with

+∞∑
k=−∞

|ak|2 < +∞

}
, (17)

while its orthogonal complement N⊥ can be written as

N⊥ =

ϕ ∈ H0

∣∣∣ ϕ(t, x) =

∞∑
k=1

+∞∑
n=−∞

k 6=|n|

ak,n sin(kx)eint,
∑
k,n

|ak,n|2 < +∞

 . (18)

In place of the original problem (13) we consider the problem restricted on N⊥,

�u = F (u), u ∈ N⊥, (19)

where F is a nonlinear operator

F : N⊥ → N⊥, with global Lipschitz constant C. (20)
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The restricted problem appears in [12, 22, 38] among others. Adopting this format
the kernel of the D’Alembertian becomes trivial and the existence of a bounded
inverse �−1 is assured. In this way it is possible for instance to relax monotonicity
conditions on F and obtain existence results as well [22].5

Indeed, consider the linear problem in N⊥,

�w = f, f(t, x) =

∞∑
k=1

+∞∑
n=−∞

k 6=|n|

fk,n sin(kx)eint. (21)

It is straightforward to check that

w = �−1f =
∑
k 6=|n|

wk,n sin(kx)eint =
∑
k 6=|n|

fk,n
k2 − n2

sin(kx)eint, (22)

is the unique solution in N⊥. The original nonlinear problem can therefore be
rewritten in the form of a fixed point problem from N⊥ into itself:

u 7−→ �−1F (u). (23)

For fixed ` ∈ N , let us consider the following orthogonal projections involving the
space coordinate x,

P`ϕ =
∑
k6`,
k 6=|n|

ϕk,n sin(kx)eint Q`ϕ =
∑
k>`,
k 6=|n|

ϕk,n sin(kx)eint, (24)

N⊥ = P`N⊥ ⊕Q`N⊥, associated to a splitting of the problem (19):{
µ = P`�−1F (µ+ η),

η = Q`�−1F (µ+ η).
(25)

Proposition 1. If F is globally Lipschitz, the following map

Q`N⊥ −→ Q`N⊥ (26)

η 7−→ Q`�−1F (µ+ η), (27)

is a contraction for ` sufficiently large and for every fixed µ ∈ P`N⊥.

Proof. Let ϕ(ι) = F (µ+ ηι), ι = 1, 2,

ϕ(ι)(t, x) =
∑

k∈N+, n∈Z
k 6=|n|

ϕ
(ι)
k,n sin(kx)eint. (28)

Then the contractivity of (27) holds for 2`+ 1 > C, indeed:

∥∥Q`�−1F (µ+ η1)−Q`�−1F (µ+ η2)
∥∥ =

∥∥∥∥∥∥∥∥
∑
k>`
k 6=|n|

ϕ
(1)
k,n − ϕ

(2)
k,n

k2 − n2
sin(kx) eint

∥∥∥∥∥∥∥∥ 6
5Invertibility of � can be obtained also for irrational periods of constant type, i.e., satisfying

suitable diophantine conditions [23]. However, in such a case the map (27) will not be contractive

in our setting and alternative reductions should be searched in other directions.
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(?)

6
1

min
k>`
k 6=|n|

|k2 − n2|

∥∥∥∥∥∥∥∥
∑
k>`
k 6=|n|

(
ϕ

(1)
k,n − ϕ

(2)
k,n

)
sin(kx) eint

∥∥∥∥∥∥∥∥ 6
6
‖F (µ+ η1)− F (µ+ η2)‖

2`+ 1
6

C

2`+ 1
‖η1 − η2‖ , (29)

where (?) holds because∥∥∥∥∥∥∥∥
∑
k>`
k 6=|n|

ϕ
(1)
k,n − ϕ

(2)
k,n

|k2 − n2|2
sin(kx) eint

∥∥∥∥∥∥∥∥
2

=
∑
k>`
k 6=|n|

∣∣∣ϕ(1)
k,n − ϕ

(2)
k,n

∣∣∣2
|k2 − n2|2

6

6
1

min |k2 − n2|2
∑
k>`
k 6=|n|

∣∣∣ϕ(1)
k,n − ϕ

(2)
k,n

∣∣∣2 =

=
1

min |k2 − n2|2

∥∥∥∥∥∥∥∥
∑
k>`
k 6=|n|

(ϕ
(1)
k,n − ϕ

(2)
k,n) sin(kx) eint

∥∥∥∥∥∥∥∥
2

. (30)

Therefore we conclude the existence of a unique fixed point η ∈ Q`N⊥ for each
given µ ∈ P`N⊥, if ` is sufficiently large. Denoting as above by η̃(µ) such a fixed
point, and substituting in (25), we gain the finite reduction of the problem on the
space variable x, obtaining the bifurcation equation:

µ = P`�−1F (µ+ η̃(µ)). (31)

The temporal modes are still infinite, while the spatial modes, associated to the
variable x are now in finite number.

4. Reduced variational formulation for the wave equation. We will now
exhibit the variational principle associated to the wave equation. We denote by G
a primitive of F , G(s) =

∫ s
0
F (τ)dτ , and we write the Euler–Lagrange functional:

J [u] :=
1

2
〈�u, u〉 −

∫ 2π

0

∫ π

0

G(u)dxdt =

= −
∫ 2π

0

∫ π

0

[
1

2

∣∣∣∣ ∂∂tu
∣∣∣∣2 − 1

2

∣∣∣∣ ∂∂xu
∣∣∣∣2 +G(u)

]
dxdt. (32)

Consider also the following pair of maps:

P`N⊥ 3 µ 7−→ ũ(µ) := µ+ η̃(µ) ∈ N⊥, (33)

N⊥ 3 u 7−→ µ(u) := P`u ∈ P`N⊥. (34)

By combining the E-L functional with the fixed point map µ 7→ η̃(µ) (27), we
obtain a variational principle depending on a finite number of spatial modes:

I[µ] = J [ũ(µ)] = J [µ+ η̃(µ)]. (35)

The reduced variational principle is equivalent to the original one, in the same way
that the reduced problem (31) is equivalent to the original problem (19).
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Theorem 4.1. There exists a one to one correspondence between the critical points
of J and the critical points of I, i.e., the reduced variational principle (35) is exactly
equivalent to the original variational principle (32).

Proof. Such a correspondence is given through the maps (33) and (34). Let N⊥ 3
h = h1 + h2 ∈ P`N⊥ ⊕Q`N⊥, and h, h1, h2 ∈ C∞. First of all, we prove that (35)
is the variational principle associated to the equation (31). We have,

dµI[µ] · h1 = duJ [ũ(µ)] · ∂ũ
∂µ

(µ) · h1 =

〈
�ũ(µ)− F (ũ(µ)),

∂ũ

∂µ
(µ) · h1

〉
=

〈
�ũ(µ)− F (ũ(µ)), h1 +

∂η̃

∂µ
(µ) · h1

〉
= 〈P`(�ũ(µ)− F (ũ(µ))), h1〉+

〈
Q`(�ũ(µ)− F (ũ(µ))),

∂η̃

∂µ
(µ) · h1

〉
=
〈
�
(
µ− P`�−1F (µ+ η̃(µ))

)
, h1

〉
+

+

〈
�
(
η̃(µ)−Q`�−1F (µ+ η̃(µ))

)
,
∂η̃

∂µ
(µ) · h1

〉
=

=
〈(
µ− P`�−1F (µ+ η̃(µ))

)
,�h1

〉
+

+

〈
η̃(µ)−Q`�−1F (µ+ η̃(µ))︸ ︷︷ ︸
≡0, by def of fixed point of (27)

,�

(
∂η̃

∂µ
(µ) · h1

)〉
, (36)

therefore,

dµI[µ] · h1 = 0, ∀h1, ⇐⇒
〈
µ− P`�−1F (µ+ η̃(µ)), h1

〉
= 0, ∀h1. (37)

In other words, the bifurcation equation (31) is variational. Now we prove the
equivalence between the two variational principles. We have that,

duJ [u] · h = 〈�u− F (u), h〉 =
〈
u−�−1F (u),�h

〉
=

=
〈
µ− P`�−1F (µ+ η),�h1

〉
+
〈
η −Q`�−1F (µ+ η),�h2

〉
, (38)

thus, if duJ [u] · h = 0 for all h, we have that
〈
η −Q`�−1F (µ+ η), h2

〉
= 0 for

all h2, i.e., η is the unique fixed point of the map (27), η = η̃(µ), and also〈
µ− P`�−1F (µ+ η̃(µ)), h1

〉
= 0, which implies dµI[µ(u)]·h1, for all h1. Conversely,

it is clear that dµI[µ] · h1 = 0 implies that duJ [ũ(µ)] · h = duJ [µ+ η̃(µ)] · h = 0 by
(37) and (38).

5. From continua to discrete.

5.1. Physical interpretation. The aim of this section consists in rewriting the
reduced E-L functional (35) as the Hamilton variational principle corresponding to
a certain discrete system, i.e.,

I[µ] =
π

2

∫ 2π

0

L̂µ(t)dt. (39)

Let us write more explicitly I [µ]:

I[µ] = J [µ+ η̃(µ)] =

=

∫ 2π

0

∫ π

0

[
1

2

∣∣∣∣∂µ∂t
∣∣∣∣2 − 1

2

∣∣∣∣∂µ∂x
∣∣∣∣2 +G(µ+ η̃(µ))

]
dxdt + (40)
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+

∫ 2π

0

∫ π

0

[
1

2

∣∣∣∣∂η̃(µ)

∂t

∣∣∣∣2 − 1

2

∣∣∣∣∂η̃(µ)

∂x

∣∣∣∣2
]
dxdt,

where the mixed terms in the expansion of the squared terms have vanished after
integration, being µ and η̃(µ) orthogonal, as well as their derivatives.

From the weak formulation of the fixed point problem (25)2:∫ 2π

0

∫ π

0

[
∂

∂t
η̃(µ)

∂

∂t
h− ∂

∂x
η̃(µ) · ∂

∂x
h+ Q`F (µ+ η̃(µ)) · h

]
dxdt = 0,

∀h ∈ Q`H. (41)

Note that we can write F in place of Q`F , being h orthogonal to P`F . If we
substitute η̃(µ) for h, we get:∫ 2π

0

∫ π

0

[∣∣∣∣ ∂∂t η̃(µ)

∣∣∣∣2− ∣∣∣∣ ∂∂xη̃(µ)

∣∣∣∣2
]
dxdt = −

∫ 2π

0

∫ π

0

F (µ+ η̃(µ)) · η̃(µ)dxdt. (42)

This equality can be used in the second summand of the reduced functional (40),
obtaining

I[µ] =

∫ 2π

0

∫ π

0

[1

2

∣∣∣∣∂µ∂t
∣∣∣∣2 − 1

2

∣∣∣∣∂µ∂x
∣∣∣∣2 +

+G(µ+ η̃(µ))− 1

2
F (µ+ η̃(µ))η̃(µ)

]
dxdt. (43)

Writing the Fourier representation of µ (24)

µ(t, x) =
∑̀
k=1

µk(t) sin(kx) (44)

and integrating on the space variable x the first two terms, we obtain

I[µ] =
π

2


∫ 2π

0

∑
16k6`

(
1

2
|µ̇k(t)|2 − |k|

2

2
|µk(t)|2

)
dt +

+

∫ 2π

0

[
2

π

∫ π

0

G(µ+ η̃(µ))− 1

2
F (µ+ η̃(µ))η̃(µ)dx

]
︸ ︷︷ ︸

=: Nµ(t)

dt

 . (45)

As a result, the ‘Lagrangian function’ corresponding to the variational principle
(35) can be written as:

L̂µ(t) := L(µ, µ̇) +Nµ(t) =
∑

16k6`

(
1

2
|µ̇k|2 −

|k|2

2
|µk|2

)
︸ ︷︷ ︸

system of `
harmonic oscillators

+ Nµ(t).︸ ︷︷ ︸
nonlinear coupling

(46)

Thus, the finite dimensional reduced functional can be interpreted as a classical
Action with Lagrangian corresponding to a spectral lattice consisting in ` harmonic
oscillators with displacement µk, unit mass, stiffness |k|2, and a global nonlinear
coupling term Nµ computable from (45).
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5.2. Reconstruction of mass–spring systems from eigenvalue sequences.
Let us consider a one dimensional elastic string of length L. With minor changes
(13) becomes: 

∂2

∂t2u−
∂2

∂x2u = F (u),

u(t, x) = u(t+ 2π, x), ∀x ∈ [0, L], t ∈ R
u(t, 0) = u(t, L) = 0, ∀t ∈ R.

(47)

The eigensystem of − ∂2

∂x2 is given by

0 < λ1 < λ2 < . . . < λk =

(
πk

L

)2

< . . . (48)

ûk(x) =

√
L

2

1

πk
sin

(
πk

L
x

)
. (49)

So the solutions u in N⊥ can be written as a linear combination with time dependent
coefficients of these spatial eigenfunctions

u(t, x) =

∞∑
k=1

ak(t)ûk(x), ak(t) =
∑
|n|6=k

ak,ne
int (50)

u(t, x) =
∑̀
k=1

ak(t)ûk(x) +

∞∑
k=`+1

ak(t)ûk(x) =
∑̀
k=1

µk(t) +

∞∑
k=`+1

ηk(t) (51)

The above ACZ construction leads to the following finite dimensional Lagrangian
(renormalized with respect to (46)):

L̂µ =
∑̀
k=0

(
1

2
|µ̇k|2 −

1

2

(
πk

L

)2

|µk|2
)

+Nµ. (52)

This exact finite spectral formulation does correspond to the description of a large
number of –more or less realistic– finite dynamical systems. The direct reconnais-
sance of (52) shows a system of ` unit mass harmonic oscillators, whose positions

are described by the spectral variables µj , with elastic constants λk =
(
πk
L

)2
; the

term Nµ represents the nonlinear correction.
We recall that the one dimensional wave equation, i.e., equation (47) with F ≡ 0,

originates as the thermodynamic limit of a finite chain of ` small beads connected
with springs, sending ` to infinity while keeping mass density and elastic tension
constant [32]. On the other hand, the quadratic part in (52) does not correspond
to a chain of springs and beads, but to a set of uncoupled harmonic oscillators (see
Figure 2(b) and (c)).

Question. Is it possible to change the variables in (52), obtaining a genuine linear
spring-mass system (plus higher order terms) but maintaining the core of the spectral

sequence (48), i.e., λk =
(
πk
L

)2
, k = 1, . . . , `?

If so, the ACZ reduction would give back a finite mechanical system with a
relevant physical meaning, because of the analogy with the elements of the thermo-
dynamic limit sequence.

To this purpose, we consider the equation of motion of a chain of ` masses
m1, . . . ,m` connected with springs ki and with fixed extrema. We could consider
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also a possible nonlinear contribution Fu, where u = (u1, . . . , u`) is the vector of
the displacements of the masses from their rest position.

Mü+Ku = Fu, (53)

M =


m1 0 . . .
0 m2 0
...

. . . 0
0 m`

 , K =


k1 + k2 −k2 . . .
−k2 k2 + k3 −k3

...
. . . −k`
−k` k` + k`+1


We are interested in the quadratic part of the Lagrangian of this system:

L(u, u̇) =
1

2
u̇>Mu̇− 1

2
u>Ku, (54)

and we want to find a linear coordinate transformation u = Υv such that (54)
becomes the quadratic part of (52), maintaining the same proper oscillation modes.

If we were to take a system with equal masses and equal springs, as in the
sequence of the thermodynamic limit, we would obtain the following eigenvalues:

λ̃k,`+1 =
4(`+ 1)2

L2
sin2

(
π

2(`+ 1)
k

)
, −→

`→∞

(
πk

L

)2

, (55)

which, as shown in figure 3, are close to the desired eigenvalues only in the first

part of the sequence. Of course the k-th eigenvalue of the `-th chain, λ̃k,`+1 will
converge to λk as ` tends to infinity, because π

2(`+1)k � 1 and the sinus in (55)

can be substituted with its argument. Nevertheless, the largest eigenvalues will
maintain a definite distance from the corresponding eigenvalues of the continuum.
More precisely,

λ̃`,`
λ`
∼=

4(`+ 1)2

L2
/π

2`2

L2
→ 4

π2
(∼= 0.4052847). (56)

Therefore, for matching exactly the whole sequence of eigenvalues we must consider
a system with variable masses and springs. However, the reconstructed system can
be symmetric, as it will be specified below.

Let us consider the diagonal matrix D−1 := diag( 1√
m1
, . . . , 1√

m`
). Clearly we

have that M = D2, therefore, by setting

u = D−1y, (57)

we have that (54) becomes

L̃(y, ẏ) = L(u, u̇) =
1

2

∑̀
k=1

ẏ2
k −

1

2
y>D−1KD−1y. (58)

If moreover we consider the orthogonal matrix U of the normalized eigenvectors of
D−1KD−1, by setting

y = Uq, (59)

the Lagrangian function (54) is represented by

˜̃
L(q, q̇) = L(u, u̇) =

1

2

∑̀
k=1

q̇2
k −

1

2
q>Λ̃q, (60)

where the diagonal matrix Λ̃ := diag(λ̃1, . . . , λ̃`) contains the eigenvalues of D−1

KD−1.



428 FRANCO CARDIN AND ALBERTO LOVISON

(a)

(b)

(c)

Figure 2. Equivalence among continuous and discrete systems:
(a) elastic string, (b) uncoupled oscillators and (c) elastic chain.

Therefore, the answer to our question is positive if it is possible to choose masses
m1, . . . ,m` and springs k1, . . . , k`+1 such that the proper frequencies λ̃1, . . . , λ̃` co-
incide with the sequence λ1, . . . , λ` in (48).

This problem is an inverse eigenvalue problem, and has a unique solution in the
form of a persymmetric system, i.e., a chain of masses and springs symmetric with
respect to the mid point 6.

Theorem 5.1. For any sequence of non negative distinct numbers 0 6 λ1 <
λ2 < · · · < λ`, there exists a unique persymmetric mass–spring system (53-54),

m1, . . . ,m`, k1, . . . , k`+1, with specified total mass m =
∑`
k=1mk, having the se-

quence λ1, . . . , λ` as the set of proper oscillation modes.

Proof. The lines of the proof follows [28, Chapters 3 and 4]. A Jacobi matrix
is a positive semi-definite symmetric tridiagonal matrix with (strictly) negative
codiagonal entries. If the elastic constants k1, . . . , k`+1 are all positive, the stiffness
matrix K in (54) is a Jacobi matrix. Moreover, if also the masses m1, . . . ,m` are
all positive, the matrix D−1KD−1 is still a Jacobi matrix. The proof is completed
by invoking

6Thorough discussion on the problem of finding special springs–masses systems reproducing
specified eigenvalues can be found in [28, 37]
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theorem ([28, Theorem 4.3.2]) There is a unique, up to multi-
plicative constants, persymmetric Jacobi matrix J for any assigned
spectrum σ(J) = (λj)

`
j=1, satisfying 0 6 λ1 < λ2 < · · · < λ`.

As described in details in [28, Section 4.4-4.6] it is possible to reconstruct uniquely
a spring-mass system with specified total mass from such a persymmetric Jacobi
matrix J .

For instance, if we consider the first five eigenvalues of an elastic string and
reconstruct an equivalent persymmetric elastic chain with five beads and total mass
1, we obtain the mechanical system:

masses:
{

5
21 ,

5
28 ,

1
6 ,

5
28 ,

5
21

}
, (61)

springs: π2

L2

{
25
42 ,

15
14 ,

5
4 ,

5
4 ,

15
14 ,

25
42

}
. (62)

The corresponding normalized eigenvectors of the discrete simulacrum are shown
in figure 4(b), along with the first five eigenvectors of the continuous system for
comparison (c). The eigenvalues of a chain with equal masses and springs are
compared with the eigenvalues of the string in Figure 3, for a system with 5 masses
and 25 masses. Being the largest eigenvalue of the finite chain less than half the
corresponding eigenvalue of the string (56), the reconstructed system will not tend
to a homogeneous system but a definite difference among masses and springs is
maintained as the system size grows.

0 1 2 3 4 5
0

50

100

150

200

250

0 5 10 15 20 25
0

1000

2000

3000

4000

5000

6000

Figure 3. Right panel: first five eigenvalues of the elastic string
(blue) and eigenvalues of the elastic chain with five equal masses
and springs (red). Left panel: first 25 eigenvalues of the elastic
string (blue) and eigenvalues of the elastic chain with 25 equal
masses and springs (red).

6. Conclusions. The above exploration around the meaning of the exact finite
reduction of the PDE setting of a static or dynamic continuous system, here sketched
by the problems (1) and (13) respectively, has led us to the following interpretation:
such exact reduced system is precisely a discrete ‘simulacrum’ of the original system,
reminiscent of all its main features, and it can be perfectly interpreted as a genuine
physical system, strictly analogous to the systems of the hierarchy employed in the
thermodynamic limit, unless that the masses and springs are not all equal, but
persymmetric, i.e., symmetric with respect to the middle point of the system.
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Figure 4. Five-beads elastic chain with the eigenvalues equal to
the first five eigenvalues of the elastic string. Panel (a1-2): springs
(blue) and masses (red) of the reconstructed system (61-62) with
five elements (a1) and 25 elements (a2). Panel (b): normalized
eigenvectors for the chain with 5 elements. Panel (c): first five
eigenvectors for the elastic string.
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