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Abstract. We study an initial boundary value problem for the Broadwell

model in half space. The Green’s function for the initial boundary value prob-

lem is decomposed into two parts: one is the Green’s function for the initial
value problem, we call it the fundamental solution for the whole space; the

other is the convolution of this fundamental solution with full boundary data.

A new approach to obtain the full boundary data is established here. Finally,
a nonlinear time-asymptotic stability of an equilibrium state is proved.

1. Introduction. Most of the interesting phenomena such as thermal transpira-
tion, curvature effect, in the rarefied gas are related to the presence of a physical
boundary. They can only be understood with the knowledge of the interaction
of the fluid waves with boundary layer. There have been many essential progress
on the boundary value problems for rarefied gas, numerical computations by Sone
et.al. in[7]; analytical studies, particularly structure of Green’s function in [1], [2],
[3], [5]. In this paper, our effort is to study the initial-boundary value problem of
fundamental equation for the rarefied gas in a new aspect. It is partly motivated
by [6], where the dissipative system was studied.

The most basic initial-boundary value problem in the rarefied gas is the one-
dimensional Broadwell model given incoming boundary condition b+(t):

∂tF̃ + V ∂xF̃ = Q(F̃ ), x > 0, t > 0,

F̃ (x, 0) = Ĩ0(x),

(1, 0, 0)F̃ (0, t) = b̃+(t),

(1)

where

F̃ (x, t) =

 f̃+(x, t)

f̃0(x, t)

f̃−(x, t)

 , V =

 1 0 0

0 0 0
0 0 −1

 , Q(F̃ ) =


1
4 f̃

2
0 − f̃+f̃−

−( 1
4 f̃

2
0 − f̃+f̃−)

1
4 f̃

2
0 − f̃+f̃−

 .

Here the unknown functions f̃+, f̃0, f̃− represent the mass densities for the gas
particles moving in x− direction with constant speed 1, 0 and −1 respectively. The
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part ∂tF̃ + V ∂xF̃ represents the free transport mechanism in the gas flow, Q(F̃ )
models the collision mechanism.

Even for smooth, compatible initial and boundary data, there usually exists
singularity in the solution around the boundary. The classical energy method is not
enough to study the nonlinearity due to the boundary singularity. So we need to
consider the pointwise estimates of the Green’s function for the linearized problem
and then close the nonlinearity.

For the collision operator Q, the equilibrium states F̃ are the positive-valued vec-
tor solutions of Q(F̃ ) = 0. Furthermore, an absolute equilibrium state M satisfies

M = (1/6, 1/3, 1/6)t.

We are interested in the structure of solutions close to this absolute equilibrium
state M , i.e., the initial data Ĩ0(x) is a small perturbation around M .

The linearized equation around the absolute equilibrium state M is

∂tF + V ∂xF = LF, (2)

with the linearized collision operator L:

L = −1

6

 1 −1 1

−1 1 −1
1 −1 1

 .

Since L is symmetric, we have the following macro-micro decomposition (P0,P1)
introduced in [2]:

I = P0 + P1, P0 ⊥ P1, I is the identity matrix,

P0 =
1

3

 2 1 −1

1 2 1
−1 1 2

 , P1 =
1

3

 1 −1 1

−1 1 −1
1 −1 1

 . (3)

This macro-micro decomposition (P0,P1) satisfies:

P0L = LP0 = 0,

P1L = L = LP1.

The Green’s function Gb(x, y, t, τ) = Gb(x, y, t − τ) for the linearized initial
boundary value problem of Broadwell model is a 3×3 matrix-valued function which
satisfies: 

∂tGb + V ∂xGb = LGb, x, y > 0, t > τ,

Gb(x, y, 0) = δ(x− y)I,
(1, 0, 0)Gb(0, y, t, τ) = (0, 0, 0).

(4)

To construct Gb(x, y, t), we define a fundamental pair(G,H):{
G = G(x− y, t),
H(x, y, t) = Gb(x, y, t)−G(x− y, t).

(5)

Here the first part is the fundamental solution of the linearized initial problem of
Broadwell model for the whole space, which is also a 3× 3 matrix valued function
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satisfying: {
∂tG + V ∂xG = LG, x ∈ R, t > 0,

G(x, 0) = δ(x)I.

The second part H(x, y, t) satisfies the following system:
∂tH + V ∂xH = LH, x > 0, t > 0,

H(x, y, 0) = 0,
(1, 0, 0)H(0, y, t) = −(1, 0, 0)G(−y, t).

(6)

By applying the first Green’s identity to (6), we have the representation for the
second part:

H(x, y, t) =

∫ t

0

G(x, t− τ)VH(0, y, τ)dτ. (7)

Because of the pointwise description of Green’s function G(x, t) obtained in [2],
the representation (7) yields a pointwise description of the interaction of the bound-
ary data and the propagation of the interior fluid waves. However, the represen-
tation demands the full boundary data H(0, y, τ), while physically the boundary
data are given only for particle moving in x− direction with speed 1. The global
boundary data H(0, y, t) can be obtained through Fourier transformation and well-
posedness of the half space problem. One can apply complex analysis to yield the
exponential sharp global estimates of the boundary data.

Once the Green’s function for the initial-boundary problem (4) is obtained, we
can get the representation for the solution of initial-boundary problem (1). As is
usually done, the solution F is written as

F = M +W.

The boundary value b+(t), for simplicity, is assumed to be part of the absolute
equilibrium state M . To illustrate the wave propagation properties of the solution,
we assume the initial perturbation W0(x) ≡ Ĩ0(x)−M satisfying ‖W0(x)‖ ≤ εe−σ|x|,
with ε� 1. Then the perturbation satisfies

∂tW + V ∂xW − LW = Q(W ), (x, t) ∈ R+ × R+,

W (x, 0) = W0(x),
(1, 0, 0)W (0, t) = 0.

(8)

Now we state the main theorem in our paper:

Theorem 1.1. There exists a constant C, such that the solution W (x, t) for (8)
satisfies

‖W (x, t)‖ ≤ Cε

e−
|x− 1√

3
t|2

C(1+t)

√
1 + t

+ e−(|x|+t)/C


+Cε


1√

(|x+ 1√
3
t|+1)(|x− 1√

3
t|+1)

, for x ∈ (0, 1√
3
t−
√
t),

0, for x ∈ ( 1√
3
t−
√
t,∞).

The rest of the paper is as follows. In section 2, we prepare the full boundary
data through Fourier transformation and wellposedness of the half space problem.
In section 3, we will review the Green’s function for the linearized initial value
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problem, then construct the Green’s function for the initial-boundary problem by
using the aforementioned fundamental pair (G,H). In the section 4, we prove the
main nonlinear stability theorem. We list some useful lemmas for the nonlinear
wave interactions in Appendix. This problem is very interesting due to a particular
fact that the speed of the boundary coincides with one speed of the transport
matrix. The resonance between particles and boundary can be clearly realized
by the Green’s function we constructed. The analysis in this paper also provides a
unified tool for studying the initial-boundary value problem for this kinetic equation
with differential physical characteristics, as compared to the previous works in [1],
[2], [3].

2. Incoming-outgoing map. To obtain full boundary H(0, y, τ) in (7), we use
the Laplace transform to construct a map (1, 0, 0)H(0, y, τ) → (0, 0, 1)H(0, y, τ).
For convenience, we denote

H+(x, y, t) ≡ (1, 0, 0)H(x, y, t),

H0(x, y, t) ≡ (0, 1, 0)H(x, y, t),

H−(x, y, t) ≡ (0, 0, 1)H(x, y, t),

H(x, y, t) =

 H+(x, y, t)

H0(x, y, t)
H−(x, y, t)


For a function y(t) defined for t ≥ 0, its Laplace transform and inverse Laplace

transform are defined as follows:

Y (s) =

∫ ∞
0

e−sty(t)dt,

y(t) =
1

2πi
lim
T→∞

∫ γ+iT

γ−iT
estY (s)ds,Re(s) = γ,

s.t. γ is greater than the real part of all singularities of Y (s).

Let Ls and Lξ denote the Laplace transform with respect to time variable t and
space variable x respectively. Take the Laplace transform of the first equation of
(6) in the x and t variables:

sJ[H+](ξ, y, s) + ξJ[H+](ξ, y, s) = Ls[H+](0, y, s)

− 1
6 (J[H+](ξ, y, s)− J[H0](ξ, y, s) + J[H−](ξ, y, s)),

sJ[H0](ξ, y, s) = 1
6 (J[H+](ξ, y, s)− J[H0](ξ, y, s) + J[H−](ξ, y, s)),

sJ[H−](ξ, y, s)− ξJ[H−](ξ, y, s) = −Ls[H−](0, y, s)
− 1

6 (J[H+](ξ, y, s)− J[H0](ξ, y, s) + J[H−](ξ, y, s)),

(9)

here J[H] ≡ Ls[Lξ[H]], s > 0, ξ > 0.
From (9), we have J[H+](ξ, y, s) = Ls[H+](0,y,s)−sJ[H0](ξ,y,s)

ξ+s ,

J[H−](ξ, y, s) = Ls[H−](0,y,s)+sJ[H0](ξ,y,s)
ξ−s .

We substitute these two representations into the second equation of (9) to get

J[H0](ξ, y, s) =
1

6s+ 1

(ξ − s)Ls[H+](0, y, s) + (ξ + s)Ls[H−](0, y, s)

ξ2 − 6s3+3s2

6s+1

.
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Denote λ1(s) ≡
√

6s3+3s2

6s+1 , then

J[H0](ξ, y, s) =
Resξ=λ1J[H0](ξ, y, s)

ξ − λ1
+
Resξ=−λ1J[H0](ξ, y, s)

ξ + λ1
, (10)

here Resξ=λ1
J[H0](ξ, y, s) means the residue of function J[H0](ξ, y, s) at λ1. Take

the inverse Laplace transform of (10) with respect to space variable ξ:

Ls[H0](x, y, s) = eλ1xResξ=λ1J[H0](ξ, y, s) + e−λ1xResξ=−λ1J[H0](ξ, y, s).

The wellposedness of a differential equation imposes the solution LS [H0](x, y, s)
decays to zero as x→∞. This implies that Resξ=λ1

J[H0](ξ, y, s) = 0, which yields
the following relationship:

Ls[H−](0, y, s) = −λ1 − s
λ1 + s

Ls[H]+y(0, y, s)

= −(6s+ 2−
√

(6s+ 3)(6s+ 1))Ls[H+](0, y, s). (11)

By the inverse Laplace transform of (11), we finally get the Incoming-outgoing Map
formula:

H−(0, y, t) = −6∂tH+(0, y, t)− 2H+(0, y, t)

+6∂t ∗
e−1/2t

2
√
πt
∗ ∂t ∗

e−1/6t

2
√
πt
∗H+(0, y, t). (12)

Here, instead of studying the inverse Laplace transform of
√
s, we consider

√
s
s =

1√
s

by the usual inversion formula of the Laplace transform:

L(t) ≡ 1

2πi

∫ i∞

−i∞
est

1√
s
ds =

1

2π
√
s

∫ ∞
−∞

eis
1√
is
ds =

1

2
√
πt
.

The inversion of the Laplace transform has the property that division in s corre-
sponds to differentiation in t.

3. Construct the Green’s function Gb(x, y, t). The fundamental pair (5) yields
the decomposition Gb(x, y, t) = G(x−y, t)+H(x, y, t). Firstly, we recall the following
theorem in [2] on Green’s function G(x, t) for the initial value problem.

Theorem 3.1. There exists a positive constant C such that∥∥∥∥∥∥∥G(x, t)− e−t/6

 δ(x− t) 0 0

0 δ(x) 0
0 0 δ(x+ t)


∥∥∥∥∥∥∥

≤ C

e−
|x− 1√

3
t|2

C(1+t)

√
1 + t

+
e−
|x+ 1√

3
t|2

C(1+t)

√
1 + t

+ Ce−(|x|+t)/C ,

for all x ∈ R, t > 0. (13)

To get the pointwise estimate for the function H(x, y, t), we also need the follow-
ing lemma:
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Lemma 3.2. The following estimates hold:

‖G+(−y, τ)‖ ≤ O(1)

e−
|−y− 1√

3
τ|2

C(1+τ)

√
1 + τ

+
e−
|−y+ 1√

3
τ|2

C(1+τ)

√
1 + τ

+ e−(|y|+τ)/C

 , (14)

‖∂τG+(−y, τ)‖

≤O(1)

e−
|−y− 1√

3
τ|2

C(1+τ)

(1 + τ)
+
e−
|−y+ 1√

3
τ|2

C(1+τ)

(1 + τ)

 (1 +
1√

1 + τ
) +O(1)e−(|y|+τ)/C , (15)

∥∥∥∥∂τ ∗ e−1/2τ2
√
πτ
∗ ∂τ ∗

e−1/6τ

2
√
πτ
∗G+(−y, τ)

∥∥∥∥
≤ O(1)

 e−
|−y− 1√

3
τ|2

C(1+τ)

√
1 + τ(1 + τ)

+
e−
|−y+ 1√

3
τ|2

C(1+τ)

√
1 + τ(1 + τ)

+ e−(|y|+τ)/C

 . (16)

Proof. The fist two inequalities are straightforward. For the third one, we just apply
Lemma 4.1 in the Appendix when z = 0.

Now we have the following theorem:

Theorem 3.3. The Green’s function for the linearized initial boundary value prob-
lem of Broadwell model satisfies the following estimate:∥∥∥∥∥∥∥Gb(x, y, t)− e−t/6

 δ(x− y − t) 0 0

0 δ(x− y) 0
0 0 δ(x− y + t)


∥∥∥∥∥∥∥

≤ O(1)

e−(|x|+|y|+t)/C +
e−
|x−y+ 1√

3
t|2

C(1+t)

√
1 + t

+
e−
|x−y− 1√

3
t|2

C(1+t)

√
1 + t

+
e−
|x+y− 1√

3
t|2

C(1+t)

√
1 + t


Remark 1. The last term represents the reflections at the boundary of waves with
negative speed − 1√

3
to waves with positive speed 1√

3
.

Proof. Denote the 0th order Particle-Wave decomposition for G(x, t) as

G(x, t) = e−t/6

 δ(x− t) 0 0

0 δ(x) 0
0 0 δ(x+ t)

+ W0(x, t).

From (7), (12) and Theorem 3.1 we have

H(x, y, t) =

∫ t

0

W0(x, t− τ)VH(0, y, τ)dτ

+

∫ t

0

e−(t−τ)/6

 δ(x− (t− τ)) 0 0

0 δ(x) 0
0 0 δ(x+ t− τ)

VH(0, y, τ)dτ.
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For the first term, using Lemma 3.2 we have the following estimate∥∥∥∥∫ t

0

W0(x, t− τ)VH(0, y, τ)dτ

∥∥∥∥
≤O(1)

∫ t

0

‖W0(x, t− τ)‖ · (‖H+(0, y, τ)‖+ ‖H−(0, y, τ)‖)dτ

≤O(1)

∫ t

0

e−
|x− 1√

3
(t−τ)|2

C(1+(t−τ))

√
1 + t− τ

+
e−
|x+ 1√

3
(t−τ)|2

C(1+t−τ)

√
1 + t− τ

+ e−(|x|+t−τ)/C


·
(
‖G+(−y, τ)‖+

∥∥∥∥∂tG+(−y, τ) + ∂τ ∗
e−1/2τ

2
√
πτ
∗ ∂τ ∗

e−1/6τ

2
√
πτ
∗G+(−y, τ)

∥∥∥∥) dτ
≤O(1)

∫ t

0

e−
|x− 1√

3
(t−τ)|2

C(1+(t−τ))

√
1 + t− τ

+
e−
|x+ 1√

3
(t−τ)|2

C(1+t−τ)

√
1 + t− τ

+ e−(|x|+t−τ)/C


·


e−

|−y− 1√
3
τ|2

C(1+τ)

√
1 + τ

+
e−
|−y+ 1√

3
τ|2

C(1+τ)

√
1 + τ

+ e−(|y|+τ)/C

 dτ

≤O(1)

e−(|x|+|y|+t)/C +
e−
|x+y− 1√

3
t|2

C(1+t)

√
1 + t

 (17)

For the second term, we have∥∥∥∥∥∥∥
∫ t

0

e−
t−τ
6

 δ(x− (t− τ)) 0 0

0 δ(x) 0
0 0 δ(x+ t− τ)

VH(0, y, τ)dτ

∥∥∥∥∥∥∥
≤ O(1)

∫ t

0

e−
t−τ
6 [(δ(x− (t− τ)) ‖G+(−y, τ)‖+ δ(x+ (t− τ)) ‖G−(−y, τ)‖]dτ

≤ O(1)

∫ t

0

e−
t−τ
6 δ(x− (t− τ))

e−
|−y− 1√

3
τ|2

C(1+τ)

√
1 + τ

+
e−
|−y+ 1√

3
τ|2

C(1+τ)

√
1 + τ

+ e−(|y|+τ)/C

 dτ

≤ O(1)e−x/C

e−
|−y+ 1√

3
(t−x)|2

C(1+(t−x))√
1 + (t− x)

+ e−(|y|+(t−x))/C


≤ O(1)e−(x+y+t)/C . (18)

From (17), (18) and (5) we get the pointwise estimate for Gb(x, y, t).

4. Nonlinear stability of an absolute equilibrium state. (Proof of the main
theorem)

For such a problem (8), the solution can be represented by the Green’s function
Gb(x, y, t):

W (x, t) =

∫ ∞
0

Gb(x, y, t)W0(y)dy +

∫ t

0

∫ ∞
0

Gb(x, y, t− τ)Q(W )(y, τ)dydτ
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=

∫ ∞
0

Gb(x, y, t)W0(y)dy +

∫ t

0

∫ ∞
0

Gb(x, y, t− τ)P1Q(W )(y, τ)dydτ,

here P1 is the micro part of macro-micro decomposition (3).
W (x, t) can be solved by a Picard’s iteration:{
W (0)(x, t) =

∫∞
0

Gb(x, y, t)W0(y)dy,

W (l)(x, t) = W (0)(x, t) +
∫ t
0

∫∞
0

Gb(x, y, t− τ)Q(W (l−1))(y, τ)dydτ, for l ≥ 1.

By Theorem 3.3, there exists some constant K0 such that

∥∥∥∥∫ ∞
0

Gb(x, y, t)W0(y)dy

∥∥∥∥ ≤ K0ε

e−
|x− 1√

3
t|2

C(1+t)

√
1 + t

+ e−(|x|+t)/C

 .

We make an ansatz assumption:

‖W (x, t)‖ ≤2K0ε

e−
|x− 1√

3
t|2

C(1+t)

√
1 + t

+ e−(|x|+t)/C


+ 2K0ε


1√

(|x+ 1√
3
t|+1)(|x− 1√

3
t|+1)

for x ∈ (0, 1√
3
t−
√
t),

0 for x ∈ ( 1√
3
t−
√
t,∞).

(19)

We will prove that the ansatz assumption is true. Note that for G(x, t):

‖G(x, t)P1‖ = O(1)

e−
(x− 1√

3
t)2

C(1+t)

1 + t
+
e−

(x+ 1√
3
t)2

C(1+t)

1 + t
+ e−(|x|+t)/C

 .

However, the algebraic decaying rate (1+ t)−1 of G(x, y, t)P1 is not necessarily true
for Gb(x, y, t)P1 globally due to the presence of the boundary.

Proof. Case 1. {0 < x < 1√
3
t/2}.

We compute W (x, t) by the forward representation:

‖W (x, t)‖

= ‖
∫ ∞
0

Gb(x, y, t)W0(y)dy‖+

∫ t

0

∫ ∞
0

‖Gb(x, y, t− τ)P1Q(W )(y, τ)‖ dydτ

≤ K0ε

e−
(x− 1√

3
t)2

C(1+t)

√
1 + t

+ e−(|x|+t)/C


+

∫ t

0

∫ ∞
0

e−
[x−y+ 1√

3
(t−τ)]2

C(1+t−τ)

1 + t− τ
+
e−

[x−y− 1√
3
(t−τ)]2

C(1+t−τ)

1 + t− τ

 ‖W (y, τ)‖2dydτ

+

∫ t

0

∫ 1√
3
(t−τ)

0

e−
[x+y− 1√

3
(t−τ)]2

C(1+t−τ)√
(1 + t− τ)(1 + y)

‖W (y, τ)‖2dydτ (20)
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Under the ansatz assumption (19), we have:

∫ t

0

∫ ∞
0

e−
[x−y+ 1√

3
(t−τ)]2

C(1+t−τ)

1 + t− τ
+
e−

[x−y− 1√
3
(t−τ)]2

C(1+t−τ)

1 + t− τ

 ‖W (y, τ)‖2dydτ

≤ O(1)K2
0ε

2

∫ t

0

∫ ∞
0

e−
[x−y+ 1√

3
(t−τ)]2

C(1+t−τ)

1 + t− τ
+
e−

[x−y− 1√
3
(t−τ)]2

C(1+t−τ)

1 + t− τ


e−

(y− 1√
3
τ)2

C(1+τ)

1 + τ
+ e−(|y|+τ)/C

 dydτ

+

∫ t

0

∫ 1√
3
τ−
√
τ

0

e−
[x−y+ 1√

3
(t−τ)]2

C(1+t−τ)

1 + t− τ
+
e−

[x−y− 1√
3
(t−τ)]2

C(1+t−τ)

1 + t− τ


1

(|y + 1√
3
τ |+ 1)(|y − 1√

3
τ |+ 1)

dydτ

]
.

By Lemma 4.2 and Lemma 4.3 in the Appendix,

∫ t

0

∫ ∞
0

e−
[x−y+ 1√

3
(t−τ)]2

C(1+t−τ)

1 + t− τ
+
e−

[x−y− 1√
3
(t−τ)]2

C(1+t−τ)

1 + t− τ


e−

(y− 1√
3
τ)2

C(1+τ)

1 + τ
+ e−(|y|+τ)/C

 dydτ

≤ O(1)

e−
(x− 1√

3
t)2

C(1+t)

√
1 + t

+ e−(|x|+t)/C


+O(1)


1√

(|x+ 1√
3
t|+1)(|x− 1√

3
t|+1)

for x ∈ (0, 1√
3
t−
√
t),

0 for x ∈ ( 1√
3
t−
√
t,∞).

By Lemma 4.4,

∫ t

0

∫ 1√
3
τ−
√
τ

0

e−
[x−y+ 1√

3
(t−τ)]2

C(1+t−τ)

1 + t− τ
+
e−

[x−y− 1√
3
(t−τ)]2

C(1+t−τ)

1 + t− τ


1

(|y + 1√
3
τ |+ 1)(|y − 1√

3
τ |+ 1)

dydτ

≤ B−
1√
3 (x, t;− 1√

3
,

1√
3

;C) +B
1√
3 (x, t;− 1√

3
,

1√
3

;C)

= O(1)

e−
(x− 1√

3
t)2

C(1+t)

√
1 + t

+ e−(|x|+t)/C


+O(1)


1√

(|x+ 1√
3
t|+1)(|x− 1√

3
t|+1)

for x ∈ (0, 1√
3
t−
√
t),

0 for x ∈ ( 1√
3
t−
√
t,∞).
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∫ t

0

∫ 1√
3
(t−τ)

0

e−
|x+y− 1√

3
(t−τ)|2

C(1+t−τ)√
(1 + t− τ)(1 + y)

‖W (y, τ)‖2dydτ

≤O(1)K2
0ε

2

∫ t

0

∫ 1√
3
(t−τ)

0

e−
|x+y− 1√

3
(t−τ)|2

C(1+t−τ)√
(1 + t− τ)(1 + y)

e−
|y− 1√

3
τ|2

C(1+τ)

1 + τ
+ e−(|y|+τ)/C

 dydτ

+O(1)K2
0ε

2

∫ t

0

∫ 1√
3
(t−τ)

0

e−
|x+y− 1√

3
(t−τ)|2

C(1+t−τ)√
(1 + t− τ)(1 + y)

1

(|y + 1√
3
τ |+ 1)(|y − 1√

3
τ |+ 1)

dydτ

≤O(1)K2
0ε

2(t+ 1)−1. (21)

Here the decaying rate −1 in (21) is obtained by the similar calculations in the
proof of Theorem 1.2 in [5].
Case 2. { 1√

3
t/2 < x < 1√

3
t}.

Fix (x, t) and treat Gb(x, y, t, τ) as an operator-valued function of (y, τ). From
a symmetry consideration, we have

‖Gb(x, y, t, τ)P1‖ = O(1)(
1√

t− τ + 1
+

1√
x+ 1

)

e−
|x+y+ 1√

3
(t−τ)|2

C(1+t−τ)

√
1 + t− τ


+O(1)(

e−
|x−y+ 1√

3
(t−τ)|2

C(1+t−τ)

1 + t− τ
+
e−
|x−y− 1√

3
(t−τ)|2

C(1+t−τ)

1 + t− τ
+ e−(x+y+t−τ))

Using the fact that, in the region x ∈ ( 1√
3
t/2, 1√

3
t),

‖Gb(x, y, t, τ)P1‖ = ‖G(x, y, t, τ)P1‖,
by similar calculation, we can prove that∫ t

0

∫ ∞
0

Gb(x, y, t− τ)Q(W )(y, τ)dydτ

≤ O(1)K2
0ε

2(

e−
|x− 1√

3
t|2

C(1+t)

√
1 + t

+ e−(|x|+t)/C

+
1√

(|x+ 1√
3
t|+ 1)(|x− 1√

3
t|+ 1)

).

Case 3. {x > 1√
3
t}.∥∥∥∥∫ t

0

∫ ∞
0

Gb(x, y, t− τ)Q(W )(y, τ)dydτ

∥∥∥∥
≤

∫ t

0

∫ ∞
0

e−
|x−y+ 1√

3
(t−τ)|2

C(1+t−τ)

1 + t− τ
+
e−
|x−y− 1√

3
(t−τ)|2

C(1+t−τ)

1 + t− τ

 ‖W (y, τ)‖2dydτ

+

∫ t

0

∫ 1√
3
(t−τ)

0

e−
|x+y− 1√

3
(t−τ)|2

C(1+t−τ)√
(1 + t− τ)(1 + x)

‖W (y, τ)‖2dydτ

The calculation for the first term is similar to case 1. To deal with the second term,
note that

1√
1 + x

< O(1)
1√

1 + t
,
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we bring out the decaying factor e
−

(x− 1√
3
t)2

C(1+t)√
1+t

and the left is O(1), so∥∥∥∥∫ t

0

∫ ∞
0

Gb(x, y, t− τ)Q(W )(y, τ)dydτ

∥∥∥∥
≤ O(1)K2

0ε
2

e−
|x− 1√

3
t|2

C(1+t)

√
1 + t

+ e−(|x|+t)/C

 ,

and the last case is proved.
Therefore, we verify the ansatz and prove the nonlinear stability theorem.

Appendix: Nonlinear wave interactions. The first lemma is from [5].

Lemma 4.1. Suppose that λ, µ > 0. Then for given positive constants D0 and D1,
there exists D2 > 0 such that for any x, z, t ≥ 0, and α ≥ 1,∫ t

0

e
− (x−λ(t−τ)2

D1(t−τ)

√
t− τ + 1

e
− (z−µτ)2
D0(τ+1)

(τ + 1)
α
2
dτ = O(1)

(
1

(z + 1)
α−1
2

+
1

(t+ 1)
α−1
2

)
e
−

(x−λt+λ
µ
z)2

D2(t+1)

√
t+ 1

.

Define

Iα,β(x, t; 0, t;λ, µ,D) ≡
∫ t

0

∫ ∞
−∞

(t− τ + 1)−β/2e−
[x−y−λ(t−τ)]2

D(t−τ) θα(y, τ ;µ,D)dydτ,

where

θα(y, τ ;µ,D) = (τ + 1)−α/2e−
(y−µ(τ+1))2

D(τ+1)

The following two lemmas are similar to those in [4]. For the sake of completeness,
we give a simplified proof.

Lemma 4.2. The following estimate holds:

I2,2(x, t; 0, t;
1√
3
,

1√
3
, D) = O(1)θ(x, t;

1√
3
, D)

Proof. By completing the square for the exponents, we have

I2,2(x, t; 0, t;
1√
3
,

1√
3
, D)

≡
∫ t

0

∫ ∞
−∞

e−
[x−y− 1√

3
(t−τ)]2

D(t−τ)

t− τ + 1

e−
(y− 1√

3
(τ+1))2

D(τ+1)

τ + 1
dydτ

= O(1)
e−

(x− 1√
3
(t+1))2

D(t+1)

√
t+ 1

∫ t

0

√
t− τ

t− τ + 1

1√
τ + 1

dτ

= O(1)
e−

(x− 1√
3
(t+1))2

D(t+1)

√
t+ 1(∫ t/2

0

1√
t/2 + 1

1√
τ + 1

dτ +

∫ t

t/2

1√
t− τ + 1

1√
t/2 + 1

dτ

)

= O(1)
e−

(x− 1√
3
(t+1))2

D(t+1)

√
t+ 1
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Lemma 4.3. The following estimate holds:

I2,2(x, t; 0, t;− 1√
3
,

1√
3
, D)

= O(1)(t+ 1)−1/4(θ(x, t;
1√
3
, D) + θ(x, t;− 1√

3
, D))

+



0, for x > 1√
3
(t+ 1)−

√
t+ 1,

O(1)[θ(x, t;− 1√
3
, D)

√
x+ 1√

3
t

√
t+1

+( 1√
3
t− x)−1/2(x+ 1√

3
t)−1/2 + θ(x, t; 1√

3
, D)

√
1√
3
t−x

√
t+1

],

for 0 < x < 1√
3
(t+ 1)−

√
t+ 1.

(22)

Proof. Note that

I2,2(x, t; 0, t;− 1√
3
,

1√
3
, D)

≡
∫ t

0

∫ ∞
−∞

e−
[x−y+ 1√

3
(t−τ)]2

D(t−τ)

t− τ + 1

e−
(y− 1√

3
(τ+1))2

D(τ+1)

τ + 1
dydτ

=

∫ t

0

√
t− τ

t− τ + 1

1√
τ + 1

e−
[x+ 1√

3
(t+1)− 2√

3
(τ+1)]2

D(t+1)

√
t+ 1

dτ.

We have the following cases:
Case 1. x+ 1√

3
(t+ 1) < (t+ 1)1/2.

Case 2. (t+ 1)1/2 < x+ 1√
3
(t+ 1) < 2√

3
(t+ 1)− (t+ 1)1/2.

Case 3. 2√
3
(t+ 1)− (t+ 1)1/2 < x+ 1√

3
(t+ 1) < 2√

3
(t+ 1) + (t+ 1)1/2.

Case 4. x+ 1√
3
(t+ 1) > 2√

3
(t+ 1) + (t+ 1)1/2.

For case 1, we have

I2,2(x, t; 0, t;− 1√
3
,

1√
3
, D)

= O(1)
e−

[x+ 1√
3
(t+1)]2

D(t+1)

√
t+ 1

∫ t

0

√
t− τ

t− τ + 1

1√
τ + 1

e
− (τ+1)2

D1(t+1) dτ.

= O(1)θ(x, t;− 1√
3
, D)[(i) + (ii) + (iii)],

where

(i) =

∫ √t+1

0

√
t− τ

t− τ + 1

1√
τ + 1

dτ = O(1)(t+ 1)−1/4

(ii) =

∫ t/2

√
t+1

e
− (τ+1)2

D1(t+1)

√
t+ 1

√
τ + 1

dτ = O(1)(t+ 1)−3/4

(iii) = O(1)
1√
t+ 1

∫ t

t/2

e
− (t+2)2

D2(t+1)

√
τ + 1

dτ = O(1)e
− (t+2)2

D2(t+1) .

D1, D2 are constants. Hence, the estimates (22) follows immediately.
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For case 2

I2,2(x, t; 0, t;− 1√
3
,

1√
3
, D)

= O(1)

∫ (x+ 1√
3
(t+1))/M

0

e
−

[x+ 1√
3
(t+1)]2

D1(t+1)

(t+ 1)
√
τ + 1

dτ

+

∫ t−( 1√
3
t−x)/M

(x+ 1√
3
(t+1))/M

(
1√
3
t− x)−1/2(x+

1√
3

(t+ 1))−1/2
e−

[x+ 1√
3
(t+1)− 2√

3
(τ+1)]2

D(t+1)

√
t+ 1

dτ

+

∫ t

t−( 1√
3
t−x)/M

e
−

[x− 1√
3
(t+1)]2

D2(t+1)

√
t+ 1

√
t− τ

t− τ + 1

1√
t+ 1

dτ


= O(1)[θ(x, t;− 1√

3
, D)

√
x+ 1√

3
t

√
t+ 1

+ (
1√
3
t− x)−1/2(x+

1√
3
t)−1/2

+θ(x, t;
1√
3
, D)

√
1√
3
t− x

√
t+ 1

].

Here, D1, D2, D,M are constants.
For case 3

I2,2(x, t; 0, t;− 1√
3
,

1√
3
, D)

= O(1)

[∫ t/2

0

(t+ 1)−1(τ + 1)−1/2e−C(t+1)dτ

+

∫ t−
√
t+1

t/2

(t+ 1)−1/4(t+ 1)−1/2
e−

[x+ 1√
3
(t+1)− 2√

3
(τ+1)]2

D(t+1)

√
t+ 1

dτ

+

∫ t

t−
√
t+1

√
t− τ

t− τ + 1

1√
t+ 1

(t+ 1)−1/2dτ

]
= O(1)(t+ 1)−3/4,

Finally, for case 4.

I2,2(x, t; 0, t;− 1√
3
,

1√
3
, D)

= O(1)

∫ t

0

√
t− τ

t− τ + 1

1√
τ + 1

e
−

[x− 1√
3
(t+1)]2

D(t+1)
− (t−τ)2
D1(t+1)

1√
t+ 1

dτ

= O(1)θ(x, t;
1√
3
, D)[∫ t/2

0

1√
t+ 1

1√
τ + 1

e
− (t−τ)2
D1(t+1) dτ +

∫ t−
√
t+1

t/2

√
t− τ

t− τ + 1

1√
t+ 1

e
− (t−τ)2
D1(t+1) dτ

+

∫ t

t−
√
t+1

√
t− τ

t− τ + 1

1√
t+ 1

dτ

]
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= O(1)θ(x, t;
1√
3
, D)

[∫ t/2

0

1√
t+ 1

1√
τ + 1

e−C(t+1)dτ + (t+ 1)−1/4

]

= O(1)θ(x, t;
1√
3
, D)

[
e−C(t+1) + (t+ 1)−1/4

]
.

This completes the proof of the lemma.

Consider the following wave interaction:

Bµi(x, t, µ1, µ2;C)

≡
∫ t

0

∫ µ2(τ+1)−
√
τ+1

µ1(τ+1)+
√
τ+1

e−
(x−y−µi(t−τ+1))2

C(t−τ+1)

t− τ + 1

1

(|y − µ1τ |+ 1)(|µ2τ − y|+ 1)
dydτ,

for i = 1, 2 and µ1 < µ2. We quote a lemma in [1].

Lemma 4.4. For some constant C > 0,

Bµi(x, t, µ1, µ2;C)

= C

e− (x−µ1t)
2

C(1+t) + e−
(x−µ2t)

2

C(1+t)

√
1 + t

+ e−(|x|+t)/C


+ C


1√

(|x+µ1t|+1)(|x−µ2t|+1)
, for x ∈ (µ1t+

√
t, µ2t−

√
t),

0, for x ∈ (0, µ1t+
√
t) ∪ (µ2t−

√
t,∞).

for i = 1, 2.
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