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Abstract. The aim of this paper is to build a dynamical traffic model in a

dense urban area. The main contribution of this article is to take into account

the four possible directions of traffic flows with flow vectors of dimension 4 and
not 2 as in fluid mechanic on a plan. Traffic flows are viewed as confronta-

tion results between users demands and a travel supply of the network. The

model gathers elements of intersection theory and two-dimensional continuum
networks.

1. Introduction. On a single road where (x, t) denotes the couple (position,time),
the LWR (Lighthill, Whitham and Richards, [10, 12]) model is a first order macro-
scopic model: it means that the speed v is supposed to be only a function of the
density ρ(x, t) of vehicles: v(x, t) = Ve(ρ(x, t)). In other words, this model considers
that the system is permanently at an equilibrium state given by the function Ve.
With the relation q(x, t) = ρ(x, t)v(x, t) between the flow q, the density and the
speed, this equilibrium state can also be written q(x, t) = Qe(ρ(x, t)), where the
equilibrium function Qe is known as the LWR Fundamental Diagram. It is defined
as Qe(ρ) = ρVe(ρ). The LWR model can be expressed by a single conservation law:

∂tρ+ ∂xQe(ρ) = 0. (1)

The function Qe is constructed with two equilibrium functions: the equilibrium
demand function ∆e and the equilibrium supply function Σe. At a given point
(x, t), denote x− is the location immediately upstream of x and x+ the location
immediately downstream of x. The local demand and supply functions are defined
as in [7]:

∆(x, t) = ∆e(ρ(x−, t), x−), (2)

Σ(x, t) = Σe(ρ(x+, t), x+). (3)
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The traffic flow equilibrium can be seen as the result of a demand and a supply,
this equilibrium being characterized by the min-formula:

q(x, t) = min(∆(x, t),Σ(x, t)) (4)

It means that the resulting traffic flow is generated by the competition between
users’ demand which expresses users’ velocity wish and link supply which expresses
the users’ need of security (respect of a high enough inter-vehicular distance), see
Figure 1. The demand and supply functions are key concepts in traffic theory, they
will be used in the two-dimensional model developed in this article (section 7).
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Figure 1. Fundamental Diagram (a), demand (b) and supply (c)
functions at position x. The min-formula is Qe = min(Σe,∆e).

An intersection is given with I entering links numbered with i ∈ {1, . . . , I}, and
J exiting links numbered with j ∈ {1, . . . , J}. All the links can have arbitrarily
long length. The demand for vehicles exiting link i (towards the intersection) is δi.
The supply for vehicles entering link j is σj . The problem to examine first is to
determine the traffic flows denoted qi on upstream links i and rj on downstream
links j (figure 2).

2. A brief literature review. In this section, we will not take into account models
built exclusively for merges or diverges because our goal is to build a model for large
networks.

2.1. Pointwise intersections. A pointwise model of intersection connects inter-
section’s upstream flows qi and downstream flows rj . These models solve a gen-
eralized Riemann problem on the intersection. The unknowns which have to be
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Figure 2. Pointwise intersection - the Riemann problem

determined are the upstream and downstream flows. The common constraints of
these models are:

∀i, 0 6 qi 6 δi, (5)

∀j, 0 6 rj 6 σj . (6)

2.1.1. Holden and Risebro’s model. This model, published in [5] aims at maximize a
concave function of the flows qi and rj under the basic constraints (5) and (6), plus a
constraint called by the authors: Rankine-Hugoniot condition for the intersections.
This last constraint expresses the conservation of vehicles that cross the intersection:

I∑
i=1

qi =

J∑
j=1

rj . (7)

At an intersection, users’ behaviour is subjected to a least resistance principle. It
means for instance that users who want to turn right will not turn right if the lane to
their right is congested. They would choose another link (for instance, they would
go straight and turn right at the next intersection). In the case of a high congested
network, the least resistance principle seems to suggest that the destination of each
user could depend on the traffic state on the network, which is not reasonable.
Whether the behaviour of avoiding congested links could correspond to reality in
some cases, it is far from easy to determine a realistic mathematical model of this
behaviour.

The important point of this model is the maximization criterion of the normalized
flows from a strictly concave function. Even if they do not give any argument to
explain why it is a relevant feature from a physical point of view, this criterion allows
a unique solution to the generalized Riemann problem. We will see in section 2.1.4
that this idea has a good physical interpretation for traffic flow.

2.1.2. Turning movements coefficients. The coefficients (γij)ij are the intersection
turning movement coefficients. For any couple (i, j), γij is the proportion of users
of link i bound for link j. We have the relations:

0 6 γij 6 1, (8)

∀i,
J∑
j=1

γij = 1. (9)
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At the intersection location, the vehicles conservation is expressed by the con-
straint:

∀j, rj =

I∑
i=1

γijqi. (10)

Constraint (10) implies the Rankine-Hugoniot condition (7) for intersections. It
has to be kept in mind that the intersection turning movement coefficients are a
local issue: while giving these coefficients at each intersection of the network, the
model point of view is not focused on origin-destination travels. The idea of these
intersection turning movement coefficients could be explained in the following way:
at an intersection, someone is looking at the traffic flows, he does not know anything
about the origins and the destinations of the vehicles he observes, but he can count
vehicles and notice the vehicles turning movements, then he can calculate these
coefficients.

In general, intersection turning movements coefficients are set once and for all,
but they should vary with traffic conditions, what is the delicate point in the Holden
and Risebro’s model. Nevertheless, the possibility of making them vary is very tough
because a modification on the turning movement coefficients on a given intersection
has to modify the turning movements coefficients of the nearest intersections and
so on. Find a criterion for such modifications seems to be very difficult: no survey
has been giving such a criterion till now.

2.1.3. Coclite and Piccoli’s model. This model has been published in 2002 in [2]
and updated in 2005 in [3]. It aims at maximize the sum of the entering flows
of the intersection (or equivalently with the Rankine-Hugoniot condition (7), the
sum of the exiting flows). To obtain a unique solution, the authors impose to the
intersection turning movement coefficients the relations:

0 < γij < 1, (11)

∀(i, i′), i 6= i′ ⇒ γij 6= γi′j . (12)

The criterion to maximize, the sum of the flows, seems to be relevant in case of an
intersection regulated by traffic lights. However, in case of an intersection without
any regulation, this criterion does not fit with the user’s equilibrium principle of
Wardrop [14]. As a matter of fact, each user will try to maximize his own speed,
trying to cross the intersection as fast as possible. The maximization of the sum of
flows would fit better to a social optimum.

Moreover, condition (12), though it gives a unique solution to the problem, does
not have any physical sense.

2.1.4. Lebacque’s model. Let us denote q = (qi)i=1...I and r = (rj)j=1...J . The
Lebacque’s optimization model for intersections ([8, 9]) is:

max
q,r

{ I∑
i=1

Φi(qi) +

J∑
j=1

Ψj(rj)

}
(13)

under constraints


∀i ∈ {1, . . . , I}, 0 6 qi 6 δi,
∀j ∈ {1, . . . , J}, 0 6 rj 6 σj ,

∀j ∈ {1, . . . , J}, rj −
∑I
i=1 γijqi = 0.

The functions Φi and Ψj have to be specified.
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If all the functions Φi and Ψj are equal to the Identity function, the criterion is
the sum of the intersection entering and exiting flows. However, this criterion does
not reflect the real traffic physic at an intersection without regulation and does not
give a unique solution for the constraint system of (13).

The Lebacque’s model supposes that functions Φi and Ψj are increasing and
strictly concave functions. This property expresses what happens at the intersec-
tion: the impact of users competition for the resource represented by the space
allowed by the intersection. More precisely, for instance on an entering link i with
capacity ki, the conditions should be:

Φi(0) = 0,

Φi is strictly concave,

Φi is increasing on [0, ki],

Φi is differentiable.

(14)

Conditions (14) imply that:{
Φi is strictly increasing on [0, ki],

Φ′i(0) > 0.
(15)

Obviously, the same conditions hold for Ψj . The functions Φi and Ψj can be
interpreted as intersection’s attributes, as we are going to explain it.

Let us denote: 
a = (ai)i, ai > 0, ∀i ∈ {1 . . . I},
b = (bi)i, bi > 0, ∀i ∈ {1 . . . I},
c = (cj)j , cj > 0, ∀j ∈ {1 . . . J},
d = (dj)j , dj > 0, ∀j ∈ {1 . . . J},
e = (ej)j , ej ∈ R, ∀j ∈ {1 . . . J}.

We build the Lagrangian:

L (q, r, a, b, c, d, e) =

−
I∑
i=1

Φi(qi)−
J∑
j=1

Ψj(rj)

−
I∑
i=1

aiqi +

I∑
i=1

bi(qi − δi)−
J∑
j=1

cjrj +

J∑
j=1

dj(rj − σj)

+

J∑
j=1

ej
(
rj −

I∑
i=1

γijqi
)
. (16)

The Kuhn-Tucker coefficients (ai), (bi), (cj), (dj), (ej) verify the relations:{
∂L
∂qi

(q, r, a, b, c, d, e) = 0,
∂L
∂rj

(q, r, a, b, c, d, e) = 0.

or equivalently: {
Φ′i(qi) = −ai + bi −

∑J
j=1 ejγij ,

Ψ′j(rj) = −cj + dj + ej .
(17)
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The relations (17) are going to give us the interpretations of functions Φi and Ψj

with respect to the intersection supply and the intersection demand. For instance,
for functions Φi and flows qi:

? If 0 < qi < δi, then ai = 0 and bj = 0, Φ′i(qi) = −
∑J
j=1 ejγij .

As Φ′i is strictly decreasing: qi = Φ′−1
i (−

∑J
j=1 ejγij).

? If 0 = qi, then bi = 0 (and ai > 0), Φ′i(qi) = −ai −
∑J
j=1 ejγij .

Then Φ′i(qi) 6 −
∑J
j=1 ejγij and as Φ′i is strictly decreasing:

qi > Φ′−1
i (−

∑J
j=1 ejγij).

? If qi = δi, then ai = 0 (and bj > 0), Φ′i(qi) = bi −
∑J
j=1 ejγij .

Then Φ′i(qi) > −
∑J
j=1 ejγij and as Φ′i is strictly decreasing:

qi 6 Φ′−1
i (−

∑J
j=1 ejγij).

Let us denote Π[a,b](x) the projection of an element x on the line segment [a, b].
The projection function Π[a,b] is defined as:

Π[a,b] : R −→ R

x 7−→

a if x < a
x if x ∈ [a, b]
b if x > b

The previous study leads to:

qi = Π[0,δi]

(
Φ′−1
i (−

J∑
j=1

ejγij)
)
. (18)

If we notice that the projection of an element x on line segment [a, b] can be written
Π[a,b](x) = min(max(a, x), b), then (18) can be written as:

qi = min

(
max

(
0,Φ′−1

i (−
J∑
j=1

ejγij)
)
, δi

)
. (19)

The quantity max
(

0,Φ′−1
i (−

∑J
j=1 ejγij)

)
can be interpreted as an implicit inter-

section supply for the upstream link i, given that δi is the demand on the link i
entering in the intersection.

The same type of study leads to

rj = Π[0,σj ]

(
Ψ′−1
j (ej)

)
. (20)

The quantity max
(

0,Ψ′−1
j (ej)

)
can be interpreted as an implicit intersection de-

mand for the downstream link j, given that σi is the supply on the link j exiting
the intersection.

2.2. Internal state intersection model. A simple intersection model is devel-
oped in [8, 9]. It can be explained as follows. The intersection is not considered
anymore as a point but as a “box” (figure 3.a). It means that the intersection
can contain vehicles. Hence, if there are N vehicles in the intersection, waiting for
entering their exit link, the intersection state is characterized by a supply Σ(N)
and a demand ∆(N). These supply and demand functions Σ and ∆ are supposed
to have the same shape as link supply and link demand (figure 1). The maximum
number of vehicles in the intersection will be noted Nmax, the maximum flow Qmax
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through the intersection will be reached for a critical number Ncrit of vehicles in
the intersection.

If there are N vehicles in the intersection, each incoming link will have an incom-
ing supply noted Σi(N). From empirical data in [8], Σi(N) is given by a linear split
of Σ(N): Σi(N) = βiΣ(N). The coefficients βi have a physical sense which can
be difficult to understand. They represent the fraction of accessible lanes to users
from link i. In case there are more entering lanes than exiting lanes, it is possible

that
∑I
i=1 βi > 1. We are going to explain how this could happen with figure 3.b:

users coming from link 1 find accessible the exit link, and users coming from link 2
too. Thus, Σ1(N) = Σ(N), (β1 = 1) and Σ2(N) = Σ(N), (β2 = 1). What would
happen if we imposed for instance β1 = 1

2 and β2 = 1
2? The intersection would fill

more slowly than in the previous case.
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Figure 3. Pointwise intersection - Generalized Riemann problem
(a). Intersection with β1 = 1 and β2 = 1 (b).

If Nj denotes the number of vehicles in the intersection bound for link j (obvi-
ously,

∑
j Nj = N), the partial demand ∆j for downstream link j is assumed to be

proportional to Nj : ∆j =
Nj

N ∆(N).

The conservation of vehicles in the intersection is given by the formula: d
dtNj =∑

i γijqi − rj , with the usual formulas for flows: qi = min(δi,Σi) and rj = min(∆j ,
σj).

The important point is that both Lebacque’s models (sections 2.1.4 and 2.2)
satisfy the Invariance Principle ([8, 9]). The Invariance Principle can be stated as
follows:

? If qi < δi, then qi is equal to the supply. Hence, the flow qi is unchanged if
the demand δi is increased up to Qi,max.

? If rj < σj , then rj is equal to the demand. Hence, the flow rj is unchanged if
the supply σj is increased up to Qj,max.

In case of equilibrium ( d
dtNj = 0), it is proved in [9] and [8] that internal state

model and pointwise optimization model are equivalent for merges and diverges.

3. Experiences on a large orthotropic network. We aim at finding a two-
dimensional behaviour law. Can such a law be found in the center of a large
orthotropic network with K × L intersections (figure 4)? On each intersection
(k, l), we know the turning node movements γklij which are supposed to be constant.
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The number γklij represents the proportion of vehicles that go from link i to link j
at node (k, l). For sake of simplicity, each link has a distance of 1, hence, between
two intersections, the distance is 2. It is important to underline that we do not take
into account an origin-destination point of view, we are only interested in vehicles
circulation on the network. We are looking for a static traffic equilibrium with
constant supplies and demands.
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Figure 4. Orthotropic network with K lines and L columns (a).
Zoom on a network element (b): on each node entering link, the
density is µ, there is a supply s and a flow g at its beginning, a
demand δ and a flow q at the intersection entry; the split of the
entering flows is given by γ coefficients; on each node exiting link
the density is ρ, there is a supply σ and a flow r at its beginning
(after the intersection), a demand d and a flow f at the link exit.

We are going to test the Lebacque’s intersection models on this network using
algorithm 1.

3.1. Common data. The turning movement coefficients are the same at each in-
tersection. This hypothesis can be seen as quite artificial, but in a big homogenous
network, turning movement coeficients should be nearly the same on nearby in-
tersections. The matrix which represents these coefficients in our test network is:

(γij)ij =


0.4686 0.2236 0 0.3078
0.0405 0.469 0.4905 0

0 0.3109 0.2904 0.3987
0.3512 0 0.4097 0.2391


Each link is one kilometer long and the Fundamental Diagram on each link is as

in figure 5: the capacity is of 50 vehicles per minute, the critical density is of 60
vehicles per kilometer, the fluid regime velocity is of 50 kilometers per hour.

The demands at the entry of border links are set equal to 25 vehicles per minute
and the supplies at the exits of the border links are set equal to 50 vehicles per
minute.

3.2. Test with pointwise optimization model. Functions Φi are set equal for
any i ∈ {1, 2, 3, 4}, functions Ψj are set equal for any j ∈ {1, 2, 3, 4}. They are
defined as:

Φ : R −→ R
q 7−→ −q2 + 140q

Ψ : R −→ R
r 7−→ −r2 + 160r
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Algorithm 1 Large orthotropic discrete network algorithm

Input: ? K lines and L columns,
? turning movement coefficients,
? pointwise model case: definition of functions Φi and Ψj ,
? internal state model case: definition of intersection demand and supply

functions,
? Fundamental Diagrams on links,
? border conditions: supplies skli and demands dkli at the network entries

and exits,
? ending time T .

(For sake of simplicity, in the sequel, we omit the indices i, k, l)
1: empty network initial conditions (at t = 0): ρ0 and µ0 are null on each link
2: for t = 0 to T do
3: Calculate st, δt, σt and dt with the Supply and Demand splits of the Funda-

mental Diagram
4: Calculate gt, qt, rt and f t with the min-formula
5: Calculate ρt+1 = ρt + rt − f t, µt+1 = µt + gt − qt
6: end for
7: Output: ? the flows gT , qT , rT and fT ,

? the densities µT and ρT ,
? the supplies and demands sT , δT , σT and dT .

veh/mn

O 60 200

veh/km

50

Figure 5. Fundamental Diagram at each point of each link. Each
link is of length 1km. At each point, the capacity is of 50 veh.mn−1,
the critical density is of 60 veh.km−1, the fluid phase velocity is of
50 km.h−1.

They verify conditions (14). In particular, critical values for Φ (70 veh.mn−1) and
for Ψ (80 veh.mn−1) are superior to the link capacities (50 veh.mn−1), as required.

With the graphs of figure 6, we can hypothesize a behaviour law at the center
intersection of a network composed with the same turning movement matrix γ at
each intersection: the entering flow vector (q1, q2, q3, q4) is an eigenvector of matrix
tγ associated to the eigenvalue 1, hence the exiting flow vector (r1, r2, r3, r4) is
equal to (q1, q2, q3, q4). This behaviour law can be noticed when the demands at the
border are not to high: in case of high demand levels on the border, the network
will reach bit-by-bit the completely blocked equilibrium state. We are now going to
test if this empirical behaviour law still works in a network where intersections are
treated with an internal state model.
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(a) (b)

(c) (d)

Figure 6. Pointwise optimization model - Traffic flows at the adja-
cent links of the central intersection in a 3×3 intersections network
(a) and a 7×7 intersections network (b). When road traffic is fluid
on the network, the equilibrium state is reached for eigenvectors of
tγ associated with the eigenvalue 1. The same tests in a 15 × 15
intersections network (c) and a 27 × 27 intersections network (d)
give that the equilibrium state flows and even the loading of the
central intersection (transitional phase at the beginning) are made
up of such eigenvectors.

3.3. Test with internal state model. The internal state model gives a location
for vehicle stocking. According to different traffic patterns, this should allow regu-
larizing effects when demand is low, and oscillations as demand increases. Hence,
the previous behaviour law should not be so evident.

Each node characteristic supply and demand functions are defined as in figure 7.
The intersection is modelled with a location which surrounds the real intersection
over more or less 75 meters in each direction.

The tests should be cautious because of the model sensitivity. On figure 8, one
can see that even with a quite low demand, an equilibrium state cannot be reached
on the central node of a 7×7 intersections network. A general behaviour law should
be obtained with lower demands on the border.

On figure 9, equilibrium states are reached at the central intersection of three
networks of different sizes, with weak demands on the border. The obtained be-
haviour law is the same than the pointwise model behaviour law at equilibrium.
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Figure 7. Internal state model - Demand (a) and supply (b) func-
tions for each intersection of the network. The intersection itself is
provided with a demand and a supply function with same shapes
as demand and supply functions for links.

(a) (b)

Figure 8. Internal state model - A 7 × 7 intersections network:
the flows at the central intersection (a) and the number of vehicles
in the central intersection (b) are oscillating. The loading demand
(12 veh.mn−1), is quite low for links, but it is sufficient to disturb
the intersections traffic state.

Nevertheless, it is more instable as far as the Rankine-Hugoniot condition (7) is

replaced by dN
dt (t) =

∑4
i=1 qi(t)−

∑4
j=1 rj(t).

4. What could be improved with these models? A general behaviour law
has been found at the center of a network provided with intersections with same
turning movement coefficients: the equilibrium state is given by an eigenvector of
the transpose of turning movement matrix associated to the eigenvalue 1.

It is proved in [9] that the pointwise and the internal state models are equivalent
for a merge and a diverge. It is shown that the merge model is compatible to
experimental data. Nevertheless, many questions hold to understand better these
models and compare them. For instance, if one defines the coordinates of the critical
demand vectors as the demands on the border that break the equilibrium state at
the central intersection, how to characterize these critical demand vectors? This
would define critical regimes for intersections.
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(a) (b)

(c) (d)

Figure 9. Internal state model - Traffic flows at the central in-
tersection on 7 × 7 (a), 15 × 15 (b) and 19 × 19 (c) intersections
networks, with low demands on the border (6 veh.mn−1). For each
travel direction, the equilibrium state is reached for an entering
flow equal to the exiting flow. On (d), the evolution of the number
of vehicles in the central intersection of the 19 × 19 intersections
network is represented.

From now, we develop the traffic local conservation equations in a continuous
anisotropic network. We target towards a dynamical equation that would take
crossing traffic flows into account. To this end, we will use previous results.

5. Anisotropic network.

5.1. Urban area. Let us denote A a dense urban area with an anisotropic network.
The network is considered as a continuum. It means that all the network roads are
aggregated so that vehicles behave like a two-dimensional fluid, as if the area was
observed from a long distance (e.g. [13, 16, 15, 11]). Hence, the detailed geometric
structure is lost. Nevertheless, it doesn’t mean that at a network point, vehicles
can follow an arbitrary direction. In the sequel, we will suppose four possible travel
directions at any inside point of the area (except on the border where only two or
three directions are possible).

The area A is viewed as a subset of the R2 Euclidean space. The anisotropic
network is defined by the two angles θ1 and θ2 (denote θ = θ2 − θ1), its local (or
“natural”) basis is (u1, u2) (figure 10.a). In the sequel, we define an arbitrary point
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O chosen as the origin and we will exclusively work in the local basis (u1, u2). It
means that a point P of the area has generical coordinates (a, b) in (O, u1, u2) if

and only if
−−→
OP = au1 + bu2, and we will simply denote it P (a, b).

Let us define u3 = −u1 and u4 = −u2. The four vectors u1, u2, u3 and u4 rep-
resent the four privileged directions of travelling in the anisotropic network (figure
12). We will simply denote these directions i instead of ui.

5.2. Lane density. The density of lanes to direction i at point P (a, b) is λi(a, b)
expressed in lanes per length unit. To obtain it, one has to count the number of
lanes to direction i that intercept a line segment of length 1, orthogonal to direction
i and centred on P (figure 11.b). We will suppose that λ1 = λ3 and λ2 = λ4. This
means that at each point, two opposite directions are always side by side. The
density functions λi are strictly positive. As far as the considered area is dense, and
to avoid mathematical instabilities, we will suppose that density functions verify
the condition:

∃ li > 0/∀P (a, b) ∈ A, λi(a, b) > li. (21)
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θ

θ = θ
2
 − θ

1

(a) (b)

Figure 10. Anisotropic network with orthonormal basis (e1, e2)
and its local basis (u1, u2) (a). Zooming on an elementary cell (b).

P P

(a) (b)

Figure 11. Lanes on an elementary cell (a). How to calculate the
density of lanes to a prescribed direction at P? (b)
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u
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u
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P
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Figure 12. Four symbolized lanes at point P (a). The four direc-
tions at point P (b) symbolized by four vectors (c).

5.3. Flow functions. Functions (qi)i represent the flow functions to direction i.
At point P (a, b), qi(a, b) is equal to the traffic flow on the lane to direction i. As
a consequence, the functions (fi)i defined as fi = λiqi represent the flow functions
per unit length to direction i. (At point P (a, b), the quantity fi(a, b) is equal to the
traffic flow per unit length to direction i.)

5.4. Turning movement rate functions. The functions (γij)(i,j)∈{1,2,3,4}2 rep-

resent the turning movement rates: at point P (a, b), for all (i, j) ∈ {1, 2, 3, 4}2, the
number γij(a, b) is the fraction of turning movements for traffic flow coming from
direction i, reaching point P and then going to direction j. (We suppose there are
no U-turn: if (i, j) ∈ {(1, 3), (3, 1), (2, 4), (4, 2)} then γij = 0.)

As γij(a, b) is a fraction, there are two obvious properties:

0 6 γij(a, b) 6 1, (22)

∀i,
4∑
j=1

γij(a, b) = 1. (23)

In other words, property (23) expresses that the M4(R) matrix γ(a, b) = (γij(a,
b))i,j is a stochastic matrix (section 10).

We will suppose a third property. It is the behaviour empirical law obtained in
section 3. At each point of the area:

∀j, qj(a, b) =

4∑
i=1

γij(a, b)qi(a, b). (24)
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From a physical point of view, property (24) can be seen as the local conservation
of vehicles at each point of the area. It means that (qi(a, b))i, which is a vector with
all its coordinates positive, is an eigenvector of tγ(a, b) associated to the eigenvalue
1. Let us point out it is mathematically possible from the lemma of section 10.

6. Conservation equation in traffic cells. We consider a cell c of the area. The
lengths of the two sides of an elementary cell (which is a parallelogram) are ε1 and
ε2 (figure 10.b). For all i ∈ {1, 2, 3, 4}, let us denote Ni(t) the number of vehicles
of cell c which are travelling to direction i at time t. How does vary Ni in cell c?
Each direction i carries a flow qi on each lane with density λi. The number Ni can
vary with internal exchanges of cell c, and external exchanges with cell c.

6.1. Internal exchanges. What happens on direction i in cell c? At each point
of coordinates (a, b), a flow

∑
j 6=i γij(a, b)qi(a, b) exits from direction i and a flow∑

j 6=i γji(a, b)qj(a, b) enters with direction i. Hence, using relation (24) of vehicles
conservation, the balance is:∑
j 6=i

γji(a, b)qj(a, b)−
∑
j 6=i

γij(a, b)qi(a, b)

=
∑
j 6=i

γji(a, b)qj(a, b) + γii(a, b)qi(a, b)− γii(a, b)qi(a, b)−
∑
j 6=i

γij(a, b)qi(a, b)

=
∑
j

γji(a, b)qj(a, b)−
∑
j

γij(a, b)qi(a, b)

= qi(a, b)− qi(a, b)
= 0. (25)

So the internal balance is null.

6.2. Exchange balance in a cell. From now, (a, b) will designate the center of
cell c. For sake of simplicity, let us study the case i = 1 (figure 13), the others are
the same.
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Figure 13. Entries and exits of vehicles to direction 1 in cell c
(a). Characteristic lengths (b).
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N1(t+ ∆t)−N1(t) =

q1(a− ε1
2
, b, t)λ1(a− ε1

2
, b)ε2 sin θ∆t

− q1(a+
ε1
2
, b, t)λ1(a+

ε1
2
, b)ε2 sin θ∆t

+ γ21(a, b− ε2
2

)q2(a, b− ε2
2
, t)λ2(a, b− ε2

2
)ε1 sin θ∆t

− γ14(a, b− ε2
2

)q1(a, b− ε2
2
, t)λ2(a, b− ε2

2
)ε1 sin θ∆t

+ γ41(a, b+
ε2
2

)q4(a, b+
ε2
2
, t)λ2(a, b+

ε2
2

)ε1 sin θ∆t

− γ12(a, b+
ε2
2

)q1(a, b+
ε2
2
, t)λ2(a, b+

ε2
2

)ε1 sin θ∆t. (26)

To lighten the equation, we omit the argument (a, b, t):

N1(t+ ∆t)−N1(t)

sin θ∆t
=

ε2q1λ1 −
ε1ε2

2
∂xq1λ1 − ε2q1λ1 −

ε1ε2
2
∂xq1λ1

+ ε1γ21q2λ2 −
ε1ε2

2
∂yγ21q2λ2 − ε1γ14q1λ2 +

ε1ε2
2
∂yγ14q1λ2

+ ε1γ41q4λ2 +
ε1ε2

2
∂yγ41q4λ2 − ε1γ12q1λ2 −

ε1ε2
2
∂yγ12q1λ2

+ ε1γ11q1λ2 − ε1γ11q1λ2. (27)

With vehicles conservation equation (24), and by noticing that the area of the

elementary cell is equal to ε1ε2 sin θ, then lim∆t→0+
N1(t+∆t)−N1(t)
ε1ε2 sin θ∆t = ∂tρ1. Then,

for the cell which center is (a, b), we obtain the local conservation equation for traffic
flows to direction 1 at time t:

∂tρ1 + ∂xf1 + ∂y

(f2γ21 − f4γ41

2
+
λ2

λ1

f1γ12 − f1γ14

2

)
= 0. (28)

By the same token, we obtain the equations for directions 2, 3 and 4:

∂tρ2 + ∂x

(f1γ12 − f3γ32

2
+
λ1

λ2

f2γ21 − f2γ23

2

)
+ ∂yf2 = 0, (29)

∂tρ3 + ∂x(−f3) + ∂y

(f2γ23 − f4γ43

2
+
λ2

λ1

f3γ32 − f3γ34

2

)
= 0, (30)

∂tρ4 + ∂x

(f1γ14 − f3γ34

2
+
λ1

λ2

f4γ41 − f4γ43

2

)
+ ∂y(−f4) = 0. (31)

If we sum the equations (28), (29), (30) and (31), we obtain a global conservation
equation in the cell while writing that ρ = ρ1 + ρ2 + ρ3 + ρ4 and using with vehicles
conservation equation (24):

∂tρ+ ∂x

(
f1 − f3 +

1

2

[
1 +

λ1

λ2

][(
1− γ11

)
f1 −

(
1− γ33

)
f3

])

+∂y

(
f2 − f4 +

1

2

[
1 +

λ2

λ1

][(
1− γ22

)
f2 −

(
1− γ44

)
f4

])
= 0. (32)
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Let us write equation (32) in the particular case λ1 = λ2. It becomes:

∂tρ+ ∂x

((
2− γ11

)
f1−

(
2− γ33

)
f3

)
+ ∂y

((
2− γ22

)
f2−

(
2− γ44

)
f4

)
= 0. (33)

Let us explain why equation (33) was expected. There are 5 traffic flows that enter
the elementary cell on each side. For instance, on figure (14), we add the 5 flows that
enter the cell from the left side: γ41q4 + γ11q1 + γ21q2 + γ12q1 + γ14q1 =

(
2− γ11

)
q1.
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Figure 14. Entries from one side in cell c: (γ41q4+γ11q1+γ21q2)+
(γ12q1 + γ14q1) = q1 +

(
1− γ11

)
q1 =

(
2− γ11

)
q1.

7. Discrete flow model in a cell. To create displacements in an elementary cell
c, which center is (a, b) and lengths are ε1 and ε2 like in figure 13, we build an
equivalent of the one dimension Fundamental Diagram of traffic flow.

Equation (26) is a discretized version of equation (28). Equations (29), (30) and
(31) have same type of discretized equations. The total number N of vehicles in the
cell is split into (Ni)i∈{1,2,3,4}. To create displacements with supply and demand,
the relevant quantities are not exactly the numbers Ni but the densities of vehicles
per lane: for a given direction i and a given number of vehicles Ni, if there are lots
of lanes to direction i, the vehicles density on each lane i will be low; if there are
only few of lanes to direction i, density on direction i will be high. The number of
vehicles per lane to direction i is Ni

λiεi+1 sin θ . (Obviously, if i = 4, i + 1 is set equal

to 1.) Hence, the density of vehicles travelling to direction i is Ni

λiε1ε2 sin θ or ρi
λi

.
In cell c, the discretized model for direction 1 is:

N1(t+ ∆t)−N1(t) =

f1(a− ε1
2
, b, t)ε2 sin θ∆t

− f1(a+
ε1
2
, b, t)ε2 sin θ∆t

+ γ21(a, b− ε2
2

)f2(a, b− ε2
2
, t)ε1 sin θ∆t

− γ14(a, b− ε2
2

)f1(a, b− ε2
2
, t)

λ2(a, b− ε2
2 )

λ1(a, b− ε2
2 )
ε1 sin θ∆t

+ γ41(a, b+
ε2
2

)f4(a, b+
ε2
2
, t)ε1 sin θ∆t

− γ12(a, b+
ε2
2

)f1(a, b+
ε2
2
, t)

λ2(a, b+ ε2
2 )

λ1(a, b+ ε2
2 )
ε1 sin θ∆t. (34)



680 TIBYE SAUMTALLY, JEAN-PATRICK LEBACQUE AND HABIB HAJ-SALEM

8. Fundamental relation in a cell. The traffic flows in a cell will be determined
with a min-formula, following the idea of equation (4). Why not use a Macroscopic
Fundamental Diagram (see [6, 4])? Because while aggregating the data as the MFD
do, the network geometry is lost: it is as if the network were isotropic. In this
section, we want to construct supply and demand functions in a traffic cell in order
to keep the network anisotropy and take the intersection conflicts into account.

8.1. Network supply in a cell. The definition of the network supply in a given
cell c is a very tough task.

8.1.1. Cell capacity. The cell capacity Kc could be defined as the capacity of any
lane in the cell. Hence, we suppose that all lanes have nearly the same capacity.
This definition is only theorical. As vehicles are spread in a cell, conflicts imply
that capacity should never be reached. But it will help to define the cell supply.

8.1.2. Cell supplies. We want to define the cell supply for each direction i. Let us
consider i = 1. The supply for vehicles which want to enter cell c with direction 1
is a function of the lanes densities ( ρ1λ1

, ρ2λ2
, ρ4λ4

).

We build the supply function as a product: S1 = λ1Kcξ1( ρ1λ1
)ξ2( ρ2λ2

)ξ4( ρ4λ4
). We

generalize this formula for all i:

∀i, Si = λiKcΠ
4
j=1,j 6=i+2ξj(

ρj
λj

). (35)

For any lane to direction i, function ξi is not a supply function, it does not have
any dimension. We suppose the capacity drop to be immediate because turning
movement rates imply immediately that vehicles are spread in the cell, creating
conflicts and decreasing the supply. Hence, ξ functions have no constant part like
in figure 1.c. Figure 15 gives a possible function ξi, with rmax

i = ρi max

λi
. As soon

as one direction is completely blocked, vehicles in other directions cannot cross
intersections, hence all vehicles in cell c are blocked.

r
i

 max

1

ξ
i

O

Figure 15. Graph of a function ξ in cell c. It is not a supply func-
tion, as it does not have any dimension. It traduces the decrease of
supply in a given direction i: the presence of vehicles to direction
i implies the presence of vehicles to the other directions thanks to
turning movement rates.
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8.2. Users’ demand in a cell. On each lane to direction i, let us consider the
demand function δi. This function is supposed to be the same for each lane to
direction i in the cell, it is of classical shape (figure 16). We build the demand
function in cell c as:

Di = λiδi

(ρi
λi

)
. (36)

Contrarily to supply function, users’ demand to direction i while entering in a cell is
not a function of the four densities. As there are no internal exchange per direction
in each cell, vehicles which want to enter a cell with direction i can already be
supposed with direction i.

k
crit

flow q

k
max

lane
cap

δ

O

Figure 16. Demand function on a lane of cell c. The number
lanecap is the lane capacity, kcrit is the critical density on the lane
and kmax is the maximum density on the lane.

8.3. Traffic flows generation. The flow entering in cell c with direction i from
cell c−i is fi = min(D−i , Si), where D−i is the partial demand in cell c−i . The flow
exiting out of cell c with direction i to cell c+i is fi = min(Di, S

+
i ), where S+

i is the
partial supply in cell c+i . Figure 17 summarize it for entering flows in a cell (given
that an entering flow in a cell is an exiting flow from an adjacent cell).
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Figure 17. Entering flows in a cell viewed with supply and demand.
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8.4. Algorithm. To build the final algorithm, the inputs are the number of vehicles
on each direction and in each cell of the area; the supplies and demands at time
t = 0 on the whole area (more precisely on every cell of the area); the supply and
demand at every time on the border of the area. For instance, it is easy to begin
with an empty network. The outputs are the traffic flows and the densities.

Algorithm 2 Large anisotropic continuous network algorithm

Input: density functions λi
turning movement rate functions γij
border conditions: supplies Si and demands Di at the network entries and

exits
ending time T

1: empty network initial conditions (at t = 0): ρ0
i is null

2: for t = 0 to T do
3: Calculate Sti and Dt

i with the Supply and Demand functions (35) and (36)
4: Calculate f ti with the min-formula
5: Calculate ρt+1

i with the discretized formulas of type (34)
6: end for
7: Output: the flows f t, t = 0 . . . T , the densities ρt, t = 0 . . . T .

9. Conclusion. We have established a set of dynamical equations that describe the
traffic flows and their conflicts in an elementary cell of an anisotropic continuous
network. Another idea is to apply homogenization theory on such networks as in [1];
in this article, the intersection conflicts are not modelled, it is just highlighted that
an extra virtual link, where vehicles can waste time, can replace the intersection.

10. Appendix: Stochastic matrices. Here are some simple results with respect
to stochastic matrices.

The matrix A = (aij) ∈Mn(R) is said to be stochastic if:{
∀(i, j) ∈ {1, . . . , n}2, 0 6 aij 6 1,
∀i ∈ {1, . . . , n},

∑n
j=1 aij = 1.

It is easy to prove that if λ is an eigenvalue of A, then |λ| 6 1. A admits the eigen-
value 1 with associated eigenvector t(1, . . . , 1). As the characteristic polynomials of
matrices A and tA are equal, matrix tA admits 1 as an eigenvalue (but we don’t
know a priori an eigenvector). We are going to prove a very simple result (we did
not see it in any exercise book):

Lemma 10.1. An eigenvector of tA associated to the eigenvalue 1 can be chosen
with all its coordinates positive or null.

Proof. Let us take an eigenvector X = (xi) of tA with associated eigenvalue 1. As
matrix tA is a real matrix and 1 is a real eigenvalue of tA, X can be chosen as a real
vector. We are going to prove that Y = (|xi|) is an eigenvector tA with associated
eigenvalue 1.

Let us denote N,Z and P the three sets that define a partition of {1, . . . , n}:

N = {i ∈ {1, . . . , n}/ xi < 0},
Z = {i ∈ {1, . . . , n}/ xi = 0},
P = {i ∈ {1, . . . , n}/ xi > 0}.
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∀i, xi =
∑n
k=1 akixk

=
∑
k∈N akixk +

∑
k∈Z akixk +

∑
k∈P akixk

Then ∀i ∈ N, xi >
∑n
k∈N akixk. Then

∑n
i∈N xi >

∑n
i∈N

∑n
k∈N akixk then∑n

i∈N xi >
∑n
k∈N xk

∑n
i∈N aki which is equivalent to

∑n
i∈N xi >

∑n
i∈N xi

∑n
k∈N aik∑n

i∈N xi
(
1−

∑n
k∈N aik

)
> 0

As xi < 0∀i ∈ N , we obtain that ∀i ∈ N, 1 −
∑n
k∈N aik = 0. We can conclude

that ∀i ∈ N, (j ∈ Z ∪ P )⇒ aij = 0. Hence, ∀i ∈ N,
∑n
k∈Z∪P akixk = 0.

For all i ∈ N :∑n
k=1 aki|xk| =

∑
k∈N aki(−xk) +

∑
k∈Z∪P akixk

= −
∑
k∈N akixk −

∑n
k∈Z∪P akixk

= −
∑n
k=1 akixk

= −xi
= |xi|

By the same token on xi with i ∈ P , we have ∀i ∈ P, (j ∈ N ∪ Z) ⇒ aij = 0.
Hence, ∀i ∈ P,

∑n
k∈N∪Z akixk = 0. For all i ∈ P , we have

∑n
k=1 aki|xk| = |xi|.

We end by the case i ∈ Z:∑n
k=1 aki|xk| =

∑
k∈N aki(−xk) +

∑
k∈P akixk

= 0
= |xi|

Remark 1. We can prove this last result with Brouwer’s theorem. Let us consider
the convex compact subset of Rn: C = {∀i, xi > 0,

∑n
i=1 xi = 1}. The map

f : Rn → Rn defined by f(x) =t A.x is continuous and f(C) ⊂ C. Hence there
exists (at least) one fixed point of f in C, which proves the result.
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