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Abstract. We characterize the macroscopic effective mechanical behavior of

a graphene sheet modeled by a hexagonal lattice of elastic bars, using Γ-
convergence.

1. Introduction. We consider a graphene sheet modeled by a hexagonal network
of elastic bars, see [9], or more generally, a hexagonal network of elastic springs
or a truss of elastic bars. We are interested in deriving an equivalent continuum
mechanics model for the deformations of the sheet by means of a homogenization
procedure when the rest lengths of the bars go to 0, using Γ-convergence techniques
in order to obtain rigorous convergence results. We are not concerned here with
electronic properties of graphene, nor quantum or relativistic effects that occur in
graphene. There is a comprehensive body of work on the homogenization of discrete
networks, see for instance [1, 2, 6, 7, 8, 13, 24]. Let us mention that in a recent
independent work [3] on stochastic lattices leading to nonlinearly elastic models
for polymers in the homogenization limit, a general convergence theorem is proved
which actually applies to deterministic hexagonal lattices. This theorem gives rise
to a formula for the homogenized energy density that is equivalent to the one we
prove here. The methods used and the context are however quite different from
ours.

We start with a careful presentation of the discrete problem: how to select the
nodes in a hexagonal lattice that belong to the graphene sheet under consideration,
how to impose a condition of place on part of the sheet, how to apply forces.
We are thus able to treat realistic cases of graphene sheets by tackling all these
aspects, which are frequently set aside in the literature, where often only infinite
crystals without realistic boundary conditions or applied forces are considered, see
for example the critical remarks made by Ericksen [14] on this subject. We do this
however at the expense of a nonnegligible amount of notation and special cases that
have to be checked separately in the sequel.

We next rewrite the problem as a sequence of problems in the calculus of varia-
tions, in the same spirit as [7] and many other works in the literature, by replacing
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the discrete displacements of the atoms in the sheet by functions defined on a do-
main. A hexagonal network is a complex lattice. To deal with this, we introduce
two independent functions, one of which is continuous piecewise affine, and the
other is piecewise constant. The former is used to describe the behavior of one sim-
ple triangular lattice, and the latter, that of the difference between the two simple
lattices comprising the hexagonal lattice.

The original discrete problem is thus recast as a sequence of problems in the
calculus of variations in which a functional, depending on a small parameter ε that
represents the interatomic distance, is minimized over a set of admissible functions.
The core of the article in Section 4 is then to characterize the limit of this sequence of
minimization problems when ε tends to 0. We first prove uniform estimates, which
is not immediate since the energy densities are not uniformly coercive, but vanish
on roughly speaking half of the domain. Then, in a series of technical lemmas,
we prove the Γ-convergence of the sequence of functionals toward a functional of
the calculus of variations, and we give a formula for the limit homogenized energy
density. The general organization of the Γ-convergence argument is inspired by, but
not a consequence of [21], with several simplifications on the one hand, and on the
other hand several arguments that are entirely specific to the discrete to continuum
limiting process that we consider here. For instance, the energy functionals take an
infinite value outside of subspaces that depend on ε and, as already mentioned, the
densities are not coercive on the unit cell. Moreover, we devise a discrete version of
the De Giorgi slicing argument, see Lemma 4.5.

In Section 5, we establish a few properties of the homogenized energy density:
material frame indifference, material symmetry, non convexity properties. Concern-
ing the latter point, whereas the densities that intervene in the limiting process are
shown not to be convex, the question of the convexity of the homogenized energy
remains open.

Finally, in Section 6 we show some numerical results which lead to several in-
teresting observations in relation with the Cauchy-Born rule and with the possible
convexity of the homogenized energy.

Part of the results of this article were announced in [18].

2. Setting of the problem. In this article, we consider sheets, i.e., two-dimen-
sional structures, that deform in three-dimensional Euclidean space. It is better for
ulterior purposes to keep the two spaces separate, in the spirit of the Lagrangian
description of continuum mechanics, rather than identifying the two-dimensional
space with a particular plane of three-dimensional space. We thus consider R2

equipped with a Euclidean structure and an orthonormal basis (e1, e2), and R3 also
equipped with a Euclidean structure and an orthonormal basis (e′1, e

′
2, e
′
3). We can

thus measure lengths both in R2 and in R3.
Let ω be a bounded open connected subset of R2 of class C1 for simplicity. We

assume that ω̄ contains the reference configuration of a hexagonal lattice of nodes
linked together by elastic bars of length ε0 > 0, where ε0 > 0 is the interatomic
distance between nearest neighbors in graphene at equilibrium under zero loading.
The sheet is subjected to boundary conditions of place, to be made precise later on.
It is also subjected to dead loading forces applied to the nodes and consequently
deforms in R3.

Let us first describe the global, scale 1, hexagonal lattice in R2. We introduce
the three vectors



HOMOGENIZATION OF HEXAGONAL LATTICES 543

s =
√

3e1, t =

√
3

2
e1 +

3

2
e2 and p =

1

3
(s+ t).

In the description we use, the lattice is comprised of two types of nodes: The
type 1 nodes that occupy points is + jt with (i, j) ∈ Z2, and the type 2 nodes
that occupy points is + jt + p, again with (i, j) ∈ Z2, see Figure 1 below. The
hexagonal lattice is thus a complex lattice, a superposition of two simple Bravais
lattices which are translates of each other, shown with different dashed lines below.
We are following here the standard description of such complex lattices, see [13].

s

t

p

Figure 1. •: type 1 nodes, ◦: type 2 nodes

The hexagonal nature of the sheet is not yet apparent. We now assume that
the internal energy of the sheet only derives from chemical bonds that join nearest
neighboring type 1 and type 2 nodes. We model these bonds by bars. There are
thus three types of bars: Type 1 bars parallel to s− p, type 2 bars parallel to t− p,
and type 3 bars parallel to p, see Figure 2 below. This classification of bars is only
for labeling reasons, all bars are physically equivalent.

3

2
1

Figure 2. Hexagonal structure and the three different types of bars

We scale the global, scale 1, complex lattice by the factor ε0. The sheet in its
reference configuration is the largest subset of scaled closed hexagons, the union of
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which is contained in ω̄, see Figure 3 below. It is easily seen that the distance of
∂ω to the set of nodes is at most 2ε0 for ε0 small enough. Moreover, it should be
noted that most nodes are connected to three neighbors by bars, except for some
nodes next to the boundary of ω that are connected to only two neighbors by bars.

The actual relative scales of the characteristic lengths of the domain ω and the
interatomic distance are quite different from what is shown on Figure 3 in the situ-
ations we are interested in. Indeed the length of carbon-carbon bonds in graphene
is 0.142 nm, whereas it is now possible to produce graphene at sizes up to 76 cm,
see [4, 16]. Even though the interatomic distance is a fixed number ε0, the basis of
our analysis will consist in embedding the problem into a similarly defined family of
problems indexed by a sequence ε that tends to 0, which is quite reasonable given
the above orders of magnitude. We will adopt this point of view from now on, all
objects and quantities defined as above, with ε0 replaced by ε.

Let us now turn to the mechanical side of the model. We first describe the
deformations of the sheet. Let Nε

1 denote the set of integer pairs (i, j) ∈ Z2 such
that the type 1 node located at point ε(is + jt) belongs to the sheet and likewise
Nε

2 for type 2 nodes located at ε(is+ jt+p). The set Nε
α thus indexes type α nodes

in the sheet.
Under the action of applied loads and boundary conditions, each node of type α

occupies a new equilibrium position in space χεα(i, j), given by a mapping

χεα : Nε
α → R3, α = 1, 2.

This is a Lagrangian description of the deformations.
We need to impose a condition of place on part of the sheet. In continuum

mechanics, this is usually done on part of the boundary. Now of course, there is
no particular reason here why any node would fall exactly on ∂ω. It is however
conceivable that part of the sheet could be bonded to a rigid substrate. We thus
pick another regular open set ω0 ⊂ ω of R2 and impose the conditions

χε1(i, j) = (ε(is+ jt); 0) if ε(is+ jt) ∈ ω̄0, (1)

on type 1 nodes, where the notation (x; 0) stands for the point in R3 the first two
coordinates of which are those of x in R2 and the third is 0, which defines an
arbitrary embedding of R2 into R3. For ε small enough, condition (1) is non empty.
Every type 2 node in the sheet is connected to either two or three type 1 nodes.
We impose

χε2(i, j) = (ε(is+ jt+ p); 0) (2)

whenever the corresponding two or three type 1 nodes belong to ω̄0. For instance,
in Figure 3, there is no condition of place imposed on any type 2 node whereas a
condition of place is imposed on the two upper left type 1 nodes.

Roughly speaking, all nodes located in ω̄0 at a distance larger than ε of ω\ω0 are
submitted to a condition of place. The set ω0, or more accurately the subset (ω0; 0)
of R3, thus models a rigid substrate to which the sheet is attached in a natural
state. We could also impose a given deformation on ω0, for instance a prestressed
compressive state.

We now describe the energy of the sheet. As said earlier, we assume that each
chemical bond is modeled by a bar. For simplicity, we assume that each bar acts as
an elastic spring of stiffness κ > 0 and natural length ε. Thus, if a particular bar
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ωω0

Figure 3. Nodes in ω̄ and boundary condition of place in ω0

Bk has deformed length `k, then the elastic energy stored in this bar is given by

Eεk = κ(`k − ε)2. (3)

The convergence analysis can be carried out for more general elastic energies. We
retain expression (3) because it is the simplest frame indifferent energy such that
the reference configuration is a natural state. As such, it is used in the chemical
literature where experimental numerical values for κ can be found (for instance
κ = 326 N.m−1, see [22]).

When undergoing a deformation (χε1, χ
ε
2), the sheet stores an elastic energy

Eε(χε1, χ
ε
2) =

nεb∑
k=1

Eεk,

where nεb is the total number of bars in the sheet. Note that bars whose two
extremities are bonded to ω̄0 do not contribute to the total elastic energy. Only bars
with at least one extremity not subjected to the condition of place are susceptible
to length change under sheet deformation.

Deformed bar lengths are expressed using the relative displacements of nodes in
space. A typical deformed bar length `k thus assumes the form

`k = |χε1(i1, j1)− χε2(i2, j2)|,

where | · | denotes the Euclidean norm in R3 and the integer pairs (i1, j1) and (i2, j2)
correspond to each end of the bar.

To complete the description of the mechanical setting, we impose external dead
loading forces on all nodes in the sheet. This includes the nodes that are bonded to
the rigid substrate, even though they do not contribute to the minimization of the
energy in the force term. We are thus given a function f : ω̄ → R3, which we assume
to be continuous and independent of ε, such that the external force acting on a node
is ε2f(x), where x is the location of the node in the reference configuration. The ε2

factor is irrelevant for the actual sheet, for which it is a constant. Since our plan
is to let ε tend to 0, it will turn out to be the right scaling factor to yield a finite
nonzero limit contribution.
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The corresponding energy term reads

Lε(χε1, χ
ε
2) = ε2

( ∑
(i,j)∈Nε1

f(ε(is+ jt)) · χε1(i, j) +
∑

(i,j)∈Nε2

f(ε(is+ jt+ p)) · χε2(i, j)
)
,

where · denotes the scalar product in R3.
We consequently end up with a total energy for the sheet of the form

Eε(χε1, χε2) = Eε(χε1, χ
ε
2)− Lε(χε1, χε2).

The equilibrium deformed configuration of the sheet minimizes the total energy
among all possible deformations (χε1, χ

ε
2) satisfying condition (1). The existence of

such minimizers is obvious. Note that there is no uniqueness of minimizers.

3. Continuous formulation. In order to derive a limit continuous model when ε
goes to 0, we replace the discrete unknowns χεα by unknown functions defined on ω̄,
while keeping exactly the same values of the energy, see [2, 7, 20]. We consider all
the type 1 nodes in the sheet and the union of the equilateral triangles of edge length√

3ε that they define. We call ω̄ε the union of these triangles, see Figure 4. We
assume that ω̄ε is included in ω̄. Since ω is regular, we see that meas (ω̄ \ ω̄ε) ≤ Cε
for some constant C independent of ε.

We denote by L the Z-lattice generated by s and t. Let T ε be the triangulation
of R2 defined by the lattice εL. The type 1 nodes of the sheet are the vertices
of this triangulation that belong to ω̄ε, see Figure 4. We thus define a piecewise
affine, R3-valued function ϕε on ω̄ε by declaring that ϕε(ε(is + jt)) = χε1(i, j) for
all (i, j) ∈ Nε

1 . Due to condition (1), we have

ϕε(x) = (x; 0) (4)

at all type 1 nodes of the sheet belonging to ω̄0. So far ϕε is only defined on ω̄ε.
To reformulate the discrete minimisation problem as a problem in the calculus of
variations, we need to extend this function to ω̄ in a controlled way.

For this, we add triangles that cover ∂ω in a single or double layer as depicted in
Figure 4 below (this is possible for ε small enough since we have chosen the largest
union of hexagons included in ω̄ and ω is regular). We call boundary triangle any
triangle in ω̄ε that touches ∂ω̄ε either on an edge or at a vertex, and exterior triangle
any triangle in the added layer.

Proposition 1. There exists an extension operator Aε from the set of continuous
piecewise affine functions on T ε ∩ ω̄ε to the set of continuous piecewise affine func-
tions on T ε ∩ ω̄ such that ‖∇(Aεψ)‖L2(ω) ≤ C‖∇ψ‖L2(ωε) where C is independent
of ε, and if ψ is globally affine on the union of boundary triangles, then Aεψ is the
same affine function on ω̄ \ ω̄ε.

Proof. The proof is by inspection of all possible cases, which we skip here. It works
mostly by extension from one boundary triangle with an edge in ∂ω̄ε to the exterior
triangle sharing the same edge by the same affine function as in the boundary
triangle, and then by interpolation to fill out the remaining exterior triangles. There
is a difficulty for reflex angles as indicated in Figure 4, where such an extension is
inconsistent. In this case, we take the next type 1 node in ω̄ε, located on the
angle bisector and use these two values to define the value at the missing exterior
node. We see that the gradients in the two exterior triangles are controlled by the
gradients in the four boundary triangles.
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∂ω ω̄ε

A reflex angle

Figure 4. Extending functions to ω̄. Triangles added in lighter
dashed lines. “Small” triangles of ωε∂ in gray, see below.

Of course, when two reflex angle nodes are located next to each other, we pick
one such extension for all the corresponding triangles, for example the leftmost one,
and if a reflex angle node is located next to an acute or obtuse angle node, the reflex
node extension takes precedence.

Finally, if a double layer of triangles is needed, as in the lower left corner of
Figure 4, we just repeat the extension procedure.

In order to alleviate the notation, we will identify ϕε with its extension Aεϕε in
the sequel.

The deformations of type 2 nodes are taken into account via a piecewise constant
deviation vector γε defined on ω̄. In any triangle that contains a type 2 node, which
we call a full triangle (including exterior triangles), we let

γε(x) = χε2(i, j)− χε1(i, j),

with the exception of triangles with a type 2 node but no leftmost type 1 node,
such as the two exterior triangles on the left, bottom of Figure 4, where we define

γε(x) = χε2(i, j)− χε1(i+ 1, j)

instead. Finally, in triangles that do not contain a type 2 node, which we call empty
triangles, we let γε(x) = 0. Due to condition (2), we have

γε(x) = ε(p; 0), (5)

for all x belonging to any full triangle all of which two or three type 1 nodes belong
to ω̄0, except for those with no leftmost type one node where

γε(x) = ε(p− s; 0). (6)

If we know γε and ϕε, then we recover χε1 and χε2.
It is then a simple matter to express the deformed lengths `1, `2 and `3 of bars of

type 1, 2 and 3 respectively issuing from a type 2 node with these new unknowns.
For most type 2 nodes, they read

`1 = |ε∂sϕε(x)− γε(x)|, `2 = |ε∂tϕε(x)− γε(x)| and `3 = |γε(x)|, (7)



548 HERVÉ LE DRET AND ANNIE RAOULT

where ∂uϕ = Dϕ(u) is the directional derivative of ϕ in direction u, and x is any
point in a full triangle containing these particular three bars (or two bars as at the
top or on the right of Figure 4).

The bars issuing from a type 2 node with no leftmost type 1 node require a special
treatment. The type 1 and type 2 bars that attach them to their neighboring type
1 nodes have deformed lengths

`1 = |γε(x)|, `2 = |ε∂t−sϕε(x)− γε(x)|, (8)

x being any point in the corresponding triangle.
Formulas (7)–(8) are the key to rewriting the discrete energy as a functional of

the calculus of variations. Note that all the quantities they involve are piecewise
constant.

From now on, all computations in the reference configuration will be performed
in the oblique coordinate system based on s and t. It should be noticed that this
entails a change of unit area as compared to the original orthogonal system in R2.
This change of coordinate system makes for simpler formulas in the sequel than if
we had kept the original orthogonal system.

Let Y = Tf ∪ Te be the unit area parallelogram obtained from the reference full
triangle Tf with vertices (0, 0), (1, 0) and (0, 1) in the oblique coordinate system,
and the reference empty triangle Te with vertices (1, 0), (1, 1) and (0, 1). We use Y
as the unit cell of our homogenization procedure.

Tf

Te

Y

Figure 5. Full triangle, empty triangle, unit cell

We recall that ω̄ε denotes the union of all full and empty triangles the vertices
of which are the type 1 nodes of the sheet. This constitutes the bulk of the sheet.
We also introduce those triangles that have one vertex of type 2 linked by bars to
only two type 1 nodes, and whose other two vertices are these same type 1 nodes,
which we call small triangles (depicted in gray in Figure 4). We denote their union
by ω̄ε∂ since it is close to part of the boundary. It has measure of the order of ε at
most. We also assume that ωε∂ ⊂ ω̄.

We denote by A(ε) the space of functions on ω̄ that are of the form Aεψ, with
ψ piecewise affine continuous on T ε ∩ ω̄ε and that satisfy condition (4). Likewise,
we denote by C(ε) the space of functions on ω̄ that are piecewise constant and
zero in empty triangles on T ε ∩ ω̄ and that satisfy conditions (5) and (6). We let
V (ε) = A(ε)× C(ε).

Taking all of the above considerations into account, we can thus rewrite the
elastic energy as an integral Eε(χε1, χ

ε
2) = Iε(ϕε, γε) where for all (ψ, δ) ∈ V (ε),

Iε(ψ, δ) =

∫
ωε
W ε
(
ε−1x,Dψ(x), δ(x)

)
dx+

∫
ωε∂

Zε
(
x,Dψ(x), δ(x)

)
dx.
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The first stored energy density W ε : R2 × L(R2;R3) × R3 → R, where L(R2;R3)
denotes the space of linear mappings from R2 into R3, is defined by

W ε(y, g, τ) = 2κ
[(∣∣∣g(s)− τ

ε

∣∣∣− 1
)2

+
(∣∣∣g(t)− τ

ε

∣∣∣− 1
)2

+
( |τ |
ε
− 1
)2]

(9)

if y ∈ Tf + L and

W ε(y, g, τ) = 0, (10)

if y ∈ Te + L. The stored energy density is thus Y -periodic in the variable y. The
factor 2 in front of equation (9) is because the reference full triangle is of area 1

2 .

The second energy density Zε : ωε∂ × L(R2;R3)× R3 → R is given by

Zε(x, g, τ) = 6κ
[(∣∣∣g(u)− τ

ε

∣∣∣− 1
)2

+
( |τ |
ε
− 1
)2]

, (11)

where u = s, t or t− s depending on the orientation of the small triangle to which x
belongs. The factor 6 in front of equation (11) is because reference small triangles are
of area 1

6 . The energy terms corresponding to Zε will have negligible contribution
in the limit ε→ 0.

We keep the force term as a discrete sum, noting that we can rewrite Lε(χε1, χ
ε
2) =

F ε(ϕε, γε) with

F ε(ψ, δ) = ε2
( ∑

(i,j)∈Nε1

f(ε(is+ jt)) · ψ(ε(is+ jt))

+
∑

(i,j)∈Nε2

f(ε(is+ jt+ p)) · (ψ(ε(is+ jt)) + δ(ε(is+ jt+ p)))
)
. (12)

In order not to complicate even more an already cumbersome notation in terms
of indices, we wrote the above relation as though there were no small triangle with
no leftmost type 1 node. It will become clear that these triangles play a negligible
role in the sequel.

We now have a total energy functional defined for all (ψ, δ) ∈ V (ε) by

Jε(ψ, δ) = Iε(ψ, δ)− F ε(ψ, δ).

Finally, we extend the sheet energy functional to the space H = L2(ω;R3) ×
L2(ω;R3) by letting

Jε(ψ, δ) = +∞,

whenever (ψ, δ) /∈ V (ε).
It is clear that we have rephrased the equilibrium of the sheet as a problem in

the calculus of variations: Find (ϕε, γε) ∈ H such that

Jε(ϕε, γε) = inf
(ψ,δ)∈H

Jε(ψ, δ). (13)

Our objective now is to let ε → 0 and find a limit problem that describes the
asymptotic behavior of the continuous sheet deformation ϕε and deviation vector
γε. This is a periodic nonlinear variational homogenization problem, see [19, 21],
with several differences compared with the classical case: the energy functionals are
+∞ outside of subspaces of H that depend on ε and the densities are not coercive
on the unit cell Y .
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4. Gamma-limit of the energies. We use Γ-convergence theory to study the
asymptotic behavior of the minimization problem (13) when ε → 0. Let us briefly
recall what Γ-convergence is about. Let (X, d) be a metric space and (Jn)n∈N a
sequence of functionals X → R̄ = R ∪ {+∞}. The sequence Jn is said to Γ-
converge to a functional J for the topology of X when n → +∞, if the following
two conditions are satisfied:

i) For all x ∈ X and all sequences xn → x in X, we have lim infn→+∞ Jn(xn) ≥
J(x).

ii) For all x ∈ X, there exists a sequence yn → x such that Jn(yn)→ J(x).
The two main virtues of Γ-convergence are first a compactness result, in that

every sequence has a Γ-convergent subsequence, and second a result concerning
minimizers or almost minimizers that states that if the minimizers of Jn belong
to a compact subset of X independent of n, then their limit points minimize J ,
see [12]. The second result shows that Γ-convergence is the right tool to deal with
sequences of problems in the calculus of variations.

For our purposes here, we are interested in computing Γ- limε→0 J
ε in the strong

topology of H, where ε denotes a sequence that tends to 0. It should be noted
that the specific form of the energy introduced earlier plays next to no role in the
ensuing analysis, and the Γ-convergence result holds true for more general energies,
defined for instance on W 1,p(ω;R3) with 1 < p < +∞.

4.1. A priori bounds. We start with an a priori bound. Let H1
ω0

(ω;R3) denote

the space of H1 deformations ψ that satisfy the boundary condition of place ψ(x) =
(x; 0) in ω0.

Proposition 2. Let (ψε, δε) be a sequence in H such that Jε(ψε, δε) ≤M for some
M independent of ε. Then there exists C independent of ε such that

‖ψε‖H1(ω;R3) ≤ C and ‖δε‖L2(ω;R3) ≤ Cε.

In particular, ‖δε‖L2(ω;R3) → 0.

Proof. We first observe that the finiteness of the energy implies that (ψε, δε) ∈ V (ε).
In particular, ψε is piecewise affine and we have

‖Dψε‖L2(ωε) ≥ c‖Dψε‖L2(ω),

for some constant c > 0 independent of ε, by Proposition 1.
It is easy to see that for all S, T, z ∈ R3, we have

(|S − z| − 1)2 + (|T − z| − 1)2 + (|z| − 1)2 ≥ 1

6
(|S|2 + |T |2 + |z|2)− 6, (14)

without paying particular attention to optimizing the constants on the right. We
let µε = δε

ε . In view of equations (9), (11) and estimate (14), the elastic energy
part can be estimated from below as

Iε(ψε, δε) ≥ C1

∫
ωεf

|Dψε|2 dx+C2

∫
ωε∂

|Dψε(u(x))|2 dx+C3

∫
ω

|µε|2 dx−C4, (15)

with C1, C2 and C3 strictly positive and where ω̄εf denotes the union of all full

triangles in ω̄ε and u(x) = s, t or t− s depending on to which small triangle of ωε∂
the point x belongs. Note that there is no problem extending µε by 0 to ω.
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T ε,1f T ε,2f

T εe

Figure 6. Recovering coercivity on empty triangles

Let us consider each empty triangle in ω̄ε. An empty triangle is either flanked by
at least two full triangles, which is the general case, or by at least one full triangle
and one small triangle. Let us start with the first case.

Assuming the triangles are arranged as in Figure 6, we have ∂t−sψ
ε
|T εe

= ∂t−sψ
ε
|T ε,1f

and ∂tψ
ε
|Te = ∂tψ

ε
|T ε,2f

. Therefore,∫
T εe

|Dψε|2 dx ≤ C
∫
T εe

(
|∂t−sψε|2 + |∂tψε|2

)
dx

= C

∫
T ε,1f

|∂t−sψε|2 dx+ C

∫
T ε,2f

|∂tψε|2 dx

≤ C
∫
T ε,1f

|Dψε|2 dx+ C

∫
T ε,2f

|Dψε|2 dx,

and the same is true for the other two possible configurations. We perform a similar
estimate for empty triangles flanked by one full triangle and one small triangle, we
sum over all empty triangles and we obtain∫

ωε\ωεf
|Dψε|2 dx ≤ C

(∫
ωεf

|Dψε|2 dx+

∫
ωε∂

|Dψε(u(x))|2 dx
)
. (16)

Putting estimates (15) and (16) together, we obtain

Iε(ψε, δε) ≥ C
(∫

ωε
|Dψε|2 dx+

∫
ω

|µε|2 dx
)
− C ′

≥ C(‖Dψε‖2L2(ω) + ‖µε‖2L2(ω))− C
′, (17)

with C > 0.
Let us now consider the force term F ε(ψε, δε) given by formula (12). For any full

triangle T εf , let xεij = ε(is+jt) be the lower left vertex of T εf and yεij = ε(is+jt+p) ∈
T εf . We use the fact that δε ∈ C(ε), hence piecewise constant and zero on empty
triangles. Therefore we have∫

T εf

f(x) · δε(x) dx =
ε2

2
f(yεij) · δε(yεij) +

∫
T εf

(f(x)− f(yεij)) · δε(x) dx,

with |f(x)− f(yεij)| ≤ η(f, ε) where η(f, ·) denotes the modulus of continuity of the
continuous function f . Therefore, it follows from the Cauchy-Schwarz inequality
that
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ε2
∣∣∣ ∑
(i,j)∈Nε2

f(yεij) · δε(yεij)
∣∣∣ ≤ C‖δε‖L2(ω), (18)

with C = 2
(
‖f‖L2(ω) +η(f, 1)(measω)

1
2

)
. We proceed similarly for the other terms.

For instance, for the type 1 node terms, we write∫
T εf

f(x) · ψε(x) dx =
ε2

2
f(xεij) · ψε(xεij) +

∫
T εf

(f(x)− f(xεij)) · ψε(x) dx

+

∫
T εf

f(xεij) · (ψε(x)− ψε(xεij)) dx. (19)

Using the fact that ψε(x)−ψε(xεij) = Dψε(x)(x−xεij) and using the Cauchy-Schwarz
inequality again, we obtain

ε2
∣∣∣ ∑
(i,j)∈Nε1

f(xεij) · ψ(xεij) +
∑

(i,j)∈Nε2

f(yεij) · ψ(xεij)
∣∣∣ ≤ C‖ψε‖H1(ω).

We finally obtain an estimate of the form

|F ε(ψε, δε)| ≤ C(‖ψε‖H1(ω) + ‖δε‖L2(ω)) = C(‖ψε‖H1(ω) + ε‖µε‖L2(ω)). (20)

Now, by estimates (17) and (20) and the hypothesis of Proposition 2, it follows
that

M ≥ Jε(ψε, δε) ≥ C(‖Dψε‖2L2(ω) + ‖µε‖2L2(ω))−C
′(‖ψε‖H1(ω) + ε‖µε‖L2(ω))−C ′′,

(21)
with C > 0.

We now note that ψε(x) = (x; 0) on a fixed subset of ω0 by condition (4). Thus
we deduce from estimate (21) with Poincaré’s inequality that there exists a constant
C such that

‖ψε‖H1(ω) ≤ C and ‖µε‖L2(ω) ≤ C. (22)

The proof is concluded by noticing that δε = εµε.

Note that, even though W ε vanishes on empty triangles, the fact that (ψε, δε) ∈
V (ε) enabled us to recover uniform coercivity.

Corollary 1. For any Γ-convergent subsequence, we have

Γ- lim
ε→0

Jε(ψ, δ) = +∞,

if ψ /∈ H1
ω0

(ω;R3) or δ 6= 0.

Proof. Indeed, if Γ- limε→0 J
ε(ψ, δ) < +∞, it follows that there exists a sequence

(ψε, δε) → (ψ, δ) in H that satisfies the hypothesis of Proposition 2. Therefore,
we have δ = 0 and ψ ∈ H1(ω;R3). Moreover, as ψε|ω0

→ (id; 0) strongly in

L2
loc(ω0;R3) by condition (4) and the fact that ψε is piecewise affine, we have that

ψ ∈ H1
ω0

(ω;R3).

Corollary 2. The minimizers of problem (13) for ε > 0 remain in a compact subset
of H independent of ε.

Proof. Let (ϕε, γε) be a minimizer. We let ψε(x) = (x; 0) for all x ∈ ω, and
δε(x) = 0 in empty triangles, δε(x) = (εp; 0), or exceptionally δε(x) = (ε(p− s); 0),
in full triangles. By the minimization property, we have Jε(ϕε, γε) ≤ Jε(ψε, δε).
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By construction Iε(ψε, δε) = 0. Moreover F ε(ψε, δε)→ 2
∫
ω
f(x) · (x; 0) dx, thus

is bounded. Therefore, Jε(ψε, δε) is bounded independently of ε, and so is Jε(ϕε, γε)
by the previous estimate. Hence, (ϕε, γε) satisfies the hypothesis of Proposition 2
so that ϕε is bounded in H1(ω;R3) and γε → 0 strongly in L2(ω;R3). We conclude
by applying Rellich’s theorem.

Corollary 2 shows that the strong topology of H is a topology in which the com-
putation of the Γ-limit, if at all possible, will provide information on the asymptotic
behavior of the minimizers.

4.2. The limit problem. Let us now introduce the functionW0 : R2×L(R2;R3)→
R defined by

W0(y, g) = inf
τ∈R3

W ε(y, g, τ), (23)

where W ε is given by equations (9) and (10). Note that the function W0 no longer
depends on ε. It is still Y -periodic and vanishes for y ∈ Te +L. We similarly define

Z0(x, g) = inf
τ∈R3

Zε(x, g, τ). (24)

Even though we will not use it in the sequel, let us mention that

Z0(x, g) = 12κ
([ |g(u)|

2
− 1
]

+

)2

,

where u = s, t or t − s depending on the orientation of the boundary triangle to
which x belongs. Note that the infimum in both formulas (23) and (24) is attained.

We then define a reduced elastic energy Iε0 : L2(ω;R3)→ R̄ by

Iε0(ψ) =

∫
ωε
W0

(
ε−1x,Dψ(x)

)
dx+

∫
ωε∂

Z0

(
x,Dψ(x)

)
dx,

if ψ ∈ A(ε),

Iε0(ψ) = +∞
if ψ ∈ L2(ω;R3) \A(ε).

Similarly, we define a reduced energy functional Jε0 : L2(ω;R3)→ R̄ by

Jε0 (ψ) = Iε0(ψ)− F ε(ψ, 0)

if ψ ∈ A(ε),

Jε0 (ψ) = +∞
if ψ ∈ L2(ω;R3) \A(ε).

The following proposition gives the connection between the functionals Jε and
Jε0 .

Proposition 3. For any subsequence such that both Jε and Jε0 are Γ-convergent,
we have,

(Γ- lim
ε→0

Jε)(ψ, 0) = (Γ- lim
ε→0

Jε0 )(ψ), (25)

for all ψ ∈ H1
ω0

(ω;R3), where the second Γ-limit is meant with respect to the strong

topology of L2(ω;R3).

Proof. We first show that

(Γ- lim
ε→0

Jε)(ψ, 0) ≥ (Γ- lim
ε→0

Jε0 )(ψ). (26)
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Let (ψε, δε)→ (ψ, 0) in H be a sequence that achieves the Γ-limit on the left of
inequality (26). If the latter is +∞, there is nothing to prove. Let us assume that
Jε(ψε, δε) ≤M for some M . Thus for all ε, (ψε, δε) belongs to V (ε) and

Jε(ψε, δε) ≥ Jε0 (ψε)− F ε(0, δε),
since F ε(ψε, δε) = F ε(ψε, 0) + F ε(0, δε).

Then, looking at estimate (20) in the proof of Proposition 2, we see that F ε(0, δε)
→ 0. Thus,

(Γ- lim
ε→0

Jε)(ψ, 0) ≥ lim inf
ε→0

(Jε0 (ψε)− F ε(0, δε)) ≥ (Γ- lim
ε→0

Jε0 )(ψ).

We now prove the reverse inequality. We can assume that ψ is such that
(Γ- limε→0 J

ε
0 )(ψ) < +∞. Let ψε ∈ A(ε) be sequence that achieves this Γ-limit.

Since the infimum in formulas (23) and (24) is attained, we can construct δε ∈ C(ε)
such that

Iε(ψε, δε) = Iε0(ψε).

Indeed, we simply define δε to take a minimizing value for W ε or Zε that we select
in any full triangle and δε = 0 in empty triangles. What remains to be seen to make
sure that we are in C(ε) is that this construction gives rise to a function δε that
satisfies conditions (5)-(6).

To do this, let us first consider the case of a type 2 node bonded to ω̄0 with
three attached type 1 nodes in ω̄0. In this case, Dψε = (id; 0) in the full triangle to
which the type 2 node belongs and δε(x) = εp achieves the minimum of W0, which
is 0. Next, when there are only two attached type 1 nodes that both are in ω̄0, we
are dealing with a small triangle, and the energy Zε only involves the directional
derivative in direction u, where u is s, t or t− s. This directional derivative is equal
to u because both type 1 nodes are bonded. Therefore, the choices δε(x) = ε(p− s)
when u = t − s and δε(x) = εp when u = t or u = s achieve the minimum of Z0

which is also equal to 0.
Now we have

Iε(ψε, δε)− F ε(ψε, 0) = Iε0(ψε)− F ε(ψε, 0) = Jε0 (ψε)

which is bounded by assumption. Arguing as in the proof of Proposition 2, we thus
obtain that δε → 0 in L2. Consequently, F ε(0, δε) → 0, see estimate (20), and
therefore

Jε(ψε, δε)→ (Γ- lim
ε→0

Jε0 )(ψ),

with (ψε, δε)→ (ψ, 0) in H, which completes the proof.

Let us now turn to the bulk of the proof, which is the computation of the Γ-limit
in the right-hand side of equation (25). For this, we introduce a homogenized energy
density on L(R2;R3) defined by

Whom(g) = inf
k∈N

{
1

k2

(
inf

θ∈A(kY )

∫
kY

W0(y, g +Dθ(y)) dy
)}

, (27)

where A(kY ) denotes the set of continuous piecewise affine functions on the mesh
defined on kY by Y +L and that vanish on ∂(kY ). Finally, we define the functionals

J0(ψ) =

∫
ω

Whom(Dψ(x)) dx− 2

∫
ω

f · ψ dx

if ψ ∈ H1
ω0

(ω;R3) and
J0(ψ) = +∞
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if ψ ∈ L2(ω;R3) \H1
ω0

(ω;R3), and

I0(ψ) =

∫
ω

Whom(Dψ(x)) dx

for ψ ∈ H1
ω0

(ω;R3).

Theorem 4.1. We have
(Γ- lim

ε→0
Jε0 ) = J0

for the strong topology of L2(ω;R3).

4.3. The main convergence proof. The proof of Theorem 4.1 is long and tech-
nical and we break it into a series of lemmas. We borrow the global architecture
of this proof from [21]. The detail is however quite different in places. Let us first
deal with the force terms once and for all.

Proposition 4. Let ψε ∈ A(ε) be such that ψε → ψ strongly in L2(ω;R3). Then
we have

F ε(ψε, 0)→ 2

∫
ω

f · ψ dx.

Proof. Use the same argument as in [20].

The fact that the functions ψε are piecewise affine is essential here, otherwise the
result obviously would not hold true.

We can thus from now on concentrate on the elastic energy terms only.

4.3.1. Bound from below. We obtain the bound from below, i.e., condition i) of
the definition of Γ-convergence in a series of Lemmas. The bound is obtained in
increasing generality, starting with ψ affine in Lemmas 4.3 and 4.5, then ψ piecewise
affine in Lemma 4.6 and finally general ψ in Proposition 5. The first step of the
proof is actually a bound from above in a special case. It will be an ingredient in the
first step of the actual bound from below, in Lemma 4.3, to extend test-functions
in a controlled way, and in the proof of the locally Lipschitz character of the limit
density, Lemma 4.7.

Lemma 4.2. Let U be a bounded open regular subset of R2 and η > 0. Let g ∈
L(R2;R3), a ∈ R3 and χ(x) = gx + a. For any sequence ε → 0, there exists
a sequence χε such that χε is piecewise affine on T ε ∩ U , χε → χ strongly in
L2(U ;R3), χε − χ ∈ H1

0 (U ;R3) and

lim sup
ε→0

∫
U

W0

(
ε−1x,Dχε(x)

)
dx ≤

∫
U

Whom(Dχ(x)) dx+ η.

Proof. Let us choose k ∈ N and θ ∈ A(kY ) such that

Whom(g) ≤ 1

k2

∫
kY

W0(y, g +Dθ(y)) dy ≤Whom(g) +
η

meas (U)
.

Let Uεk be the union of all εkL-translates of the cell εkY included in U . Clearly,

meas (U \ Uεk)→ 0

when ε→ 0. We extend θ to R2 by kY -periodicity and set

χε(x) = χ(x) + εθ
(
ε−1x

)
if x ∈ Uεk ,

χε(x) = χ(x)
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otherwise.
By construction, χε is piecewise affine on the triangulation restricted to U . It is

also obvious that χε → χ strongly in L2(U ;R3) and that χε − χ ∈ H1
0 (U ;R3).

We have∫
U

W0

(
ε−1x,Dχε(x)

)
dx =

∫
U

W0

(
ε−1x, g +Dθ

(
ε−1x

))
dx

=

∫
Uεk

W0

(
ε−1x, g +Dθ

(
ε−1x

))
dx

+

∫
U\Uεk

W0

(
ε−1x, g

)
dx.

Now ∣∣∣∫
U\Uεk

W0

(
ε−1x, g

)
dx
∣∣∣ ≤ C meas (U \ Uεk)→ 0

when ε→ 0. Moreover∫
Uεk

W0

(
ε−1x, g +Dθ

(
ε−1x

))
dx =

∑
εkY cells

ε2

∫
kY

W0

(
y, g +Dθ(y)

)
dy

≤ meas (Uεk)
(
Whom(g) +

η

meas (U)

)
,

hence the Lemma by letting ε→ 0.

We now start on the bound from below strictly speaking.

Lemma 4.3. Let O be a bounded open subset of R2, let g ∈ L(R2;R3), a ∈ R3 and
ψ(x) = gx + a. For any sequences ε → 0, ψε such that ψε is piecewise affine on
T ε ∩O, ψε → ψ strongly in L2(O;R3) and ψε − ψ ∈ H1

0 (O;R3), we have

lim inf
ε→0

∫
O

W0

(
ε−1x,Dψε(x)

)
dx ≥

∫
O

Whom(Dψ(x)) dx. (28)

Proof. Let M > 0 be such that Ō ⊂ MY̊ + x0 for some x0 ∈ R2. Let us assume
without loss of generality that x0 = 0. For all ε, we choose the largest natural
integer k(ε) such that k(ε)εY ⊂ MY . For ε small enough, we have Ō ⊂ k(ε)εY ,
moreover meas (MY \ k(ε)εY )→ 0 when ε→ 0.

Let η > 0 be given and χε be the sequence given by Lemma 4.2 applied on the
open set U = MY̊ \ Ō. We define

ψ̃ε = ψε in O

and
ψ̃ε = χε in MY \ Ō.

We have ∫
O

W0

(
ε−1x,Dψε(x)

)
dx = Iε1 − Iε2 + Iε3 , (29)

where

Iε1 =

∫
k(ε)εY

W0

(
ε−1x,Dψ̃ε(x)

)
dx,

Iε2 =

∫
MY \O

W0

(
ε−1x,Dψ̃ε(x)

)
dx,

Iε3 =

∫
MY \k(ε)εY

W0

(
ε−1x,Dψ̃ε(x)

)
dx.
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Due to the boundary conditions and the construction of χε, we have that ψ̃ε−ψ ∈
H1

0 (k(ε)εY ;R3). By rescaling, the function

θε(y) = ε−1ψ̃ε(εy)− ψ(y)

belongs to H1
0 (k(ε)Y ;R3) and is piecewise affine on the mesh defined by L. It is

thus a competing test-function in the definition (27) of the homogenized density
Whom. Therefore, we have

Iε1 = ε2

∫
k(ε)Y

W0

(
y, g +Dθε(y)

)
dy ≥ ε2k(ε)2Whom(g) =

∫
k(ε)εY

Whom(Dψ(x)) dx.

(30)
Moreover, by construction

lim sup
ε→0

Iε2 ≤
∫
MY \O

Whom(Dψ(x)) dx+ η. (31)

Finally, since meas (MY \ k(ε)εY )→ 0 and the differential of ψ̃ε is controlled in
this set, we have

Iε3 → 0 (32)

when ε→ 0. Putting equation (29) and estimates (30), (31) and (32) together, we
obtain the Lemma.

We now need to obtain the bound from below (28) without the homogeneous
boundary condition. This is classically done by using De Giorgi’s slicing method.
The slicing method does not work here because we need piecewise affine functions,
and multiplying a piecewise affine function by a cut-off function destroys its piece-
wise affine character. We thus introduce a discrete version of the slicing argument,
see also [2]. First a preparatory lemma.

Lemma 4.4. Let Πε denote the piecewise affine interpolation operator associated
with the triangulation T ε. There exists a constant C independent of ε such that for
all finite unions Uε of triangles of T ε, all R3-valued functions ψ that are piecewise
affine on T ε and all [0, 1]-valued functions θ, we have

‖Πε(θψ)‖L2(Uε;R3) ≤ C‖ψ‖L2(Uε;R3). (33)

Moreover, if θ is W 1,∞, we have∫
Uε

∣∣D(Πε(θψ))
∣∣2 dx ≤ C(∫

Uε

(
|Dψ|2 + ‖Dθ‖2L∞ |ψ|2

)
dx
)
. (34)

Proof. Let T ε be a generic triangle in T ε with vertices Sεi . We denote by λεi the
associated barycentric coordinates. In T ε, we thus have

Πε(θψ)(x) =

3∑
i=1

λεi (x)θ(Sεi )ψ(Sεi ).

We introduce two functions Qε1 : T ε×[0, 1]3×(R3)3 → R+ and Qε2 : T ε×(R3)3 → R+

by

Qε1(T ε, θi, vi) =
∥∥∥ 3∑
i=1

λεi (x)θivi

∥∥∥2

L2(T ε;R3)
,

and

Qε2(T ε, vi) =
∥∥∥ 3∑
i=1

λεi (x)vi

∥∥∥2

L2(T ε;R3)
.
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Clearly, we have

‖Πε(θψ)‖2L2(Uε;R3) =
∑
Tε∈Uε

Qε1(T ε, θ(Sεi ), ψ(Sεi )),

‖ψ‖2L2(Uε;R3) =
∑
Tε∈Uε

Qε2(T ε, ψ(Sεi )).

Now every generic triangle is of the form xε + εTf or xε + εTe for some xε ∈ L
(for brevity, we assume the former), so that

Qε1(T ε, θi, vi) = ε2
∥∥∥ 3∑
i=1

λi(x)θivi

∥∥∥2

L2(Tf ;R3)
= ε2Q1

1(Tf , θi, vi),

and

Qε2(T ε, vi) = ε2
∥∥∥ 3∑
i=1

λεi (x)vi

∥∥∥2

L2(Tf ;R3)
= ε2Q1

2(Tf , vi).

Both functions Q1
1(Tf , ·, ·) and Q1

2(Tf , ·) are continuous and quadratic with respect
to (vi) ∈ (R3)3. Moreover, Q1

2(Tf , vi) = 0 if and only if vi = 0. Therefore, if we set

C2 = max
θi∈[0,1]3∑
|vi|2=1

Q1
1(Tf , θi, vi)

Q1
2(Tf , vi)

we obtain estimate (33).
For estimate (34), we work on the reference scaled triangle εTf . For any affine

function χ, we have

|Dχ| ≤ C

ε

(
|Dχ(εs)|+ |Dχ(εt)|

)
for some constant C independent of ε. We apply this to χ = Πε(θψ). We have

Dχ(εs) = Πε(θψ)(εs)−Πε(θψ)(0)

= (θψ)(εs)− (θψ)(0)

= θ(εs)(ψ(εs)− ψ(0)) + (θ(εs)− θ(0))ψ(0)

= εθ(εs)Dψ(s) + (θ(εs)− θ(0))ψ(0).

Therefore

|D(Πε(θψ))(εs)| ≤ ε(|Dψ(s)|+ ‖Dθ‖L∞ |ψ(0)|)
and thus

|D(Πε(θψ))| ≤ C(|Dψ|+ ‖Dθ‖L∞ |ψ(0)|).
To conclude, it suffices to show that for any affine function ψ, we have

|ψ(0)|2 ≤ C
∫
Tf

|ψ(x)|2 dx

as the conclusion will follow by a simple scaling. But this is obvious, for if it were
not true, we would have a sequence ψn of affine functions tending to 0 in L2(Tf ),
but such that |ψn(0)| = 1. This is impossible since we are in a finite dimensional
space, in which L2 convergence implies pointwise convergence.

We now perform the slicing step to establish estimate (28) without boundary
conditions.
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Lemma 4.5. Let O be a bounded open subset of R2, let g ∈ L(R2;R3), a ∈ R3 and
ψ(x) = gx + a. For any sequences ε → 0, ψε such that ψε is piecewise affine on
T ε ∩O, ψε is bounded in H1(O;R3) and ψε → ψ strongly in L2(O;R3), we have

lim inf
ε→0

∫
O

W0

(
ε−1x,Dψε(x)

)
dx ≥

∫
O

Whom(Dψ(x)) dx.

Proof. Let N be an integer. Let O0 b O and r = d(O0, {O) > 0. For k =
1, . . . , 2N + 1, we let Ok = {x ∈ O, d(x,O0) < kr

2N+1}. For each i = 0, . . . , N − 1,
we pick a Lipschitz function θi such that 0 ≤ θi ≤ 1, θi = 1 on O2i+1, θi = 0 on

O \O2i+3 and |Dθi| ≤ C(2N+1)
r .

We let

ψεi = ψ + Πε

(
θi(ψ

ε − ψ)
)
.

By construction, ψεi is piecewise affine on T ε ∩ O and such that ψεi − ψ ∈
H1

0 (O;R3). By Lemma 4.4, ψεi → ψ strongly in L2(O;R3). We can thus apply
Lemma 4.3 to conclude that

lim inf
ε→0

∫
O

W0

(
ε−1x,Dψεi (x)

)
dx ≥

∫
O

Whom(Dψ(x)) dx.

For ε small enough, we have that Πε

(
θi(ψ

ε − ψ)
)

= ψε − ψ in O2i and that

Πε

(
θi(ψ

ε − ψ)
)

= 0 in O \O2i+3. Therefore∫
O

W0

(
ε−1x,Dψεi (x)

)
dx =

∫
O2i

W0

(
ε−1x,Dψε(x)

)
dx

+

∫
O2i+3\O2i

W0

(
ε−1x,Dψεi (x)

)
dx

+

∫
O\O2i+3

W0

(
ε−1x, g

)
dx

≤
∫
O

W0

(
ε−1x,Dψε(x)

)
dx

+

∫
O2i+3\O2i

W0

(
ε−1x,Dψεi (x)

)
dx

+

∫
O\O2i+3

W0

(
ε−1x, g

)
dx.

For the last term, we have that∫
O\O2i+3

W0

(
ε−1x, g

)
dx ≤ C meas (O \O0).

For the second term, we see that all the triangles in which ψεi 6= ψε and ψεi 6= ψ
are included in O2i+3 \O2i for ε small enough, hence we use Lemma 4.4 and obtain∫

O2i+3\O2i

W0

(
ε−1x,Dψεi (x)

)
dx

≤ C
∫
O2i+3\O2i

(
|g|2 + |Dψε|2 +

(2N + 1)2

r2
|ψε − ψ|2

)
dx.
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Summing on the N slices, we thus obtain

1

N

N∑
i=0

∫
O

W0

(
ε−1x,Dψεi (x)

)
dx ≤

∫
O

W0

(
ε−1x,Dψε(x)

)
dx

+
C

N

∫
O\O0

(|g|2 + |Dψε|2) dx

+
CN

r2

∫
O\O0

|ψε − ψ|2 dx+ C meas (O \O0).

Now when ε → 0, we have
∫
O\O0

|ψε − ψ|2 dx → 0 by hypothesis. The corre-

sponding term thus disappears and we are left with∫
O

Whom(Dψ(x)) dx ≤ lim inf
ε→0

∫
O

W0

(
ε−1x,Dψε(x)

)
dx+

C

N
+ C meas (O \O0).

We conclude by letting first N → +∞ and then O0 → O.

The next Lemmas are the last steps in the proof of the bound from below.

Lemma 4.6. Let ψ ∈ H1
ω0

(ω;R3) be piecewise affine. Then, for all sequences ψε

in L2(ω;R3) such that ψε → ψ strongly in L2(ω;R3), we have that

lim inf
ε→0

Iε0(ψε) ≥ I0(ψ).

Proof. If the left-hand side is +∞, there is nothing to prove. Hence we can assume
that Iε0(ψε) is bounded, which entails that ψε is bounded in H1 and piecewise affine
on T ε and we have

Iε0(ψε) ≥
∫
ωε
W0

(
ε−1x,Dψε(x)

)
dx =

p∑
i=1

∫
ωi∩ωε

W0

(
ε−1x,Dψε(x)

)
dx,

where ωi denotes a partition of ω in each part of which ψ is affine. By Lemma 4.5,
we have

lim inf
ε→0

∫
ωi∩ωε

W0

(
ε−1x,Dψε(x)

)
dx ≥

∫
ω′i

Whom(Dψ(x)) dx,

for all ω′i b ωi, hence the Lemma.

To treat the case of a general limit function ψ, we need an intermediate technical
result.

Lemma 4.7. The function Whom is locally Lipschitz.

Proof. We first show that W0 is locally Lipschitz. Let l1, l2 ∈ L(R2;R3) and τ ∈ R3

be such that W0(y, l2) = W 1(y, l2, τ). We have

W0(y, l1)−W0(y, l2) ≤W 1(y, l1, τ)−W 1(y, l2, τ) ≤ C(1 + |l1|+ |l2|)|l1 − l2|.

Let us now take g, h ∈ L(R2;R3) and define ψ(x) = gx and χ(x) = hx. By
Lemma 4.2, for all η > 0, there exists a subsequence ψε ∈ H1(Y ;R3) piecewise
affine on T ε and such that Dψε is bounded in L2, ψε → ψ strongly in L2 and∫
Y
W0

(
ε−1x,Dψε(x)

)
dx→Whom(g) + δ for some 0 ≤ δ ≤ η. We let

χε = h+ ψε − g.



HOMOGENIZATION OF HEXAGONAL LATTICES 561

Clearly, χε is bounded in H1, χε → h strongly in L2, and χε is piecewise affine on
T ε. We thus have

lim inf
ε→0

∫
Y

W0

(
ε−1x,Dχε(x)

)
dx ≥Whom(h),

by Lemma 4.5. Therefore

Whom(h)−Whom(g) ≤ lim inf
ε→0

∫
Y

W0

(
ε−1x,Dχε(x)

)
dx

− lim
ε→0

∫
Y

W0

(
ε−1x,Dψε(x)

)
dx+ δ.

Now since∫
Y

(
W0

(
ε−1x,Dχε(x)

)
−W0

(
ε−1x,Dψε(x)

))
dx

≤ C
∫
Y

(1 + |Dψε|+ |Dχε|)|Dψε −Dχε| dx ≤ C|g − h|

by Cauchy-Schwarz and the H1 bound, we obtain the Lemma by letting η → 0.

We now are in a position to conclude the bound from below.

Proposition 5. Let ψ ∈ H1
ω0

(ω;R3). Then, for all sequences ψε in L2(ω;R3) such

that ψε → ψ strongly in L2(ω;R3), we have that

lim inf
ε→0

Iε0(ψε) ≥ I0(ψ).

Proof. Let Pε denote the orthogonal H1(ω;R3)-projection on A(ε), which is a fi-
nite dimensional, hence closed affine subspace. By standard finite element theory
arguments, we have that Pεψ → ψ strongly in H1 when ε→ 0.

We pick a sequence ψk of piecewise affine functions in H1
ω0

(ω;R3) that converges

strongly to ψ. For k fixed, we thus also have Pεψk → ψk strongly in H1 when
ε→ 0. It follows that

ψε − Pεψ + Pεψk → ψk strongly in L2(ω;R3),

so that by Lemma 4.6

lim inf
ε→0

Iε0(ψε − Pεψ + Pεψk) ≥ I0(ψk).

Again, we can assume that ψε ∈ A(ε) and ψε is bounded in H1, otherwise there
is nothing to prove and thus both ψε and ψε−Pεψ+Pεψk belong to A(ε). We can
thus write

Iε0(ψε) = Iε0(ψε − Pεψ + Pεψk) + Iε0(ψε)− Iε0(ψε − Pεψ + Pεψk),

with∣∣Iε0(ψε)− Iε0(ψε − Pεψ + Pεψk)
∣∣

≤
∫
ωε

∣∣W0

(
ε−1x,Dψε(x)

)
−W0

(
ε−1x,D(ψε − Pε(ψ − ψk))

)∣∣ dx
+

∫
ωε∂

∣∣Z0

(
x,Dψε(x)

)
− Z0

(
x,D(ψε − Pε(ψ − ψk))

)∣∣ dx
≤ C

(
1 + ‖Dψε‖L2 + ‖DPε(ψ − ψk)‖L2

)
‖DPε(ψ − ψk)‖L2

≤ C‖ψ − ψk‖H1 ,
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by Cauchy-Schwarz and since an orthogonal projection has norm 1. It follows from
the previous estimates that

lim inf
ε→0

Iε0(ψε) ≥ I0(ψk)− C‖ψ − ψk‖H1 .

We now let k → +∞. Since Whom is locally Lipschitz, it is continuous and obviously
with quadratic growth at most, therefore I0(ψk) → I0(ψ), while ‖ψ − ψk‖H1 → 0,
and the proof is complete.

4.3.2. Recovery sequence. In order to complete the proof of Theorem 4.1, we need
to establish condition ii) or the bound from above or recovery sequence, in the
definition of Γ-convergence. For this we first need a refinement of Lemma 4.2.

Lemma 4.8. Let ψ ∈ H1
ω0

(ω;R3) be piecewise affine on ω and let η > 0. There

exists a sequence ψε such that ψε → ψ strongly in L2(ω;R3) and

lim sup
ε→0

Iε0(ψε) ≤ I0(ψ) + η.

Proof. Because of the finite energy bound, the sequence ψε to be constructed must
be in A(ε) that is to say piecewise affine functions on T ε∩ω such that ψε = Aε(ψε|ωε)
plus the boundary conditions.

Let ωi, i = 1, . . . , p, be a partition of ω such that ψ is affine on ωi with differential
gi. Since ψ is affine on ω0, we may assume that ω̄0 ⊂ ω̄1 without loss of generality.
As in Lemma 4.2, for each i, we choose ki ∈ N and θi ∈ A(kiY ) such that

Whom(gi) ≤
1

k2
i

∫
kiY

W0(y, gi +Dθi(y)) dy ≤Whom(gi) +
η

meas (ω)
.

Let ωεki be the union of all εkiL-translates of the cell εkiY included in ωε ∩ωi from
which we remove all the boundary triangles. Clearly,

meas (ωi \ ωεki)→ 0

when ε→ 0. Again we set

ψε(x) = ψ(x) + εθi

(x
ε

)
if x ∈ ωεki ,

ψε(x) = Πεψ(x),

if x ∈ ωε \
⋃p
i=1 ω

ε
ki

, and

ψε = Aε(Πεψ|ωε)

on the rest of ω.
Let us check that the condition of place is satisfied. Given that ω̄0 ⊂ ω̄1, for all x

in ωεk1 , we see that the choice θ1 = 0 achieves the minimum since 0 ≤ Whom(g1) ≤
1
k21

∫
k1Y

W0(y, g1) dy = 0. Thus ψε(x) = (x; 0) on ωεk1 . On (ω̄ε ∩ ω̄0) \ ωεk1 , we also

have ψε(x) = (x; 0) by the second part of the definition of ψε. In particular, at all
type 1 nodes belonging to ω̄0, we have ψε(x) = (x; 0) and ψε satisfies the condition
of place.

By construction, we thus have ψε is in A(ε) and ψε → ψ strongly in L2(ω;R3).
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We have

Iε0(ψε) =

p∑
i=1

∫
ωεki

W0

(x
ε
, gi +Dθi

(x
ε

))
dx

+

∫
ωε\

⋃p
i=1 ω

ε
ki

W0

(x
ε
,DΠεψ(x)

)
dx+

∫
ωε∂

Z0(x,DAε(Πεψ|ωε)) dx.

Now DΠεψ and DAε(Πεψ|ωε) are both uniformly controlled and thus∣∣∣∫
ωε\

⋃p
i=1 ω

ε
ki

W0

(x
ε
,DΠεψ(x)

)
dx+

∫
ωε∂

Z0(x,DAε(Πεψ|ωε)) dx
∣∣∣→ 0

when ε→ 0. Finally∫
ωεki

W0

(x
ε
, gi +Dθi

(x
ε

))
dx ≤ meas (ωεki)

(
Whom(gi) +

η

meas (ω)

)
,

hence the Lemma by letting ε→ 0.

Lemma 4.9. Let ψ ∈ H1
ω0

(ω;R3) and let η > 0. There exists a sequence ψε such

that ψε → ψ strongly in L2(ω;R3) and

lim sup
ε→0

Iε0(ψε) ≤ I0(ψ) + η.

Proof. We proceed by piecewise affine approximation as in the proof of Proposition
5 using the bound given by Lemma 4.8.

We now are in a position to complete the proof of Theorem 4.1.

Proposition 6. For all ψ ∈ H1
ω0

(ω;R3), we have

(Γ- lim
ε→0

Iε0)(ψ) = I0(ψ).

Proof. Let ε be a sequence that tends to 0. From any subsequence ε′, we extract a
subsequence ε′′ such that Iε

′′

0 is Γ-convergent. By Proposition 5, we have

Γ- lim Iε
′′

0 (ψ) ≥ I0(ψ).

By Lemma 4.9, we also have

Γ- lim Iε
′′

0 (ψ) ≤ I0(ψ) + η

for all η > 0. Hence Γ- lim Iε
′′

0 (ψ) = I0(ψ) and we conclude by uniqueness of the
Γ-limit.

The following is an easy consequence of Theorem 4.1, see [11, 12].

Corollary 3. The function Whom is quasiconvex.

5. Properties of the homogenized energy. First of all, it is quite clear that
since the original energy is frame-indifferent, i.e., invariant by the left action of
SO(3), so is the homogenized energy Whom.

We next turn to material symmetry considerations. The material symmetry of
W0 is fairly simple, see also [23]. Let R ∈ SO(2) be the rotation of angle 2π

3 and
S ∈ SO(2) the rotation of angle π. Let C6 denote the group of 6-fold rotational
symmetry, comprised of all rotations of angle being an integer multiple of π

3 .

Proposition 7. The material symmetry group of W0 contains C6.
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Proof. We have Rs = t− s and Rt = −s. Therefore, for all g ∈ L(R2;R3),

(|g(Rs)− τ | − 1)2 + (|g(Rt)− τ | − 1)2 + (|τ | − 1)2

= (|g(t)− g(s)− τ | − 1)2 + (| − g(s)− τ | − 1)2 + (|τ | − 1)2

= (|g(t)− τ ′| − 1)2 + (|τ ′| − 1)2 + (|g(s)− τ ′| − 1)2

if we set τ ′ = g(s) + τ . Taking infima with respect to τ on the left and τ ′ on the
right, we obtain

W0(y, gR) = W0(y, g).

Similarly, we have Ss = −s and St = −t and

(|g(Ss)− τ | − 1)2 + (|g(St)− τ | − 1)2 + (|τ | − 1)2

= (|−g(s) + τ ′| − 1)2 + (|−g(t) + τ ′| − 1)2 + (|τ ′| − 1)2

by letting τ ′ = −τ . Thus

W0(y, gS) = W0(y, g).

The two rotations R and S generate the group C6, which is thus a subgroup of
the material symmetry group of W0.

For k ∈ N∗, we let

WkY (g) =
1

k2
inf

θ∈A(kY )

∫
kY

W0(y, g +Dθ(y)) dy. (35)

The lack of symmetry of the integer multiples of the unit cell as well as numerical
evidence show that we cannot expect WkY to be right-R invariant for k fixed. We
will expand on this in the next section. Right-R invariance is however recovered in
the k → +∞ limit as we now proceed to show.

Proposition 8. The material symmetry group of Whom contains the group C6.

Proof. For all q ∈ N∗, we consider the hexagons Hq of maximal size inscribed in
kY with k = 2q, see Figure 7 below. We let A(Hq) be the set of piecewise affine
functions on the lattice that vanish on ∂Hq and we likewise define

WHq (g) =
1

3q2
inf

θ∈A(Hq)

∫
Hq

W0(y, g +Dθ(y)) dy.

Let H̄ be the hexagon of unit area such that Hq =
√

3qH̄. We have

WHq (g) = inf
ψ∈A((

√
3q)−1)

∫
H̄

W0(
√

3qx,Dψ(x)) dx,

where A((
√

3q)−1) denotes the set of piecewise affine continuous functions on the
scaled lattice on H̄ that satisfy the boundary condition of place ψ(x) = g(x) on
∂H̄. We use the general Γ-convergence result of Proposition 6, which also applies
for this boundary condition and deduce that

WHq (g)→ inf
θ∈H1

0 (H;R3)

∫
H̄

Whom(g +Dθ(x)) dx when q → +∞.

By Corollary 3, we know that Whom is quasiconvex, which means that

inf
θ∈H1

0 (H;R3)

∫
H̄

Whom(g +Dθ(x)) dx = Whom(g).
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Hq

yq

2qY

Figure 7. The hexagon Hq. Also figured is the microstructure
around the center yq to make R-invariance clear.

We thus have an alternate representation formula for the homogenized energy den-
sity,

Whom(g) = lim
q→+∞

( 1

3q2
inf

θ∈A(Hq)

∫
Hq

W0(y, g +Dθ(y)) dy
)
.

Now it is apparent from Figure 7 that Hq is invariant by rotation of R around
its center node yq, and moreover that we have

W0(y, g) = W0(R(y − yq) + yq, g) = W0(R(y − yq) + yq, gR)

by Proposition 7 for the second equality. Therefore, for all θ ∈ A(Hq), we have∫
Hq

W0(y, gR+Dθ(y)) dy =

∫
Hq

W0(R(y − yq) + yq, (g +Dθ(y)R−1)R) dy

=

∫
Hq

W0(z, (g +Dθ̃(z))R) dz

with the change of variables z = R(y − yq) + yq, θ̃(z) = θ(y)

=

∫
Hq

W0(z, g +Dθ̃(z)) dz

by Proposition 7 again. Therefore

WHq (gR) = WHq (g) hence Whom(gR) = Whom(g).

Right-S invariance can be seen directly on the integer multiples of Y . Indeed,
for all θ ∈ A(kY ), we have∫

kY

W0(y, gS +Dθ(y)) dy =

∫
kY

W0(y,−g +Dθ(y)) dy

=

∫
kY

W0(y, g −Dθ(y)) dy,

and thus

WkY (gS) = WkY (g)
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for all k, which implies

Whom(gS) = Whom(g).

Again, R and S generate C6, which completes the proof.

We will give some numerical evidence in the next section suggesting that the
material symmetry group of Whom is exactly C6. It is clear that W0 and Whom

are also right-invariant by the symmetries of the hexagon, which are not direct
isometries, hence are actually D6 right-invariant, where D6 denotes the dihedral
group.

We now turn to other properties of interest of W0 and Whom.

Proposition 9. Let g ∈ L(R2;R3). We denote by A1, A2 and A3 the images of
the three vertices of the reference triangle Tf by the linear mapping g. We have

i) W0(0, g) = 0 if and only if the radius rg of the circumcircle of the triangle
A1A2A3 is such that rg ≤ 1. If rg < 1, then the infimum in the definition of W0 is
attained at a vector τ that is out of the range of g.

ii) W0(0, g) > 0 if and only if the radius rg of the circumcircle of the triangle
A1A2A3 is such that rg > 1. The infimum in the definition of W0 is attained at a
vector τ that belongs to the range of g.

In the degenerate cases, we consider that the radius rg is equal to 0 if A1 = A2 =
A3, |A1 −A3| if A1 = A2 6= A3 and the permutations thereof, and +∞ if the three
points are aligned and distinct.

Proof. We only deal with the nondegenerate cases, i.e., when the three points are
affinely independent. The remaining cases are left to the reader.

It is easier to go back to the initial formulations in terms of nodes, so that Ai
denote the position of the three reference type 1 nodes in space, and we let M
denote the position in space of the reference type 2 node attached to the three type
1 nodes. We thus seek to minimize the function

F : M 7→
3∑
i=1

(|M −Ai| − 1)2

over R3 and recover τ = M −A1 afterwards.
It is clear that the minimum is attained. Assume first that rg ≤ 1. We can thus

pick α such that α2 + r2
g = 1. Placing x on the normal to the plane spanned by the

triangle and passing through the circumcenter, at a distance ±α of the plane, we
see that F (x) = 0. Thus in this case, W0(0, g) = 0. Moreover, if rg < 1, then α 6= 0
and the two minimizing type 2 node positions are out of plane.

Assume now that rg > 1 and that the minimum is attained out of plane. The
vectors (M − Ai)i=1,2,3 are thus linearly independent. Moreover, since F is differ-
entiable out of the plane, it follows that ∇F (M) = 0. This means that

0 =

3∑
i=1

|M −Ai| − 1

|M −Ai|
(M −Ai).

But at least one of the terms |M − Ai| − 1 is nonzero, since rg > 1, which is a
contradiction. Therefore, the minimum is attained in the plane, and since there is
no point in the plane at distance 1 of all three vertices, it follows that W0(0, g) > 0
in this case.
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Corollary 4. The limit energy density Whom vanishes on the quasiconvex hull of
the set of g ∈ L(R2;R3) such that rg ≤ 1.

The meaning of Corollary 4 is that the graphene sheet shares a property of
degeneracy under compression with nonlinear membranes or with other lattices,
see [20]. However, compression for a nonlinear isotropic membrane is expressed in
terms of the singular values of the deformation gradient being smaller than one, see
[17]. The condition on the circumcircle radius is a lot more subtle.

Corollary 5. The function W0 is not convex with respect to g.

Proof. Indeed, the set of linear mappings g such that rg ≤ 1 is not convex. Consider
for instance the segment gλ = (λid + (1 − λ)j; 0) for λ ∈ [0, 1], where id(s) = s,
id(t) = t and j(s) = −t and j(t) = −s. It is easy to check that rgλ > 1 for all
λ ∈ ] 1

3 ,
2
3 [ and rgλ ≤ 1 elsewhere on the segment.

The segment used in the proof of Corollary 5 is directly related to one of the 36
rank-1-connections in D6 (in fact D6 has one rank-1-connection for each rotation-
symmetry pair, whereas C6 has none), hence Whom vanishes on it. By moving the
endpoints a little bit, we obtain non rank-1 segments on which W0 is not convex
and vanishes at the endpoints. We do not know whether Whom vanishes on such
segments or not.

6. Numerical study and remarks on the Cauchy-Born rule. The represen-
tation formula for Whom is not explicit, but this is common in homogenization. The
function W0, which is determined by a seemingly innocuous problem in triangle ge-
ometry, does not appear to be known explicitly either. Therefore, it is not easy to
obtain quantitative information on Whom. We thus resort to numerical simulation
and numerical observations lead us to a few remarks concerning the Cauchy-Born
rule.

Let us briefly recall that the Cauchy-Born rule a priori concerns atomic crystals
that are constrained by their own dimension, for instance a 2d crystal undergoing
2d deformations, which is not our case here. There is however a connection, as we
will see shortly, both in the 2d-3d and 2d-2d cases. In the case of a complex lattice,
such as here, the Cauchy-Born rule dictates that when a crystal is submitted to a
homogeneous boundary condition of place ψ(x) = g(x) with g linear, the type 1
nodes should globally deform according to g and the type 2 nodes should relax the
local energy inside each cell, see [13, 15]. The second part of the Cauchy-Born rule,
i.e., local relaxation, is exactly what W0 does.

Interestingly enough, we observe numerically that for some g, the Cauchy-Born
rule seems to apply in our case, whereas for other values of g, it appears to fail.
We should emphasize that the hexagonal lattice is not especially engineered toward
exhibiting this behavior, which emerges naturally.

We thus compute WkY (g) for various values of k and g. Here also, it is more
convenient to work directly on the initial discrete node formulation rather than on
the continuous formulation, especially since we do not have a closed form expression
for W0. Energy minimization is performed by using the Polak-Ribière nonlinear
conjugate gradient algorithm, which works quite well. Since the problem is non
convex, we use random initial conditions to start the algorithm in order to avoid
getting trapped at a local minimum as much as possible. All computations are
performed with Scilab (http://www.scilab.org/). We use orthogonal Cartesian
coordinates instead of the oblique system used in the theoretical discussion and

http://www.scilab.org/
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3× 2 matrices F as deformation gradients instead of differentials g ∈ L(R2;R3) for
numerical convenience. The value of κ is always 1.

First we show a Cauchy-Born configuration of nodes that numerically achieves
the minimum in formula (35) for

F =

 2√
3
− 2

3

0 4
3

0 0

 , k = 10.
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Figure 8. Planar Cauchy-Born configuration, 84 iterations of gradient

In this case, it is observed that WkY (F ) does not depend on k and that the
equilibrium configuration for each k is the periodic repetition of the Cauchy-Born
configuration in one cell, where the four type 1 nodes follow F and the type 2 node
assumes the position that minimizes W0 in the plane. The numerical results for
such values of the gradient F strongly suggest that Whom(F ) = W0(y, F ) where y
is any point in the reference full triangle Tf . Note that the initial condition for the
gradient algorithm is always random and out of plane.

Next we show a non Cauchy-Born configuration that is achieved for

F =

1 − 2
√

3
3

0 1
2

0 0

 , k = 10.

Several interesting things are observed in this case. First of all, most type 2 nodes
appear to be inplane with their attached type 1 nodes, indicating a strictly positive
value of W0 in most cells. The type 1 nodes however do not follow F in the interior
but arrange themselves in 3d folding patterns as seen on Figure 9. Finally, WkY (F )
is strictly decreasing with respect to k as shown in Figure 10. This indicates that
taking the infimum with respect to k in formula (27) is necessary and that we have
Whom(F ) < W0(y, F ) for this value of F , as opposed to the case considered in the
previous computation. It should be noted that the necessity of minimizing over
integer multiples of the unit cell in nonconvex homogenization was first proved in
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Figure 9. Nonplanar, non Cauchy-Born configuration, 467 itera-
tions of gradient
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Figure 10. Plot of WkY (F ) against k

[21] in the continuous case. Recent examples in the continuous and discrete cases
were given in [5].

As a side note regarding the Cauchy-Born rule in the context of atomic crystals,
we observe that the same computation with the same F restricted to planar defor-
mations yields a planar non Cauchy-Born configuration. Hence, the Cauchy-Born
rules also appears to fail for a 2d-hexagonal crystal, see [15].

We now test material symmetry. Figure 11 below shows WkY (FQ(θ)) with the
same F as before, Q(θ) ∈ SO(2) of angle θ ∈ [0, π], plotted against θ (this is for
k = 50).

Again, an interesting Cauchy-Born vs. non Cauchy-Born phenomenon is ob-
served. For energies below approximately 0.13, the minimizing node configuration
is the planar Cauchy-Born configuration. Hence, the corresponding parts of the
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Figure 11. Plot of W50Y (FQ(θ)) against θ

graph do not depend on k (and this is a strong indication that the material sym-
metry group is exactly C6). This behavior is presumably related to the low-energy
Cauchy-Born regime evidenced in [10] for crystals confined in their own dimension.
See also the remarks on material symmetry made in [3], section 4.3.

In the Cauchy-Born regime of the previous plot, the convergence of the algorithm
is fairly fast, with between 440 and 500 iterations of gradient. Energies above
0.13 exhibit non Cauchy-Born, 3d folding patterned minimizing configurations, and
dependence on k. The convergence of the algorithm is dramatically slower, with a
number of gradient iterations between 2000 and 5000.

Also shown on the plot are the values of the energy for θ = 0, π/3, 2π/3 and
π, which are slightly different: a difference of the order of 2 · 10−3 is observed
(also decreasing with k), which shows that WkY is not Q(π/3) nor Q(2π/3) right-
invariant, as expected. Figure 12 is a closeup of Figure 11 showing the difference
between the values of WkY (FQ(θ)) for θ = 0 and θ = π/3 more clearly:

We have seen that W0 is not convex, cf. Corollary 5, and there is plenty of
numerical evidence that neither is WkY . We do not have at present an answer
to the question of whether or not Whom is convex. All the numerical tests we
performed tend to point to a convexification when k → +∞, even on segments
whose endpoints differ by a rank-two matrix. Even for good candidates for being
points of non convexity, such as the points corresponding to the local maxima in
Figure 11, if we plot the energies on the tangent to the curve θ 7→ FQ(θ), we obtain
the behavior shown below in Figure 13.

The small irregularities in some of the curves are execution dependent, which
means that they are presumably due to the random initial conditions and the
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Figure 12. Closeup of the previous plot
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Figure 13. Plots of WkY on the tangent to θ 7→ FQ(θ) at θ =
0.14. From top to bottom curves: k = 3, 5, 10, 20, 30.

presence of several local minima or almost minima. They tend to disappear as
k increases and the general features of the set of curves are nonetheless always the
same.

There are several open question that we would like to address in future work,
such as: are there more explicit formulas for the homogenized energy and is Whom

convex or not. Another question that we intend to address in forthcoming work is
the case of an hexagonal lattice with three-point interactions, in order to incorporate
the effect of torques between two adjacent bonds, see [9] for a formal approach.
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