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ABSTRACT. Mean field games have been introduced by J.-M. Lasry and P.-L.
Lions in [13, 14, 15] as the limit case of stochastic differential games when
the number of players goes to +o00. In the case of quadratic costs, we present
two changes of variables that allow to transform the mean field games (MFG)
equations into two simpler systems of equations. The first change of variables,
introduced in [11], leads to two heat equations with nonlinear source terms.
The second change of variables, which is introduced for the first time in this
paper, leads to two Hamilton-Jacobi-Bellman equations. Numerical methods
based on these equations are presented and numerical experiments are carried
out.

1. Introduction. Mean field games equations have been introduced by J.-M. Lasry
and P.-L. Lions [13, 14, 15] to describe the dynamic equilibrium of stochastic dif-
ferential games involving a continuum of players. In the time-dependent case, these

equations write:
2

Opu + %Au—i—H(w,m,VU) =0

OH o?
V- — \Y% = —A
oym + (m ap (z,m, u)) 5 m

with prescribed initial condition m(0,-) = mg(-) > 0 and terminal/final condition
uw(T,-) = up(-), where u and m are scalar functions defined on [0, 7] x Q — Q being a

smooth bounded domain — satisfying Neumann boundary conditions g% = % =

n (0,7) x 90.
In this paper, we focus on the particular case of a quadratic hamiltonian of the
2
form H(x,§,p) = & + f(x,£), leading to the following mean field games equations:

o? 1 9
Oru + 7Au + §|Vu| = —f(xz,m)

o2
om + V- (mVu) = ?Am

In this special case, a change of variables have been introduced in [11] to write the
mean field games equations as two coupled heat equations with similar source terms.
This change of variables consists in introducing ¢ = exp (%) and ¢ = mexp (—2%)
and the associated system of equations (Sy) is:
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o? 1
06+ 5AS =~ f(r,00)9
o? 1
Opth — 7A¢ = ;f(x,aﬁw)w
with:
e Boundary conditions: % = % =0on (0,7) x S
e Terminal condition: ¢(T,-) = exp (uzg))
e Initial condition: (0, ) = 2513

It is noteworthy that the equation for ¢ has the same structure as the equation
for ¢ and we can consider, when mgy > 0, another change of variables that consists
in going back to u and introducing’ v = —o?log(¢) = u — o%log(m). Then, the
system of equations (Ss) associated to (u,v) is:

02 1 2 u—v
Oru + ?Au—k §|Vu| =—f (£,€ o2 )

2 1
O — %Aer §|V1}|2 =—f (x,ej)

with:
e Boundary conditions: % = % =0on (0,7) x 0.
e Terminal condition: w(7,-) = up(-).
e Initial condition: v(0,-) = u(0,) — o2 log(mq(-)).

Focusing on these two systems of equations, we present numerical methods to
solve mean field games. These methods are completely different from the methods
proposed in [1], [2] or [12] and exhibit a monotonic behavior in the approximation
of (6,1) or (u,v).

In section 2, we recall the useful results on the couple (¢,%), in particular a
constructive scheme for (¢,1) introduced by J.-M. Lasry and P.-L. Lions in [16]
and then studied in [7, 8]. Similar results are then deduced for the couple (u,v)
in the case mg > 0. Section 3 introduces a numerical scheme to approximate the
couple (¢,1) and presents the theoretical results: convergence of the method and
monotonic behavior of the approximations for both ¢ and . Then, we introduce
a numerical scheme to approximate the couple (u,v) and prove similarly the asso-
ciated theoretical results. Finally, section 4 presents the numerical experiments we
carried out and compares the two approaches.

2. Constructive schemes. Throughout the paper, we suppose that mqg and ur
are two bounded functions on 2 with mg > 0. We suppose that (x,&) — f(z,§)
is a decreasing® function of its second variable, continuous in that variable and
uniformly bounded. Moreover, to simplify the exposition® we suppose that f < 0.

IWe will see that m > 0 as soon as mqg > 0.

21t is noteworthy that this monotonicity hypothesis is the key ingredient in the usual proof of
uniqueness for the mean field games equations (see [15]).

3In terms of the initial mean field game problem, the optimal control Vu and the subsequent
distribution m are not changed if we subtract ||f||cc from f.
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We start with a straightforward generalization® of a theorem established in [8]:

Theorem 2.1. Let us introduce
P ={ge L*0,T,H"())/0g € L*(0,T,H ()} .

Let us consider ¥° € P.
There exists a unique couple of sequences (((ﬁ""‘%)n, (¥™)n) of P satisfying (in
the weak sense):
o? 1

K" TE 4 TAGTE = o f(, gyt

02 1 ion n
O = AT = fa, g Ay

with ¢n+%(T7 ) = exp (“59)7 Y0, ) = M%%) and the Neumann boundary
2 ,
conditions 84’(;;5 = 8’%?1 =0 on (0,T) x 00.
If ¥° = 0, these sequences verify:
o (™), and (¢"T2), are uniformly bounded in L>((0,T) x ).
° (qb”"’%)n s a decreasing sequence of functions, uniformly bounded from below
by a constant® € > 0.
o (¢Y™), is an increasing sequence of nonnegative functions.
e ("2 ™), converges almost everywhere on (0,T) %, and in L2((0,T) x ),
towards a couple (¢,) weak solution of (S1).

In the special case mg > 0, this theorem can be completed by the following
proposition that provides a uniform positive lower bound for the sequence (™), >1.

Proposition 2.2. Let us suppose that mg > 0.

Let us introduce ¢ = inf mg x exp (— =25 (lur|lo + || fllsoT)) > 0.

Then the sequence (Y™)n>1 consists of functions uniformly bounded from below
by €, independently of the choice of 0.
Proof. We easily see that the function (t,z) — —2L70  exp (— 4 || f|ot) is a sub-

: . 1672 oo
solution of the equation:

O'2 1 1
O+t — D = o fa, gAYy

with ¢"+1(0,) = ¢nff°%(('3 - and 20" — 0 on (0,T) x 99

Using a comparison principle on the equation for (b"*‘%, because y > 0 —
Il lloo

flax, ¢t 2y)y is decreasing, we see that [|¢"F 2 ||s < e o2
Now, using Theorem 2.1 and a comparison principle on the equation for 1™+,
we have that:

inf mg 1 inf mg 1
gtz B e (= LT 2 S e (T

g lloo

e o2

O

4The generalization is due to the hypothesis mo € L>°(2) that provides new bounds compared
to the initial case mgo € L2().

50mne can take ¢ = exp <_(%2 (luzlloo + \|f||ooT)).
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The direct consequence of Proposition 2.2 is that mg > 0 =— m > 0. An-
other natural corollary is that we can replace the initial function ¢° = 0 by
any ¢¥° < € without any change in the qualitative properties of the sequences
stated in Theorem 2.1°. In particular, we now consider ("), and (¢"*2), for
Y0 = exp (—|/log(mo)loc — 25 ([lurllos + 2] fllT)) < €. Then, the uniform lower
bound we obtained for the sequence (¢"),>1 legitimates the introduction of two
sequences (u"2), and (v"), defined by:

0

v? = —0?log(¢") = [lur|lec + 0| log(mo)loc + 2| fllocT
Yn > 0, s = g2 10g(¢"+%), " = —o? log(y" )
We have the following Theorem that is a consequence of Theorem 2.1:

Theorem 2.3. Let suppose that ur, mg > 0 and f are such thatVn € N, ¢"Tz ym €
C12([0,T] x Q) and ¢, € CH2([0,T] x Q). Then (u”*é)n and (v™),, are sequences
of functions in C12([0,T] x Q) satisfying:

2 1 WTE yn
duts 4+ %Au”+% + §|Vu”+%|2 =—f (m,ea?>
2 1 u’"-‘f’%_v'n.«{»l
at’l)n+1 — %A’l}n+1 + §|V’Un+1|2 = 7f (I‘, e o2 )
with:
nt+d
e Boundary conditions: auajz 8%; =0 on (0,T) x 09.

)= ().
w40, — o2 log(mo ().

e Terminal condition: u™tz 2 (T,
e Initial condition: v"T1(0,-) =
Moreover:

(v”)n and (u"t2),, are uniformly bounded in C([0,T] x Q).

5) n 18 a decreasing sequence.
)n is a decreasing sequence.
ntg , ™), converges uniformly towards a couple (u,v) classical solution of

2)-

Proof. Theorem 2.3 is a simple consequence of Theorem 2.1 and of the remark we
made after Proposition 2.2. Uniform convergence is a consequence of Dini’s theorem
since all the functions involved are continuous. O

(u”
(v
(u
(S

3. Numerical schemes. Now, our goal is to provide a way to approximate (¢, )
and (u,v) with recursive finite difference schemes that have the same properties as
the constructive schemes presented in the preceding section. Such a scheme has
been introduced for (¢,1) in [7] and we review the results in the first subsection’.
A new scheme is then introduced for (u,v). What is important to notice is that
the monotonicity properties obtained in Theorem 2.1 or Theorem 2.3 are rooted
to comparison principles for the partial differential equations. Hence, one of the
main requirement for a scheme to have the same properties as the corresponding

60ne can indeed reiterate the proof of the above Theorem as in [8] and see that the only
important point is that ¢! > 0.
"For the proofs, the interested reader may look at [7].
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constructive scheme is to verify similar comparison principles. As a consequence,
many schemes can be proposed in addition to those proposed in this article. Our
goal is in fact to illustrate the process with one specific scheme for each change of
variables.

In what follows we consider Q = (0,1) and we consider a uniform subdivision
(xo,...,zz) of the interval [0,1] where z; = jAx for j € J = {0,...,J}. Also
we consider a uniform subdivision (to,...,tr) of [0,T] where t; = iAt for i € T =

{0,...,I}.
3.1. Numerical scheme for (¢, ).

3.1.1. Definition and monotonicity properties of the scheme. The numerical scheme
defines recursively approximations (1/1”) of ¢ and approximations (ng”Jr )n of ¢ on
the grid introduced above, in the following way:

V(ij)GIXJ 12?]—0 and for n > 0:

Vied, & —eXp(uT(;E])) and Vi e T — {I},Vj € 7,

rts _ gnts 9 b3 o+l | ontd
Pirly ~ iy +Z 2 bijh — 20057 + 0t — _if(w ot A?L)”’?f%
At 2 (A.T) o2 VEREN 1,5/ 7,5
vieJ, dptl="2") andvieT - {I},Vje J,
ot

+1 +1 +1 +1 +1
7/’111,3 wn ¢?+1 PSS B ¢?+1g ¢?+1,g 11 o D Sl
T 2 (Al:) - p (x], qbi_l,_l ]ql)z-!,-l J)wi'i'l,j

+ n+i onti

“n+i
= d)i,O ) ¢1'“]+1 = d)i,J 2 to take

Nl=

where we defined 121\7171 = 122”07 {ZJ\fH_l = {/;fJ, (Eﬂ
account of Neumann conditions on the boundary®.

The above scheme is implicit and we need to prove that it is well-posed. To that
purpose, let us introduce M = M1 j11(R) the space of matrices with I + 1 lines
and J + 1 columns and

Me = {(mi,j)iGI,jGJ € M7 V(Zm?) €I x \.77m7,',j 2 6}

OC)—‘

Let us start with the well-posedness of $"+% for a given 12"

Proposition 3.1. VzZ € My, there is a unique solution (E € M to the following
equation:
VieZ-{I},VjeJ,

Pit1,j — Pij n 0 bijr1 —20ij + bijo1 _
At 2 (Az)?

1 S
_?f(xjaﬁﬁi,jwi,j)ﬁbi,j

with ¢] j = exp (M) Vi € J, and the conventions qASi’,l = qAﬁw, ai””l = $ZJ

Hence ® : 1/) € My — (E € M is well defined. R R R
Moreover, there exists a constant € > 0 such that Vi) € Moy, ¢ = ®(¢) € M..

Similarly for the equation that defines ¥"+1 from ¢"*3, we have:

8The reason why we did not consider centered differences is linked to the proof of convergence
(see [7]).
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Proposition 3.2. Let us fiz € > 0.
Yo € M, there is a unique solution v € M to the following equation:
VieZ-{I},VjeJ,
Viv1j — iy 02 ip1 41 — 20i1,5 + Yiv1,j-1

1 -~ - -
N - L = gf(xjv¢i+1,j"/}i+1,j)wi+1,j

with JOJ = % Vj € J, and the conventions 1@,—1 = 1@70, 1Zi7J+1 = zZlJ
J

Hence U : ¢ e M. — w € M is well defined.
Moreover, Vo € M, = ¥(d) € M.

Let us now turn to a monotonicity property of the functions ® and U that is
based on a discrete comparison principle for the scheme we considered.

Proposition 3.3.
Vi <aha € Mo, (2h1) > P(1)2)
Vo < ¢o € Me,‘f’(al) > U (o)

Combining the above monotonicity inequalities, we get that the sequences (12”)
n

and (QAS"'*‘%) converge monotonically. More precisely we have that:
n

Proposition 3.4. The numerical scheme verifies the following properties:

Sl . . . . »
° <¢"+2) is a decreasing sequence of M. where € is as in Proposition 3.1.
n

° (12") is an increasing sequence of My, bounded from above by M

o (5"*21/}") converges towards a couple (¢,1) € M. x My that verifies:

n

VjeJ, g/b\Lj:exp (%) andVi e T —{I},Vj € J,

Pit1,j — Pij n (th i1 = 2¢ij + i1 _
At 2 (Az)?

Vied, to;= mqgsiﬁ and Vi e T —{I},Vj e J,

1 S
—;f(xjacﬁi,j%,j)ﬁbi,j

1$+1,j+1 - 2¢z+1,g + 1/Jz+1,3 1 1 ~ ~ -~
= o f(@, Girri¥ivg) Vi

Yir1y — iy o
At 2 (Az)?

Gi—1=0i0, Gigt1=0ig, VYi—1="vio, Yigr1=Vig
3.1.2. Convergence of the scheme. To deal with the convergence of the scheme, we

introduce the L°(L?) norm || - || on the set M:

J
1
2 2
o= () € Ml = sup 25
The convergence results we provide are based on the followmg recursive stability
bounds for the scheme”:

9The result is slightly more general than the result stated in [7] but the proof is the same
noticing that the sequence of approximations are uniformly bounded.
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Theorem 3.5. Let us suppose, in addition to the hypotheses made above, that f is
uniformly locally Lipschitz with respect to its second variable, i.e.

vYM > 073K,VSU S [051]7vfla£2 S [O7M]7|f(x7§2) - f(m7§1)‘ S K|€2 _51‘

2 2
llmollS
) 2 +

€
oo

ur
(& o2

Jhmuvu>o,ﬂ7>(LvLJefwsumtmngt>1+;gnmx(

v, we have Vn € N:
["F3 — gnFE |2 < O™ — 972 + Cllit 3|2
[ — g2 < O)|@"HE — 7R |2 4 Ol |

~ 1 ~
where ¢Z;2 = ¢"+%(ti,xj) and Y, = Y"(ti,z;) are the values on the grid of the
solutions'’ of the equations of Theorem 2.1 (for ¥° = 0) and where 77”"’% and 7"t

are the consistency errors associated to the equations that define respectively ¢”+%
and YT,

Using these bounds recursively, we obtain for fixed n the convergence of the
schemes defining respectively gf)"*% and Y.

Theorem 3.6. Let us suppose, in addition to the hypotheses of Theorem 3.5 that
ur, mo and f are so that Vn € N, ¢"z ™ € CL2([0,T] x [0,1]).
Then Vn € N:
. ’\n+l o ~n+l _
e lle"TE — gt TE] =0

Ii Tn+1 _ A+l _
IV v LLA A

Then, a weak form of convergence for the entire scheme can be obtained:

Theorem 3.7. Let us suppose, in addition to the hypotheses made in Theorem
3.5 that ur, mo and f are so that Yn € N,¢"tz ¢m € CV2([0,T] x [0,1]) and
6,9 € C12([0,T] x [0, 1))
Then:

lim limsup [|¢"% — | =

N—=00 At,Azx—0

lim limsup [|[¢"" — 4| =0

=0 At,Ax—0

3.2. Numerical scheme for (u,v).

3.2.1. Definition, bounds and monotonicity properties of the scheme. We now con-

sider a numerical scheme that defines recursively approximations ("), of v and

approximations (ﬂ”*é)n of u on the grid introduced above:

505 = llurlloo + o®|[1og(mo)lloe + 2[| fllecTs  (6,5) €T X T
and for n > 0:

~n+3 ~n+3 9 ~ntg ~n+3 ~n+3 R
Uirrg = Uiy~ 0% Uigrgen T Miry Tl o1 Fla, e
At > (Ax)? J

10We implicitly suppose here that the functions are defined pointwise and for instance that
1
Vn e N,¢"t3, 9" € C([0,T] x [0,1])
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1 an—i— L An—&-% 2 an+% an—&- ; 2
i+1,5+1 1, i+1,5 — @i4+1,5—1 . .
1 | s )| RV =0, i€eZ-{I},jeJ
+ -
An-&-%

ur;* =ur(zj), j€JI

At 2 (Ax)

~n+1 ~n+1 2 ~n+1 ~n+1 2
1 Uz’jﬂ_vij (O i . .
b E Y Y}l g ieT{I}je
*3 ( Az * Az X ! {hied

~ ~n+3 .
ng - ’U,g] P-o? IOg(mO(xj))v JjeJTI

~n—+1 ~n—+1 /\n+1 ’\’I’L+1 =n+l_-n
2 - o2 + gt aptiop,
1+1,7 i+1 i 1 g
. 2 L I f (ﬁﬂ]a e

-~ An+2 An+2 n+2 o An+2
where we defined v _y =0y, U7y =07y, Uy _f = Uy 7 and Uy 53y =W, 52

to take account of Neumann conditions on the boundary

To study this scheme and as in Theorem 3.5 above, we suppose that f is uniformly
locally Lipschitz with respect to its second variable. We shall denote K(R) the
Lipschitz constant (with respect to its second argument) of the restriction of f to
[0,1] x [0, e+2].

The above scheme is explicit and hence well defined. We will start with a key
lemma in the proof of the monotonicity properties.

Lemma 3.8. Let us consider R > 0 and Br = [-R, R}’
Let us consider the function G, : (a,b) € B} — ¢ € R/t defined by:

o? Aj+1 — 2&j +aj—1
2 (Az)?

+f ‘ “.j;bj n 1 ajr1 — aj 2 n aj; — aj—1 2
AR 2 Az N Ax B

where a_1 =a; and aj41 =aj_1.

cj =a; + At

Then:
Va € Bg,Gy(a,-) is an increasing function of each coordinate.
and
At At 2R
2 2R
4R)—— + =K 2 <1
(0 +4R) an)? + 2 (R)e-> <

= Vb € Br,Gy(+,b) is an increasing function of each coordinate.

Proof. The first assertion follows from the fact that f is a decreasing function of its
second variable.

Now, because of the form of the discrete Hamiltonian >0 and dCJ 2 0.

; d
. de;
Turning to 7= we have:
a;
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de; 1 1 ety aj=bj
1At —2—— + — e o e o2
da, + o (A7) + 2¢ f <xj,e )

—@ (a1 —a;)4 + (aj — aj_n_]]

At At 2R
21 — (0'2 +4R)w - ;K(R)@Gz

>0

Similarly, we have:
Lemma 3.9. Let us consider the function G, : (a,b) € B% — ¢ € R7*L defined by:
Ojaj+1 — 26Lj + aj5—1
2 (Az)?

_f ‘ bjf;j . 1 aj+1 — G5 2 n a; — aj—1 2
T 2 Az B Az N

where a_1 =a; and aj41 =aj_1.

cj =a; + At

Then:
Va € Bgr,Gy(a,-) is an increasing function of each coordinate.
and A A
t t 2R
2 s
4R)—— + —=K(R)e-> <1
(J + )(A$)2 + o2 ( )6 =

= Vb € Br,G,(-,b) is an increasing function of each coordinate.

Proof. The proof is mutatis mutandis the same as the proof of Lemma 3.8. O

. ~n+i
From these two lemmas, we can deduce uniform bounds for @, ; *> and v}';:

Proposition 3.10. Let us introduce R = |Jur|| s + 02| log(mo)|lso + 2|/ f|locT -
Suppose that the following condition is satisfied:
At At 2R
2
AR) —— + —
Cals )(Ax)2 + 3
Then, ¥n € N:

ot d -

[@" "2 oo < lluzlloo + IfllcT < R, [0"lec < R

Proof. The result is true for ||0°|| by definition. Let us suppose that |07 < R,
for a given n.

A

1
Since we have that ||u?+2 lloo = llur]|oo, using Lemma 3.8 we obtain:

1 1 1
" < urlle = @ =G (5 57)
<Gy

(lurlloos 07) < llurlloc + 1f oo At

Similarly,
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n+3 n+i n+io
B> furle — @ =G (3H5)
> Gu (—lur s 37) = —llurlo — /At

Hence, ||An+12 lloo < llur]loo + || fllocAt and by immediate induction we obtain:

. ~n+3
VieZ, |ur 7 e < lurlleo + || fllocilt

Consequently, Hﬂ”*é loo < lurlloo + I fllcT < R.
Now, 03+ < |[ag " [loo + 0| 10g(mo0) e < [[ur e + 0| 10g(1m0) oo + | fllocT
Hence, using Lemma 3.9, we have:
ot =Gy (33 < Gy (lurlloe + o?llog(mo)lloe + 1 fllooT 5 )
< lurlloo + o®|[log(mo)lloo + | fllocT + | flloc At
By the same symmetry argument as above we obtain:

197 oo < llurllos + 0| log(mo)lloc + [[fllscT + || flloc At

By immediate induction we have:
VieZ, )57 oo < llurlloo + 0| log(mo)llss + I fllocT + || fll it

Consequently, ||[0" ! < R, and the result is proved by induction on n. O

Using the condition (x) introduced above, we can prove that the two sequences
have a monotonic behavior:

Proposition 3.11. If (At, Ax) verifies the condition (%) of Proposition 3.10, then
the numerical scheme verifies the following properties:

~ 1 . .
. ( "*2) is a decreasing sequence of M.
e (V™), is a decreasing sequence of M.

( nts 5”) converges towards a couple (4,0) € M x M that verifies:

At 2 (Az)? ’

~ ~ 2 ~ —~ 2
Ui4-1,54+1 — Uit1,5 + Ui41,5 — Wit1,5—1
Ax n Ax B

urj =ur(z;), j€I

a 2~ ~ ~ o
Uit = Uiy O Uigrjy1 = 2Uit1j+ Uit1 51 iy (x Dl it zv”l’J)
7, €

_'_7

5 =0, ieT-{I},jeJ

o~ o~ 2/\ o~ o~
Vit1,5 — Vij o ’Uij+1*2'0ij + v 51

0~ Uiy 02T N Y R =
At 2 (Az)? X

~ ~ 2 ~ ~ 2
Vij+1 — Vij Vij — Vij-1 . .
IR S} Y =0 T-{I

( - >+< - >+] , 1€ {It,jeJ

o,j = tUo,j; — 0 log(mo(z;)), jE€T

with W; 1 = Us 1, Wi, g41 = U, J—1, Vs,—1 = V3,1 and Vs j41 = U5, j—1.

1
2
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Proof. Because of Proposition 3.10, we know that ||9']|. < R = 0°. Hence, we

know that 7! < 3°

1 .3 PR TS SR | . 2
To compare u2 and u2, we start with u; = u; < uj. Now, if we have “‘2+1 <
3 3
5 5 1
uJrl for some i € Z — {I}, then we have U2 = G, (0}, 1,0;,) < Gu(U? 1, 0},).
1

Then7 using the first part of Lemma 3.8, we get Gy, (U7 1,0}1) < Gu(U2, 1,05, ) =

‘“w\

a.

. A3
.e. u2 <u

t\J\»—A

<a 3,

f— 7

By induction, Vi € Z, 4

w N\w

In particular we have ug <42 and hence by definition 93 < 7.
Now, if we have 12 < 0} for some i € Z — {I}, we use the same argument as
above to get:

N\w

= Gu(6.8)) < Gu(03) < G (01,3
Hence, by induction, we get Vi € Z,0? < 0}, i.e. 02 <
Reiterating the process, we see that Vn € N,ant3 < u"+2 and 97T < o
Because of the bounds obtained in Proposition 3.10, we then know that

)= Uzl+1

H“M\H

ante, U”) converges towards a couple (@, v) and this couple satisfies the equation
n
of Proposition 3.11 straightforwardly. O

3.2.2. Convergence of the scheme. In contrast with the first scheme we considered,
we are now going to deal with convergence in L norm and we equip M with the
norm || - [|eo-

The convergence results we provide are based on the following recursive stability
bounds for the scheme:

Theorem 3.12. Let us introduce M = 3R.
Let us suppose that (At, Ax) verifies the following condition:

At At 2M
2 EEZN
AM)—= + SK(M)e-*> <1 *%
(02 +4M) oy + TR <1 (o
Then, there exists a constant C, independent of the grid, such that ¥Yn € N:
il - ol
[a" % — @2 |l < CIF™ = 8" [loo + Cll7" % ||
. - ~ il -
[ = 5" o < ClE"7 = @2 oo + " oo

where 4, jQ = u"+%(ti,xj) and v"'H = v"TY(t;,z;) are the values on the grid of
the functions'' defined in section 1 and where f)"Jr% and 7"t! are the consistency

. . ) . 1
errors associated to the equations that characterize respectively u™t2 and v™t1.

Proof. Let us first notice that the bound we obtained in Proposition 3.10 for unte
(resp. ¥™) also applies to ante (resp. ©™) because of a straightforward application
of the comparison principle to u™* (resp. v™).

Let us consider ¢+ € Z — {I}. By definition of the scheme and the consistency
errors, we have:

’\"""% _ A"+2 o ~"+% _ "+2 o ~n+3
Uy =Gy(u U1 7,+1) U, = Gy(u U1 s z+1)_At771'

?

Hence:

HWe implicitly suppose here that the functions are defined pointwise and for instance that
1
vn € N,u" 2 4" € C([0,T] x [0, 1])
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~nt+i  .nti ~n+3 +3 - +3
2% = @72 oo < NGu(@1* 0f1) = Gul@iyy® 0y lloo + AT lloo
~n+ ~n+
< NGu(@E07) — Gul@ i )
~n+ n+3 ~
+HG ( ?+127A;n+1) G ( :L+1 ’ :L_H)HOO—FAtH n+2||<x>
n+3 ~n+3 ~n+2

Now, uz_:rf < a0+ HuH_l — ;1" |0 £ M and we can apply Lemma 3.8
because the condition (xx) is satisfied:

~nti _nt+i ~n+3 ~n+
Gu(u z+127 :11) < Gu(t 1-1-12 “‘”“H-l2 — Ui ?loos @ 1+1)

An+2 ~n+2
< Gl z+1 V1) + Uir® — Uy [loo
nt+d  ontdl ol _ Sty
ui+1?j+”ui+12 — 0% oo =00y W12 =0,
+sup |f | @, e o2 —f|zje o2 At
J

Using the bounds we obtained, and the Lipschitz property of both the function
f and the function y — e¥ on compact sets, there exists a constant a such that:

AN+ 5~ ~n+ ~n+ ~n+
Gu(u :L+127 7+1) < Gu(t ?+12,A?+1)+(1+aAt)\|u?+12 - ZL+12||00

11 1
Reversing the roles played by u; +12 and 11?:12, we eventually obtain:

o+ + o+ +
Gl ZL+12aN£H) Gu(t ?+12aNzn+1 Moo < (1+04At)||U7+12 - ZL+12||0<>
Now,
~ + ~ ~n+ ~
HG ( :L-t,-l ) zn+1) G ( ZL+127 Zl+1)||oo
'n+ ﬂn+% _sn
1+1 Ui, i+1,7 Vi1,
=sup|f | z;,e Lt —f|=je T || At
J

Using the same argument as above, there exists a constant S such that:

nt1 o+l .
[Gu(t :L+1 Ui1) — Gu(a ZL+1 i) loo < BALV" — 0" oo

Combining the inequalities, we have:

arts _ghts ~ntd ontd . _
Hu? : _u? 2o < (1 4+ aAt)||u ::_12 — :l_HQ oo + BAL[D" — 7"|| 0o + At]|7 n+2||oo

By immediate induction, we see that there exists a constant A such that:

1 1
vieL " = e < A7 = 7 oo + AT = oo + AT
1
Since G?Jrz = u;H_? we have:
[+ — a4 oo < AT = 5" oo + AT oo

Turning to the second inequality, we proceed in the same way and we obtain a
constant B such that:

VieZ, ||An+1 ~n+1||OO < B||An+1 61+1||oo + B Snti o an-&-%Hoo +B||77n+1||oo
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1 1
But, by definition ||75 T — 951 = ||ﬂ6hL2 - ﬂg+2 loo and hence:
[ = 5" oo < 2B 8 = @ oo + B o

O

As for the preceding scheme, these recursive bounds allow to write a convergence
result for fixed n:

Theorem 3.13. Let us suppose that ur, mo > 0 and f are so that ¥n € N,u"*3,
o™ € CH2([0,T] x [0,1]).
Then Vn € N:
1 1
lim utE — @R | =0
At,Az—0 H ||DO
(At,Az) satisfying (**)
lim oMt — "o =0
At,Az—0 || ||OO
(At,Az) satisfying (*x*)

Proof. By immediate application of the inequalities of Theorem 3.12, we get Vn € N:

n
Han-i—% _ ﬁn-i-% ”OO < 202k+1||ﬁn+%_k‘|oo + C2k+2||77n_k||oo

k=0
and
n
574 = 57 g < 30O K g + O R
k=0
Hence, because our assumptions imply that the consistency errors tend to 0 as
At and Az tend to 0, we have the result. O

Then, a weak form of convergence for the entire scheme can be obtained:

Theorem 3.14. Let us suppose that ur, mg > 0 and f are so thatVn € N, u""’%,v" €
C12([0,T] x [0,1]) and u,v € CH2([0,T] x [0,1])

Then:
lim lim sup ||ﬁ"+% —all=0
n—00 At,Az—0
(At,Ax) satisfying (+%)
lim lim sup ||§nJrl =9 =0
n—00 At,Az—0

(At,Az) satisfying (+x)

Proof. We have seen that (u"2),, converges uniformly towards u by Theorem 2.2.
Consequently:

Ve > 0,3ng,Vn > no, VAL, Az > 0, |72 — iil|e < &

Hence, Vn > ng, we know from Theorem 3.13 that:

lim sup @tz — | < lim sup [ants — @t 4 lamts —al <e
At,Az—0 At,Az—0
(At,Ax) satisfying (+) (At,Az) satisfying (xx)

Thus, we get that:

) . USRI B
lim lim sup ||u"+2 —al[=0
n— o0 At,Az—0

(At,Ax) satisfying (xx)

The result is obtained similarly for v. O
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4. Numerical examples and analysis. Let us consider, as an example, the fol-
lowing problem on € = (0,1). Agents prefer to live far from the others and we
consider the following'? running payoff function f:

f(z,&) = —min(1.4, max(£,0.7))

At the end of the period, when t = T' = 1, we suppose that agents have the
terminal payoff ur(z) = 22(1 — 2)2.

We suppose that volatility is ¢ = 0.8.

We assume that the population distribution at time ¢ = 0 is mp(z) = 1 —
0.2 cos(mz).

We consider the first numerical scheme'® to approximate (¢, ) with At = 1/250
and Az = 1/50. For the second numerical scheme to approximate (u,v), we used
the scheme!® with At = 1/2000 and Az = 1/50. In both cases, we stopped the
iterations in n when the difference between two approximations of the distribution
m was below 1075, i.e.:

<107°

ants — pntl s — o
exp| ———— | —exp | ———
o? o2
o0

The algorithm stopped after respectively 34 iterations and 35 iterations for the
first and the second scheme.

To illustrate the monotonicity of the first scheme, we plot on Figure 1 and Figure
2 the values of p"+3 (0,-) and ¢ *+1(T,-) as n increases. We see, as announced, that
(QAS”JF%)H is decreasing and (@”)n is increasing.

(En—i-%,(z}\n—&-l . an—%,l/p\n

<1076
oo

. oy 1 .
FIGURE 1. Evolution of ¢"*2(0,-) as n increases.

12The bounds on ¢ guarantee that f is bounded. In practice, these bounds are not binding
when n is large.
13Using a Newton method to solve the implicit equations.

1430 was chosen empirically so that the monotonicity property is true.
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o°0 40— ——— 00000000000 ]

0.85 7

0.80

0.75 7

070 | v 1
0.0 01 02 03 04 05 06 07 08 0.9 1.0

FIGURE 2. Evolution of QZ”H(T, -) as n increases.

The associated evolution of Mm"+1(T,-) = ¢"+3 (T, )" +1(T,-) as n increases
(Figure 3) shows the specificity of the approach since we approximate a probability
distribution function and only conserve total mass when n — oo.

0.85 1

0.80

0.75 7

0.70 T T T T T T T T T T T T T T T T T T T
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

FIGURE 3. Evolution of m"*1(T,-) = ¢"+3 (T, )" *+1(T,-) as n increases.
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Coming to the second scheme, we plot on Figure 4 and Figure 5 the values of
@"t2(0,-) and 2"t1(T,-) as n increases. We see, as announced, that (@"*2),, and
(v™),, are both decreasing.

1
a"t (1) - ti(T,)
2

The associated evolution of m" (T -) = exp -

) as n increases

(Figure 6) shows the same behavior as for the first scheme.

-0.65

-0.70 7

. 1 .
FIGURE 4. Evolution of ©""2(0,-) as n increases.

0.20

0.18 7

0.16 7

FIGURE 5. Evolution of 3"1(T,-) as n increases.
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070 | v
0.0 01 0.2 03 04 05 06 07 08 0.9 1.0

(el

snt o N sndl g
FIGURE 6. Evolution of m"*1(T,.) = exp <“ 2 (L) o7 (T, )> as
n increases.
Now, we illustrate the approximations we obtain after 34 iterations for ¢ and

(Figures 7 and 8) and the corresponding approximations for m and u (Figures 9
and 10) .

FIGURE 7. ¢"*3 for n = 34.
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FIGURE 8. ¢! for n = 34.

~ ~ o1
FIGURE 9. m"T! = ¢" T3¢ t! for n = 34.

We see in particular that the population evolves in accordance with the intuition.
Because people do not want to live together, agents on the right side move to the
left and the distribution spreads. Then, because the final payoff is high near the
center, the agents go toward the center when ¢ is close to T'.

Similarly, we illustrate the approximations we obtain after 35 iterations of the
second scheme for v and v (Figures 11 and 12) and the corresponding approxima-
tions for m (Figure 13).

The difference between the approximations for m obtained with the two schemes
(although they were not based on the same grid) is small and bounded by 1.2 1073.
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FIGURE 10. @72 = o2 log(¢"*+2) for n = 34.

AN
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TR,
““““““

FIGURE 11. 4"3 for n = 35 .

In fact, if we analyze the behavior of the two schemes with respect to their con-
vergence speed or as far as the evolution of computation time with At and Ax
is concerned, we see that the respective performances are similar. However, the
important point we want to focus on is not the comparison between the specific
schemes we chose to illustrate the approximation of the couples (¢,v) and (u,v).
One can indeed propose another scheme to approximate (¢,1) or a better scheme
to approximate (u, v) — for example an implicit scheme with a better CFL condition
based on bounds for the discrete gradients (see for instance the general method de-
veloped in [4] for Hamilton-Jacobi equations) — and we prefer to focus on the general



334 OLIVIER GUEANT
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FIGURE 12. 91! for n = 35 .

1
an+§ _%\n«#l

FIGURE 13. m"T! = exp for n =35 .

o2

differences between the approaches to approximate (¢,) and those to approximate
(u,v).

If we look at the definition of ¢ and v, we can assert that their value depend
strongly on the value of the volatility parameter o. Although u depends on o,
the influence of o on ¢ = e? is indeed very important. Similarly, although m
also depends on o, the influence of o on ¥ = me~ o7 is often dominated by the
term % when o — 0. As a consequence, ¢ and 1 take very large or very small
values (depending on the sign of u) when o is small and the distribution m = ¢
will be computed multiplying two factors of different magnitudes. In addition to
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that, the partial differential equations (S;) exhibit terms in 02 and terms in % A
natural consequence is that a scheme based on an approximation of (¢,%) is not
relevant when o is small (see also [7]). The situation is different when one considers
a scheme to approximate (u,v). Since u — v = o log(m), small values of o do not
appear to be as much a problem as they were when the couple (¢, ¥) was considered.
Hence, schemes that approximate (u,v) are certainly better suited when it comes
to considering vanishing viscosity.

5. Conclusion. In this paper we consider a change of variables already used in
[7, 8, 11, 16] in order to introduce a new change of variables which transforms the
mean field games equations into a system of Hamilton-Jacobi-Bellman equations
when the hamiltonian is quadratic and mg > 0. A new constructive scheme is
presented for the associated system of equations and we show that we can build
decreasing sequences (u”“‘%)n and (v™),, which converge respectively towards u and
u — o2 log(m). As for the initial change of variables (¢, 1)) = (e=2,me” =2 ) whose
properties are recalled in this paper (see also [7]), we can build numerical schemes
that have the same monotonic behavior as the constructive scheme. Such a scheme
is proposed in this paper and we prove its conditional convergence. One of the
main advantages of this new approach is that the values taken by the new variable
v =u — 02log(m) do not naturally blow up when o — 0.

Another potential application of this new change of variables is based on the
interpretation of the system (Sz) as the system of equations of two coupled stochastic
control problems, especially when f(z,&) = f(z) — log(§).

Thanks. The author wishes to acknowledge the helpful conversations with Yves
Achdou (Université Paris-Diderot), Pierre Cardaliaguet (Université Paris-Dauphine),
Diogo Gomes (IST Lisboa), Jean-Michel Lasry (Université Paris-Dauphine) and
Pierre-Louis Lions (College de France).
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