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Abstract. The dynamical stability of planar networks of non-uniform Tim-
oshenko beams system is considered. Suppose that the displacement and ro-
tational angle is continuous at the common vertex of this network and the
bending moment and shear force satisfies Kirchhoff’s laws, respectively. Time-
delay terms exist in control inputs at exterior vertices. The feedback control
laws are designed to stabilize this kind of networks system. Then it is proved
that the corresponding closed loop system is well-posed. Under certain condi-
tions, the asymptotic stability of this system is shown. By a complete spectral
analysis, the spectrum-determined-growth condition is proved to be satisfied
for this system. Finally, the exponential stability of this system is discussed
for a special case and some simulations are given to support these results.

1. Introduction. The dynamical behavior of flexible networks and their control
problems (see [9], [10], [11] and [23]), are studied widely in engineering and applied
mathematics. For such systems, due to high-precision requirements, we always
need to take the time-delay effects into account, since time-delay is a universal
phenomenon existing in almost every engineering practices (see [31], [38] and [39]).
Normally, the presence of delays makes systems less stable (see [12], [13] and [33]).
Especially for hyperbolic systems, a small delay always can make the energy of the
controlled systems increase exponentially, which makes the control problem of them
become very tough.

In engineering, time delays in control systems are roughly divided into three
types: the internal delays, input delays and output delays. What we shall consider in
this paper is a kind of planar networks of hyperbolic system with control input delays
at the exterior vertices of networks. We shall discuss the stability of tree-shaped
networks of non-uniform Timoshenko beams system, since non-uniform Timoshenko
beam is the most realistic one of the 1-D distributed parameter models.

At present, there are many results about the dynamical behavior of flexible
structure networks, for instance, Ammari et al. in [3], [4] and [5] discussed the
stabilization problem of tree-shaped and star-shaped of elastic strings respectively,
and asserted that the networks are asymptotically stable under certain conditions.
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Similar method was used to consider the energy decay of elastic Euler-Bernoulli
beams with star-shaped and tree-shaped network configuration (see [2]). Mercier in
[28] gave a spectral analysis of a serially connected Euler-Bernoulli beams problems
and proved the existence of the spectral gap for such systems. Mercier et al. in
[29] studied the spectrum of a network of Euler-Bernoulli beams connected by n
vibrating point masses and discussed the controllability of this kind of network in
[30]. Wang et al. in [44] obtained the Riesz basis and exponential stability of the
flexible structure of a symmetric tree-shaped beam network, based on the asymp-
totic spectral distribution of the system. Han et al. in [17] studied the spectral
distribution of a star-shaped networks of strings and obtained the asymptotic sta-
bility of the system. In [18], they discussed the dynamical behavior of tree-shaped
networks of non-uniform strings with non-collocated feedbacks by Riesz basis ap-
proach. Zuazua et al. in [42] discussed the dynamical behavior of the wave equation
on 1-d networks and gave a general method to study the stabilization problem of
such systems. Moreover, by asymptotic spectral analysis, Xu et al. in [45] and [48]
considered the stability of multi-connected wave systems. They in [19], [20], [21]
and [46] studied the Riesz basis property of networks of Timoshenko beams and
obtained that these systems satisfy spectrum-determined-growth condition, that is
the growth order of the system is determined via its the spectral bound.

There also have been a few nice results on control problem of flexible systems with
time delays. For example, Liang et al. in [24] and [25] introduced the Smith predictor
and its variant to the boundary control of wave equation and Euler-Bernoulli beam
equation with a delayed boundary measurement, and demonstrated the effectiveness
of the proposed method by simulation. Morgul in [32] designed a class of dynamical
controllers to robustly stabilize the wave equations against small time delays in
the feedback loop. Guo et al. in [16] designed the observers and predictors to
solve the stabilization problem of one-dimensional Schrödinger equation system.
Han et al. in [22] discussed the exponential stability of Timoshenko beam with
delay terms in boundary feedbacks. Xu et al. in [47] and [50] considered the Riesz
basis properties, exact controllability and stability of string systems with time-delay
boundary feedback controls. Nicaise et al. in [34] studied the stabilization of the
wave equation with boundary or internal distributed delay and in [35] they applied
the similar feedback controller to 1-D networks of wave systems and obtained the
stability of the closed loop system under certain conditions.

However, there is few result about the dynamical behavior of networks of non-
uniform hyperbolic system with time-delay feedbacks. We observe that for such net-
works, the operator determined by the closed loop systems are always non-normal
and very complex. It is difficult to obtain some properties of the systems, such
as distribution of spectrum, spectrum-determined-growth condition. Furthermore,
time-delay problems for hyperbolic systems are always very tough due to its spec-
tral property, even for single beam or string. Hence, such problems become very
difficult to discuss. The aim of this paper is to study the dynamical behavior of a
kind of planar networks of hyperbolic system—tree-shaped networks of non-uniform
Timoshenko beams system with time-delay terms in the boundary control inputs
(see Figure 1).

At the beginning, let us describe these tree-shaped networks of non-uniform
Timoshenko beams on a planar graph. Let G = (V,E) be a planar graph of tree
shape with vertices V = {a0, a1, a2, a3, · · · , an} and edges E = {γ1, γ2, · · · , γn},
where a0 is its common vertex. Suppose that an elastic structure is defined on the
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Figure 1. planar network

graph G, whose equilibrium position coincides with G. The function w(s, t) and
ϕ(s, t) denotes the displacement and rotational angle depart from its equilibrium
position in position s ∈ G at time t, respectively. The notation ws(s, t), ϕs(s, t) and
wt(s, t), ϕt(s, t) denotes the partial differential with respect to s and t, respectively.
We parameterize the edge γj with start point a0, end point aj and arc length `j ,
such that,

wj(x, t) = w(s, t)|γj , x ∈ (0, `j), s ∈ γj .

ϕj(x, t) = ϕ(s, t)|γj , x ∈ (0, `j), s ∈ γj .

For simplicity, we suppose that the length of each beam in the network is 1. Thus,
the motion of the elastic structure on each γj is governed as follows

{
ρj(x)

∂2wj (x,t)

∂t2
− ∂

∂x
[kj(x)(

∂wj(x,t)
∂x

− ϕj(x, t))] = 0, t > 0, x ∈ (0, 1),

Iρj (x)
∂2ϕj (x,t)

∂t2
− ∂

∂x
[EIj(x)

∂ϕj(x,t)
∂x

]− kj(x)(
∂wj(x,t)

∂x
− ϕj(x, t)) = 0, t > 0, x ∈ (0, 1),

(1)
where j = 1, 2, · · · , n, and ρj(x), Iρj (x), EIj(x), kj(x) represents the density (i.e. the
mass per unit length), moment of mass inertia, rigidity coefficient, shear modulus
of elastic beam, respectively. More precise physical meaning of these quantities can
be found in Timoshenko’s book [41]. In this paper, we always assume

ρj(x), Iρj (x), EI(x), kj(x) ∈ C1[0, 1] and ρj(x), Iρj (x), EIj(x), kj(x) > 0.

At the common vertex a0, the beams satisfy the continuity conditions of displace-
ments and angles, i.e.,

{
w(a0, t) = wj(0, t), j = 1, 2, · · · , n, t > 0,
ϕ(a0, t) = ϕj(0, t), j = 1, 2, · · · , n, t > 0.

(2)
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Besides this, wj(x, t), ϕj(x, t), j = 1, 2, · · · , n at the common vertex a0 satisfy the
Kirchhoff’s law, i.e.,

n∑

j=1

kj(0)(
∂wj

∂x
− ϕj)(0, t) = 0,

n∑

j=1

EIj(0)
∂ϕj

∂x
(0, t) = 0. (3)

In order to stabilize this kind of network, the controllers are designed at exte-
rior vertices of the network to control the shear forces and bending moments of
these beams, that is, at aj , j = 1, 2, · · · , n, wj(x, t), ϕj(x, t) satisfy the following
conditions:

{
kj(1)(

∂wj

∂x
− ϕj)(1, t) + wj(1, t) = uj , j = 1, 2, · · · , n,

EIj(1)
∂ϕj

∂x
(1, t) + ϕj(1, t) = vj , j = 1, 2, · · · , n,

(4)

where uj, vj are control inputs, respectively. In fact, if these control inputs in (4)
have damping or memory, which deduces time delays, then the actual effect of the
control inputs are

∫ 0

−τj

uj(t+ s)d%j(s),

∫ 0

−τj

vj(t+ s)d%j(s), j = 1, 2, · · · , n,

that is, wj(x, t), ϕj(x, t), j = 1, 2, · · · , n satisfy
{
kj(1)(

∂wj

∂x
− ϕj)(1, t) + wj(1, t) =

∫ 0

−τj
uj(t+ s)d%j(s), j = 1, 2, · · · , n,

EIj(1)
∂ϕj

∂x
(1, t) + ϕj(1, t) =

∫ 0

−τj
vj(t+ s)d%j(s), j = 1, 2, · · · , n,

where τj is the maximal memory time and %j(s) is a bounded variation function.
In particular, if we choose %j = µjsign(s) + (1 − µj)sign(s + τ), where µj ∈ [0, 1]
are constants, then d%j(s) are of point impulses at s = 0,−τj. Hence,

{ ∫ 0

−τj
uj(t+ s)d%j(s) = µjuj(t) + (1− µj)uj(t− τj),∫ 0

−τj
vj(t+ s)d%j(s) = µjvj(t) + (1 − µj)vj(t− τj).

Thus, conditions (4) become the following conditions:
{

kj(1)(
∂wj

∂x
− ϕj)(1, t) + wj(1, t) = µjuj(t) + (1 − µj)uj(t− τj), j = 1, 2, · · · , n,

EIj(1)
∂ϕj

∂x
(1, t) + ϕj(1, t) = µjvj(t) + (1− µj)vj(t− τj), j = 1, 2, · · · , n.

(5)

Observing the velocities ∂wj

∂t
(1, t), ∂ϕj

∂t
(1, t), j = 1, 2, · · · , n, we adopt the following

collocated velocity feedback control laws:
{
uj(t) = −αj

∂wj

∂t
(1, t), αj > 0, j = 1, 2, · · · , n,

vj(t) = −βj ∂ϕj

∂t
(1, t), βj > 0, j = 1, 2, · · · , n,

(6)

where αj , βj are feedback gains, ∂wj

∂t
(1, t − τj) := f0

j (t − τj),
∂ϕj

∂t
(1, t − τj) :=

f1
j (t− τj), t ∈ (0, τj), f

0
j , f

1
j are given functions. Thus, we have

{
kj(1)(

∂wj

∂x
− ϕj)(1, t) +wj(1, t) = −αj [µj

∂wj

∂t
(1, t) + (1− µj)

∂wj

∂t
(1, t− τj)], t > 0,

EIj(1)
∂ϕj

∂x
(1, t) + ϕj(1, t) = −βj [µj

∂ϕj

∂t
(1, t) + (1− µj)

∂ϕj

∂t
(1, t− τj)], t > 0,

(7)
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In addition, we assume that the initial condition of system is given by
{
w(s, 0) = w̄0(s), wt(s, 0) = w̄1(s), s ∈ G,
ϕ(s, 0) = ϕ̄0(s), ϕt(s, 0) = ϕ̄1(s), s ∈ G.

(8)

Thus, under the feedback control laws (6), system (1)–(5) together with (7)-(8)
becomes a closed loop system described by





ρj(x)w
j
tt(x, t) − [kj(x)(w

j
x(x, t)− ϕj(x, t))]x = 0, t > 0, x ∈ (0, 1),

Iρj (x)ϕ
j
tt(x, t)− [EIj(x)ϕ

j
x(x, t)]x

−kj(x)(wj
x(x, t)− ϕj(x, t)) = 0, t > 0, x ∈ (0, 1),

w(a0, t) = wj(0, t), ϕ(a0, t) = ϕj(0, t), t > 0,

kj(1)(w
j
x − ϕj)(1, t) + wj(1, t) = −αj [µjw

j
t (1, t)

+(1− µj)w
j
t (1, t− τj)], t > 0,

EIj(1)ϕ
j
x(1, t) + ϕj(1, t) = −βj [µjϕ

j
t (1, t)

+(1− µj)ϕ
j
t (1, t− τj)], t > 0,

n∑
j=1

kj(0)(w
j
x − ϕj)(0, t) = 0,

n∑
j=1

EIj(0)ϕ
j
x(0, t) = 0, t > 0,

wj
t (1, t− τj) = f0

j (t− τj), ϕj
t (1, t− τj) = f1

j (t− τj), t ∈ (0, τj),
w(s, 0) = w̄0(s), wt(s, 0) = w̄1(s), s ∈ G,
ϕ(s, 0) = ϕ̄0(s), ϕt(s, 0) = ϕ̄1(s), s ∈ G,
j = 1, 2, · · · , n.

(9)

Here and hereafter we shall use abbreviations wt =
∂w
∂t

and wx = ∂w
∂x

.
Note that when µj = 1, j = 1, 2, · · · , n, this closed loop system becomes a

proportional velocity feedback controlled system, which can achieve exponential
stability under certain conditions (see [44], [48] for tree-shaped network of Euler-
Bernoulli beams and strings). In this paper, we shall prove that when µj 6= 1, in
which case the system has time-delay terms, this system also can be exponentially
stable under certain conditions.

The structure of the paper is as follows. In Section 2, we formulate our problem
(9) in a Hilbert state space setting and then obtain the well-posedness of this sys-
tem. We show that the closed loop system is asymptotically stable under certain
conditions. In Section 3, we give a complete asymptotic analysis for the spectrum
of the system operator and prove that the operator has compact resolvent whose
spectrum is located in a strip parallel to the imaginary axis. In Section 4, we prove
the completeness and Riesz basis property of the eigenvectors and generalized eigen-
vectors of the system operator. Hence the spectrum-determined-growth condition
holds. In Section 5, for a special simple case, we discuss the exponential stability
of this kind of planar networks of Timoshenko beams system and finally give some
simulations to support these results.

2. Well-posedness. In this section we shall study the well-posedness and asymp-
totic stability of the closed loop system (9). For this aim, we shall formulate this
system in a Hilbert state space setting. Firstly, let us introduce auxiliary functions

pj(x, t) =
∂wj

∂t
(1, t− τjx), x ∈ [0, 1], j = 1, 2, · · · , n,

qj(x, t) =
∂ϕj

∂t
(1, t− τjx), x ∈ [0, 1], j = 1, 2, · · · , n,
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which implies

∂pj

∂s
(s, t) = −τj

∂pj

∂t
(s, t),

∂qj

∂s
(s, t) = −τj

∂qj

∂t
(s, t),

and
pj(x, 0) = f0

j (−xτj), qj(x, 0) = f1
j (−xτj), x ∈ (0, 1),

where f0
j and f1

j are given in (9). Thus, system (9) becomes




ρj(x)w
j
tt(x, t) − [kj(x)(w

j
x(x, t) − ϕj(x, t))]x = 0, t > 0, x ∈ (0, 1),

Iρj (x)ϕ
j
tt(x, t) − [EIj(x)ϕ

j
x(x, t)]x

−kj(x)(wj
x(x, t)− ϕj(x, t)) = 0, t > 0, x ∈ (0, 1),

pjx(x, t) = −τjpjt(x, t), qjx(x, t) = −τjqjt (x, t), t > 0, x ∈ (0, 1),
w(a0, t) = wj(0, t), ϕ(a0, t) = ϕj(0, t), t > 0,

pj(0, t) = wj
t (1, t), q

j(0, t) = ϕj
t (1, t), t > 0,

kj(1)(w
j
x − ϕj)(1, t) = −wj(1, t)− αj [µjp

j(0, t)
+(1− µj)p

j(1, t)], t > 0,
EIj(1)ϕ

j
x(1, t) = −ϕj(1, t)− βj [µjq

j(0, t) + (1− µj)q
j(1, t)], t > 0,

n∑
j=1

kj(0)(w
j
x − ϕj)(0, t) = 0,

n∑
j=1

EIj(0)ϕ
j
x(0, t) = 0, t > 0,

pj(x, 0) = f0
j (−xτj), qj(x, 0) = f1

j (−xτj), x ∈ (0, 1),
w(s, 0) = w̄0(s), wt(s, 0) = w̄1(s), s ∈ G,
ϕ(s, 0) = ϕ̄0(s), ϕt(s, 0) = ϕ̄1(s), s ∈ G,
j = 1, 2, · · · , n.

(10)

Set 



W (x, t) := (w1(x, t), w2(x, t), · · · , wn(x, t))T ,
Φ(x, t) := (ϕ1(x, t), ϕ2(x, t), · · · , ϕn(x, t))T ,
P (x, t) := (p1(x, t), p2(x, t), · · · , pn(x, t))T ,
Q(x, t) := (q1(x, t), q2(x, t), · · · , qn(x, t))T ,
F 0(x) := (f0

1 (−xτj), f0
2 (−xτj), · · · , f0

n(−xτj))T ,
F 1(x) := (f1

1 (−xτj), f1
2 (−xτj), · · · , f1

n(−xτj))T .
We define n× n matrices to be

ρ := diag(ρ1(x), ρ2(x), · · · , ρn(x)), k := diag(k1(x), k2(x), · · · , kn(x)),
Iρ := diag (Iρ1 (x), Iρ2 (x), · · · , Iρn(x)) , EI := diag(EI1, EI2, · · · , EIn),

τ := diag(τ1, τ2, · · · , τn), µ := diag(µ1, µ2, · · · , µn),

β := diag(β1, β2, · · · , βn), α := diag(α1, α2, · · · , αn).

Then equation (10) can be rewritten as the following equation in Cn:



ρ(x)Wtt(x, t) − [k(x)(Wx(x, t)− Φ(x, t))]x = 0, t > 0, x ∈ (0, 1),
Iρ(x)Φtt(x, t)− [EI(x)Φx(x, t)]x

−k(x)(Wx(x, t)− Φ(x, t)) = 0, t > 0, x ∈ (0, 1),
Px(x, t) = −τPt(x, t), Qx(x, t) = −τQt(x, t), t > 0, x ∈ (0, 1),
C(n−1)×nW (0, t) = 0, C(n−1)×nΦ(0, t) = 0, t > 0,
P (0, t) =Wt(1, t), Q(0, t) = Φt(1, t), t > 0,
k(1)(Wx − Φ)(1, t) = −W (1, t)− α[µP (0, t) + (1− µ)P (1, t)], t > 0,
EI(1)Φx(1, t) = −Φ(1, t)− β[µQ(0, t) + (1− µ)Q(1, t)], t > 0,
I1×nk(0)(Wx − Φ)(0, t) = 0, I1×nEI(0)Φx(0, t) = 0, t > 0,
P (x, 0) = F 0(x), Q(x, 0) = F 1(x), x ∈ [0, 1],
W (s, 0) = W̄0(s), Wt(s, 0) = W̄1(s), s ∈ G,
Φ(s, 0) = Φ̄0(s), Φt(s, 0) = Φ̄1(s), s ∈ G,

(11)
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where

C(n−1)×n=




−1 1 0 · · · 0 0
0 −1 1 0 · · · 0
... · · · . . .

. . . · · · · · ·
0 · · · · · · −1 1 0
0 · · · · · · 0 −1 1



(n−1)×n

(12)

and

I1×n = (1, 1, · · · , 1)1×n. (13)

Now, let us formulate system (11) in an appropriate Hilbert state space setting.
Let Hk(0, 1)(k = 1, 2) be the usual Sobolev space and L2(0, 1) be the usual Hilbert
space.

Set

V k
E := {u = (uj)nj=1 ∈ Πn

j=1H
k(0, 1)

∣∣ ui(0) = uj(0) = u(a0), ∀i, j = 1, 2, 3, · · · , n}.
Let the state space be H = V 1

E×Πn
i=1L

2(0, 1)×V 1
E×Πn

i=1L
2(0, 1)×Πn

i=1L
2(0, 1)×

Πn
i=1L

2(0, 1) equipped with an inner product, for

(Wi, Zi,Φi,Ψi, Pi, Qi)
T =

(
(wj

i )
n
j=1, (z

j
i )

n
j=1, (ϕ

j
i )

n
j=1, (ψ

j
i )

n
j=1, (p

j
i )

n
j=1, (q

j
i )

n
j=1

)T
∈ H,

i = 1, 2, via

((W1, Z1,Φ1,Ψ1, P1, Q1)
T
, (W2, Z2,Φ2,Ψ2, P2, Q2)

T )H

=

n∑

j=1

∫ 1

0

kj(x)(w
j
1,x(x)− ϕ

j
1(x))(w

j
2,x(x)− ϕ

j
2(x))dx+

n∑

j=1

∫ 1

0

ρj(x)z
j
1(x)z

j
2(x)dx

+

n∑

j=1

∫ 1

0

EIj(x)ϕ
j
1,x(x)ϕ

j
2,x(x)dx+

n∑

j=1

∫ 1

0

Iρj (x)ψ
j
1(x)ψ

j
2(x)dx

+

n∑

j=1

∫ 1

0

p
j
1(x)p

j
2(x)dx+

n∑

j=1

∫ 1

0

q
j
1(x)q

j
2(x)dx+

n∑

j=1

w
j(1)wj(1) +

n∑

j=1

ϕ
j(1)ϕj(1).

We define an operator A in H by

A




W
Z
Φ
Ψ
P
Q



=




Z
ρ−1(x) [k(x)(Wx(x)− Φ(x))]x

Ψ
I−1
ρ (x) ([EI(x)Φx(x)]x + k(x)(Wx(x)− Φ(x)))

−τ−1Px

−τ−1Qx



, (14)

with domain

D(A) =





(W,Z,Φ,Ψ, P,Q) ∈ H

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

W ∈ V 2
E, Z ∈ V 1

E , Φ ∈ V 2
E , Ψ ∈ V 1

E,

Z(1) = P (0), Ψ(1) = Q(0),
I1×nk(0)(Wx − Φ)(0) = 0,
I1×nEI(0)Φx(0) = 0,
k(1)(Wx − Φ)(1) = −W (1)− α[µP (0)

+(1− µ)P (1)],
EI(1)Φx(1) = −Φ(1)− β[µQ(0)

+(1− µ)Q(1)],





. (15)

Then, we rewrite (9) as an evolutionary equation in H
{

dU(t)
dt

= AU(t), t > 0,
U(0) = U0,

(16)
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where U(t) = (W (·, t),Wt(·, t),Φ(·, t),Φt(·, t), P (·, t), Q(·, t))T and

U(0) = (W̄0, W̄1, Φ̄0, Φ̄1, F
0, F 1)T ∈ H

is given. We have the following result.

Lemma 2.1. Let A and H be defined as before. Then 0 ∈ ρ(A) and A−1 is compact
on H.

Proof. Clearly, D(A) is dense in H. Let us show that A−1 exists. Let (W,Z,Φ,Ψ, P,
Q)T ∈ D(A) which satisfies

A(W,Z,Φ,Ψ, P,Q)T = 0.

Then by (14)–(15), we have

Z = Ψ = P = Q = 0

and wj(x), ϕj(x), j = 1, 2, · · · , n satisfy

kj(x)[w
j
x(x) − ϕj(x)]x = 0, (17)

[EIj(x)ϕ
j
x(x)]x + kj(x)(w

j
x − ϕj)(x) = 0, (18)

n∑

j=1

kj(0)(w
j
x − ϕj)(0) = 0,

n∑

j=1

EIj(0)ϕ
j
x(0) = 0, (19)

kj(1)(w
j
x − ϕ)(1) = −wj(1), EIj(1)ϕ

j
x(1) = −ϕj(1), (20)

wj(0) = wi(0), ϕj(0) = ϕi(0), i, j = 1, 2, · · · , n. (21)

Multiply (17), (18) by wj(x) and ϕj(x) respectively. Then integrating the obtained
identities from 0 to 1 yields

0 =

∫ 1

0

[kj(x)(w
j
x − ϕj)(x)]xwj(x)dx

= kj(x)(w
j
x − ϕj)(x)wj(x)|10 −

∫ 1

0

kj(x)(w
j
x − ϕj)wj

x(x)dx

= −wj(1)wj(1)−
∫ 1

0

kj(x)(w
j
x − ϕj)(x)wj

x(x)dx (22)

and

0 =

∫ 1

0

([EIj(x)ϕ
j
x(x)]xϕj(x) + kj(x)(w

j
x − ϕ

j)(x)ϕj(x))dx

= EIj(x)ϕ
j
x(x)ϕj(x)|10 −

∫ 1

0

EIj(x)ϕ
j
x(x)ϕ

j
x(x)dx+

∫ 1

0

kj(x)(w
j
x − ϕ

j)(x)ϕj(x)dx

= −ϕj(1)ϕj(1)−
∫ 1

0

EIj(x)ϕ
j
x(x)ϕ

j
x(x)dx+

∫ 1

0

kj(x)(w
j
x − ϕ

j)(x)ϕj(x)dx. (23)

Then summing (22) and (23) leads to

−|wj(1)|2−|ϕj(1)|2−
∫ 1

0

kj(w
j
x−ϕj)(x)(wj

x − ϕj)(x)dx−
∫ 1

0

EIjϕ
j
xϕ

j
xdx = 0. (24)
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So we have
n∑

j=1

[−|wj(1)|2 − |ϕj(1)|2 −
∫ 1

0

kj(x)(w
j
x − ϕ

j)(x)(wj
x − ϕj)(x)dx

−
∫ 1

0

EIj(x)ϕ
j
x(x)ϕ

j
x(x)dx]

= −
n∑

j=1

|wj(1)|2 −
n∑

j=1

|ϕj(1)|2 −
n∑

j=1

∫ 1

0

kj(x)|(wj
x − ϕ

j)(x)|2dx

−
n∑

j=1

∫ 1

0

EIj(x)|ϕj
x(x)|2dx

= 0.

Thus, wj(x) = ϕj(x) = 0, j = 1, 2, · · · , n since kj(x), EIj(x) > 0. Therefore,
(W,Z,Φ,Ψ, P,Q) = 0, which implies that A is injective.

Next, let us prove that A is surjective. In fact, for any fixed

(F1, F2, F3, F4, F5, F6) ∈ H,

where Fi = (f̂1
i , f̂

2
i , · · · , f̂n

i )
T , we consider the solvability of

A(W,Z,Φ,Ψ, P,Q)T = (F1, F2, F3, F4, F5, F6),

that is

zj = f̂ j
1 , (25)

ρ−1
j (x)[kj(x)(w

j
x − ϕj)(x)]x = f̂ j

2 , (26)

ψj = f̂ j
3 , (27)

I−1
ρj

(x)([EIj(x)ϕ
j
x(x)]x + kj(x)(w

j
x − ϕj)(x)) = f̂ j

4 , (28)

−τ−1
j pjx = f̂ j

5 , (29)

−τ−1
j qjx = f̂ j

6 , (30)

with conditions




zj(1) = pj(0), ψj(1) = qj(0),
n∑

j=1

kj(0)(w
j
x − ϕj)(0) = 0,

n∑
j=1

EIj(0)ϕ
j
x(0) = 0,

kj(1)(w
j
x − ϕj)(1) = −wj(1)− αj [µj f̂

j
1 (0) + (1− µj)f̂

j
1 (1)],

EIj(1)ϕ
j
x(1) = −ϕj(1)− βj[µj f̂

j
3 (0) + (1− µj)f̂

j
3 (1)].

(31)

Integrating (29) and (30) from 0 to 1 respectively, we have

pj(x)− pj(0) =

∫ x

0

τj f̂
j
5 (s)ds, qj(x)− qj(0) =

∫ x

0

τj f̂
j
6 (s)ds,

which yields

pj(x) = pj(0) +

∫ x

0

τj f̂
j
5 (s)ds = f̂ j

1 (1) + τj

∫ x

0

f̂ j
5 (s)ds, (32)

qj(x) = qj(0) +

∫ x

0

τj f̂
j
6 (s)ds = f̂ j

3 (1) + τj

∫ x

0

f̂ j
6 (s)ds. (33)
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Now, let us find a solution to (26) and (28) which satisfying (31). Multiplying (26)
and (28) by the conjugates of test functions gj(x), g̃j(x) ∈ V 1

E , respectively and
then integrating them from 0 to 1, we obtain

∫ 1

0

[kj(x)(w
j
x − ϕj)(x)]xgj(x)dx =

∫ 1

0

ρj(x)f̂
j
2 (x)gj(x)dx,

∫ 1

0

([EIj(x)ϕ
j
x(x)]x + kj(x)(w

j
x(x) − ϕj(x)))g̃j(x) =

∫ 1

0

Iρj (x)f̂
j
4 (x)g̃j(x)dx.

Hence, we have

n∑

j=1

∫ 1

0

ρj(x)f̂
j
2 (x)gj(x)dx+

n∑

j=1

∫ 1

0

Iρj (x)f̂
j
4 (x)g̃j(x)dx

=
n∑

j=1

∫ 1

0

[kj(x)(w
j
x − ϕ

j)(x)]xgj(x)dx

+
n∑

j=1

∫ 1

0

([EIj(x)ϕ
j
x(x)]x + kj(x)(w

j
x(x)− ϕ

j(x)))g̃j(x)dx

=
n∑

j=1

kj(x)(w
j
x − ϕ

j)(x)gj(x)|10 −
n∑

j=1

∫ 1

0

kj(x)(w
j
x − ϕ

j)(x)gj,x(x)dx

+
n∑

j=1

EIj(x)ϕ
j
x(x)g̃j(x)|10 −

n∑

j=1

∫ 1

0

EIj(x)ϕ
j
x(x)g̃j,x(x)dx

+
n∑

j=1

∫ 1

0

kj(x)(w
j
x − ϕ

j)(x)g̃j(x)dx

= −
n∑

j=1

∫ 1

0

kj(x)(w
j
x − ϕ

j)(x)(gj,x − g̃j)(x)dx−
n∑

j=1

∫ 1

0

EIj(x)ϕ
j
x(x)g̃j,x(x)dx

+
n∑

j=1

kj(x)(w
j
x − ϕ

j)(x)gj(x)|10 +
n∑

j=1

EIj(x)ϕ
j
x(x)g̃j(x)|10

= −
n∑

j=1

∫ 1

0

kj(x)(w
j
x − ϕ

j)(x)(gj,x − g̃j)(x)dx−
n∑

j=1

∫ 1

0

EIj(x)ϕ
j
x(x)g̃j,x(x)dx

+

n∑

j=1

kj(1)(w
j
x − ϕ

j)(x)gj(1)−
[

n∑

j=1

kj(0)(w
j
x − ϕ

j)(0)

]
g1(0)

+
n∑

j=1

EIj(1)ϕ
j
x(1)g̃j(1)−

[
n∑

j=1

EIj(0)ϕ
j
x(0)

]
g̃1(0)

= −
n∑

j=1

∫ 1

0

kj(x)(w
j
x − ϕ

j)(x)(gj,x − g̃j)(x)dx−
n∑

j=1

∫ 1

0

EIj(x)ϕ
j
x(x)g̃j,x(x)dx

+
n∑

j=1

[−wj(1)− αj(µj f̂
j
1 (0) + (1− µj)f̂

j
1 (1))]gj(1)

+
n∑

j=1

[−ϕj(1)− βj(µj f̂
j
3 (0) + (1− µj)f̂

j
3 (1))]g̃j(1). (34)
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Then we define the following bilinear function B(·, ·):

B(X,Y ) =
n∑

j=1

∫ 1

0

kj(x)(w
j
x(x)− ϕ

j(x))gj,x(x)− g̃j(x)dx

+
n∑

j=1

∫ 1

0

EIj(x)ϕ
j
x(x)g̃j,x(x)dx

+
n∑

j=1

w
j(1)gj(1) +

n∑

j=1

ϕ
j(1)g̃j(1),

where

X = (W,Φ) =
(
(wj)nj=1, (ϕ

j)nj=1

)
, Y = (G, G̃) = ((gj)

n
j=1, (g̃j)

n
j=1) ∈ V 1

E × V 1
E .

Thus, B(·, ·) is a bounded bilinear function, since

|B(X,Y )|

≤ M(

n∑

j=1

∫
1

0

kj(x)|(wj
x−ϕ

j)(x)|2dx+
n∑

j=1

∫
1

0

EIj(x)|ϕj
x(x)|

2
dx+

n∑

j=1

|wj(1)|2+
n∑

j=1

|ϕj(1)|2)1/2

·(
n∑

j=1

∫ 1

0

kj(x)|(gj,x−g̃j)(x)|2dx+
n∑

j=1

∫ 1

0

EIj(x)|g̃j,x(x)|2dx+
n∑

j=1

|gj(1)|2+
n∑

j=1

|g̃j(1)|2)1/2

= M‖X‖
V 1
E

×V 1
E

· ‖Y ‖
V 1
E

×V 1
E
,

where M is a positive constant.
Moreover, B(·, ·) satisfies that

|B(X,X)| =

n∑

j=1

∫ 1

0

kj(x)(w
j
x − ϕj)(x)(wj

x − ϕj)(x)dx

+
n∑

j=1

∫ 1

0

EIj(x)ϕ
j
x(x)ϕ

j
x(x)dx +

n∑

j=1

|wj(1)|2 +
n∑

j=1

|ϕj(1)|2

= ‖X‖2V 1
E×V 1

E
.

Choosing G, G̃ ∈ (Πn
i=1C

∞
0 (0, 1))∩V 1

E ⊂ V 1
E , by Lax-Milgram’s theorem, we obtain

that there is a unique solution X = (W,Φ) =
(
(wj)nj=1, (ϕ

j)nj=1

)
∈ V 1

E × V 1
E to the

equation (34), where
(
(wj)nj=1, (ϕ

j)nj=1

)
satisfies

{
ρ−1
j (x)[k(x)(wj

x − ϕj)(x)]x = f̂ j
2 ,

I−1
ρj

(x)([EIj(x)ϕ
j
x(x)]x + kj(x)(w

j
x − ϕj)(x)) = f̂ j

4 ,
(35)

which implies that W (x),Φ(x) ∈ (Πn
i=1H

2(0, 1)) ∩ V 1
E , that is X ∈ V 2

E × V 2
E . By

selecting special test functions gj(x) and g̃j(x), together with (35), we get that
W (x),Φ(x) satisfy the following conditions

n∑

j=1

kj(0)(w
j
x − ϕj)(0) = 0,

n∑

j=1

EIj(0)ϕ
j
x(0) = 0,

kj(1)(w
j
x − ϕj)(1) = −wj(1)− αj [µj f̂

j
1 (0) + (1 − µj)f̂

j
1 (1)],

EIj(1)ϕ
j
x(1) = −ϕj(1)− βj [µj f̂

j
3 (0) + (1− µj)f̂

j
3 (1)].
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Summarizing the above calculation, we have obtained the unique vector

(W,Z,Φ,Ψ, P,Q) ∈ D(A)

such that A(W,Z,Φ,Ψ, P,Q) = (F1, F2, F3, F4, F5, F6). Therefore, A is surjective
in H. Hence 0 ∈ ρ(A) by the Inverse operator theorem. Furthermore, according
to the Sobolev embedding theorem (see [1]), we obtain that A−1 is compact on H.
The proof is complete. 2

As a direct consequence of Lemma 2.1, we have the following result.

Corollary 1. Let A and H be defined as before. Then the spectrum of A consists
of isolated eigenvalues of finite multiplicity only, i.e., σ(A) = σp(A).

Suppose that

µj ≥
1

2
, j = 1, 2, · · · , n. (36)

Under this condition, we shall show that A is dissipative in H. For this aim, we
choose positive real constants ηj , ζj , j = 1, 2, · · · , n such that

τj(1− µj)αj ≤ ηj ≤ τj(3µj − 1)αj , j = 1, 2, · · · , n,
τj(1− µj)βj ≤ ζj ≤ τj(3µj − 1)βj , j = 1, 2, · · · , n. (37)

These constants ηj , ζj , j = 1, 2, · · · , n exist owing to condition (36). Then we
introduce a new inner product in H: for

(Wi, Zi,Φi,Ψi, Pi, Qi)
T =((wj

i )
n
j=1, (z

j
i )

n
j=1, (ϕ

j
i )

n
j=1, (ψ

j
i )

n
j=1, (p

j
i )

n
j=1, (q

j
i )

n
j=1)

T ∈H, i = 1, 2,

((W1, Z1,Φ1,Ψ1, P1, Q1)
T
, (W2, Z2,Φ2,Ψ2, P2, Q2)

T )1

=
n∑

j=1

∫ 1

0

kj(x)(w
j
1,x − ϕ

j
1)(x)(w

j
2,x − ϕ

j
2)(x)dx+

n∑

j=1

∫ 1

0

ρj(x)z
j
1(x)z

j
2(x)dx

+
n∑

j=1

∫ 1

0

EIj(x)ϕ
j
1,x(x)ϕ

j
2,x(x)dx+

n∑

j=1

∫ 1

0

Iρj (x)ψ
j
1(x)ψ

j
2(x)dx

+

n∑

j=1

∫ 1

0

ηjp
j
1(x)p

j
2(x)dx+

n∑

j=1

∫ 1

0

ζjq
j
1(x)q

j
2(x)dx+

n∑

j=1

w
j(1)wj(1)

+

n∑

j=1

ϕ
j(1)ϕj(1).

It is easy to verify that (·, ·)1 is equivalent to the usual inner product (·, ·)H of H.
Then we have the following result.

Lemma 2.2. Let A and H be defined as before, condition (36) be fulfilled. Then
A is a dissipative operator in H.

Proof. For any real

Ũ = ((wj(x))nj=1, (z
j(x))nj=1, (ϕ

j(x))nj=1, (ψ
j(x))nj=1, (p

j(x))nj=1, (q
j(x))nj=1)

T ∈ D(A),

we have

(AŨ , Ũ)1 =

n∑

j=1

∫ 1

0

kj(x)(z
j
x − ψ

j)(wj
x − ϕ

j)dx+

n∑

j=1

∫ 1

0

EIj(x)ψ
j
xϕ

j
xdx

+
n∑

j=1

∫ 1

0

ρj(x)[ρ
−1
j (x)kj(x)(w

j
xx − ϕ

j
x)]z

j
dx
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+
n∑

j=1

∫ 1

0

Iρj (x)[I
−1
ρj

(x)(EIj(x)ϕ
j
x)x+I

−1
ρj

(x)kj(x)(w
j
x − ϕ

j)]ψj
dx

+

n∑

j=1

∫ 1

0

ηj [−τ−1
j p

j
x]p

j
dx+

n∑

j=1

∫ 1

0

ζj [−τ−1
j q

j
x]q

j
dx+

n∑

j=1

z
j(1)wj(1)

+

n∑

j=1

ψ
j(1)ϕj(1)

=
n∑

j=1

kj(w
j
x − ϕ

j)zj |10 +
n∑

j=1

EIjϕ
j
xψ

j |10 −
n∑

j=1

τ−1
j ηj

2
(pj)2|10

−
n∑

j=1

τ−1
j ζj

2
(qj)2|10 +

n∑

j=1

z
j(1)wj(1) +

n∑

j=1

ψ
j(1)ϕj(1).

Substituting the conditions of (10) into the above equation leads to

(AŨ , Ũ)1 = −
n∑

j=1

αjµj(p
j(0))2 −

n∑

j=1

αj(1− µj)p
j(1)pj(0)

−
n∑

j=1

βjµj(q
j(0))2 −

n∑

j=1

βj(1− µj)q
j(1)qj(0)

−
n∑

j=1

τ−1
j ηj

2
[(pj(1))2 − (pj(0))2]−

τ−1
j ζj

2
[(qj(1))2 − (qj(0))2]

= −
n∑

j=1

(αjµj− ηj

2τj
)(pj(0))2−

n∑

j=1

(βjµj− ζj

2τj
)(qj(0))2−

n∑

j=1

ηj

2τj
(pj(1))2

−
n∑

j=1

ζj

2τj
(qj(1))2−

n∑

j=1

αj(1−µj)p
j(0)pj(1)−

n∑

j=1

βj(1−µj)q
j(0)qj(1).

Using Cauchy-Schwarz’s inequality, we have

−αj(1− µj)p
j(0)pj(1) ≤ αj(1− µj)

2
[(pj(0))2 + (pj(1))2],

−βj(1− µj)q
j(0)qj(1) ≤ βj(1− µj)

2
[(qj(0))2 + (qj(1))2].

Therefore, it follows that

(AŨ , Ũ)1

≤ −
n∑

j=1

[αjµj−
ηj

2τj
−αj(1− µj)

2
](pj(0))2−

n∑

j=1

[βjµj −
ζj

2τj
− βj(1− µj)

2
](qj(0))2

−
n∑

j=1

[
ηj

2τj
− αj(1− µj)

2
](pj(1))2 −

n∑

j=1

[
ζj

2τj
− βj(1− µj)

2
](qj(1))2. (38)

From (37), we obtain that

αjµj −
ηj
2τj

− αj(1− µj)

2
≥ 0,

ηj
2τj

− αj(1− µj)

2
≥ 0,

βjµj −
ζj
2τj

− βj(1 − µj)

2
≥ 0,

ζj
2τj

− βj(1− µj)

2
≥ 0.

Hence (AŨ , Ũ)1 ≤ 0 which implies A is dissipative in H. 2

We have the following result.
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Theorem 2.3. Let A and H be defined as before, condition (36) be fulfilled. Then
A generates a C0 semigroup of contractions on H. Hence, system (16) is well-posed.

Proof. From Lemma 2.2, we obtain A is a dissipative operator in H. Furthermore,
we have proved in Lemma 2.1 that A−1 is compact, which implies that there always
exists at least one λ0 ∈ ρ(A), λ0 > 0. Hence A−λ0I is surjective for this λ0. Then
according to Lumer-Phillips theorem (see [36]), we obtain that A generates a C0

semigroup of contractions on H. 2

Now, we proceed to discuss the asymptotic stability of the system (16). For any
λ ∈ σ(A), let U = (W,Z,Φ,Ψ, P,Q) be its corresponding eigenvector. Then

(λI −A)U = 0, (39)

which leads to

Z(x) = λW (x), Ψ(x) = λΦ(x), j = 1, 2, · · · , n

and W,Φ, P,Q satisfies





ρ(x)λ2W (x)− [k(x)(W ′(x) − Φ(x))]′ = 0, x ∈ (0, 1),
Iρ(x)λ

2Φ(x)− [EI(x)Φ′(x)]′ − k(x)(W ′(x)− Φ(x)) = 0, x ∈ (0, 1),
P ′(x) = −τλP (x), Q′(x) = −τλQ(x),
C(n−1)×nW (0) = 0, C(n−1)×nΦ(0) = 0,
P (0) = λW (1), Q(0) = λΦ(1),
k(1)(W ′ − Φ)(1) = −W (1)− α[µP (0) + (1− µ)P (1)],
EI(1)Φ′(1) = −Φ(1)− β[µQ(0) + (1− µ)Q(1)],
I1×nk(0)(W

′ − Φ)(0) = 0, I1×nEI(0)Φ
′(0) = 0.

(40)

We have the following theorem.

Theorem 2.4. Let H and A be defined as before. Then when µj > 1
2 , j =

1, 2, · · · , n, the closed loop system (16) is asymptotically stable.

Proof. In order to get the asymptotic stability of the closed loop system given by
(9), it only needs to check that there is no eigenvalue on imaginary axis by Lyubich
and Phóng’s theorem (see [26]). We have gotten that 0 /∈ σ(A) and σ(A) = σp(A)
by Lemma 2.1 and Corollary 1. So we shall confirm that for any ξ ∈ R, ξ 6= 0,
λ = iξ is not the eigenvalue of A.

If λ = iξ, ξ ∈ R, ξ 6= 0 is an eigenvalue of A and

U = ((wj)nj=1, (iξw
j)nj=1, (ϕ

j)nj=1, (iξϕ
j)nj=1, (p

j)nj=1, (q
j)nj=1)

T

is its corresponding eigenvector, then we have

0 = <(AU,U)1 = <λ(U,U)1,

which together with (38) implies that

pj(0) = pj(1) = qj(0) = qj(1) = 0.
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Thus, wj(x) and ϕj(x) satisfy the following equations




ρ(x)λ2wj(x) − [kj(x)(w
j
x(x)− ϕj(x))]x = 0, x ∈ (0, 1),

Iρj (x)λ
2ϕj(x) − [EIj(x)ϕ

j
x(x)]x − kj(x)(w

j
x(x)− ϕj(x)) = 0, x ∈ (0, 1),

pjx(x) = −τjλpj(x), qjx(x) = −τjλqj(x),
w(a0) = wj(0), ϕ(a0) = ϕj(0),
pj(0) = λwj(1), qj(0) = λϕj(1),
kj(1)(w

j
x − ϕj)(1) = 0, EIj(1)ϕ

j
x(1) = 0,

n∑
j=1

kj(0)(w
j
x − ϕj)(0) = 0,

n∑
j=1

EIj(0)ϕ
j
x(0) = 0,

pj(0) = pj(1) = qj(0) = qj(1) = 0,
j = 1, 2, · · · , n, x ∈ (0, 1),

(41)

which leads to

wj(1) = wj
x(1) = ϕj(1) = ϕj

x(1) = 0, j = 1, 2, · · · , n.
Thus, according to the general theory of ordinary differential equations, we get

wj = ϕj = pj = qj = 0, j = 1, 2, · · · , n.
Hence U = 0, which is a contradiction that U is an eigenvector of A. Therefore,
the system (16) is asymptotically stable due to Lyubich and Phóng’s theorem. 2

Remark 1. If there are some µi, i ∈ {1, 2, · · · , n} such that µi <
1
2 , then there

always exist some λ ∈ σ(A) such that <λ ≥ 0, even for single beam (see [22]), which
implies that this kinds of networks systems are unstable.

3. Asymptotic analysis of spectrum of the system operator. In this section,
we shall discuss the asymptotic distribution of the spectrum of the closed loop
system (16). We have obtained from Corollary 1 that the spectrum of A consists
only of isolated eigenvalues of finite multiplicity. Thus, it is sufficient to discuss the
distribution of the eigenvalue of A.

Let us consider the ordinary differential equations (40) to obtain the distribution
of σ(A). In order to calculate the eigenvalues ofA, we shall first get the fundamental
matrix to the differential equations (40). Here we mainly employ the asymptotic
technique in [27]. By (40), we obtain

{
λ2ρ(x)W (x) − k′(x)(W ′(x) − Φ(x))− k(x)(W ′′(x)− Φ′(x)) = 0,
λ2Iρ(x)Φ(x) − EI ′(x)Φ′(x) − EI(x)Φ′′(x)− k(x)(W ′(x) − Φ(x)) = 0.

(42)

From (42), it follows that
{
W ′′(x) = k−1(x)[λ2ρ(x)W (x) − k′(x)(W ′ − Φ)(x)] + Φ′(x),
Φ′′(x) = EI−1(x)[λ2Iρ(x)Φ(x) − EI ′(x)Φ′(x)− k(x)(W ′ − Φ)(x)].

(43)

Set

Y1 := (W,Φ)T , Y2 :=
Y ′
1

λ
, Y :=

[
Y1
Y2

]
. (44)

Then we rewrite (43) as follows

dY

dx
= (λA1 +A0 + λ−1A−1)Y (45)

where

A1(x) :=




0 0 1 0
0 0 0 1

ρ(x)k−1(x) 0 0 0
0 Iρ(x)(EI)

−1(x) 0 0


 ,
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A0(x) :=




0 0 0 0
0 0 0 0
0 0 −k′(x)k−1(x) 1
0 0 −k(x)(EI)−1(x) −EI ′(x)(EI)−1(x)




and

A−1(x) :=




0 0 0 0
0 0 0 0
0 k′(x)k−1(x) 0 0
0 k(x)(EI)−1(x) 0 0


 .

Do the following transformation

Y (x) = T0(x)Z(x) (46)

where

T0(x) :=




1 0 1 0
0 1 0 1√

ρ(x)k−1(x) 0 −
√
ρ(x)k−1(x) 0

0
√
Iρ(x)EI−1(x) 0 −

√
Iρ(x)EI−1(x)


 . (47)

Substituting (46) into (45) yields

dZ(x)

dx
= T

−1
0 (x)[λA1(x) + A0(x) + λ

−1
A−1(x)− T

′
0(x)T

−1
0 (x)]T0(x)Z(x)

= [λΛ̃1(x)−T−1
0 (x)T ′

0(x)+T
−1
0 (x)A0(x)T0(x)+λ

−1
T

−1
0 (x)A−1(x)T0]Z(x),(48)

where

Λ̃1(x) :=




√
ρ(x)k−1(x) 0 0 0

0
√
Iρ(x)EI−1(x) 0 0

0 0 −
√
ρ(x)k−1(x) 0

0 0 0 −
√
Iρ(x)EI−1(x)


 .

Set

E(x, λ) := exp(λ

∫ x

0

Λ̃1(s)ds) (49)

and the formal asymptotic series

Z(x, λ) :=

∞∑

k=0

λ−kS−k(x)E(x, λ),

where S−k(x), k = 0, 1, 2, · · · will be determined later. Substituting Z(x, λ) into
(48) yields

dZ(x)

dx
=

∞∑

k=0

λ−kS′
−k(x)E(x, λ) +

∞∑

k=0

λ−kS−k(x)E
′(x, λ)

= [λΛ̃1(x) − T−1
0 T ′

0 + T−1
0 A0T0 + λ−1T−1

0 A−1T0]

∞∑

k=0

λ−kS−k(x)E(x, λ).

In order to identify S−k(x), k = 0, 1, 2, · · · , following the asymptotic technique of
Theorem 2.8.2 in [27], let each coefficient with the same power of λ on each hand
of above equation be equal, that is,

λ : S0(x)Λ̃1(x) = Λ̃1(x)S0(x), (50)

1 : S
′
0(x) + S−1(x)Λ̃1(x) = Λ̃1(x)S−1(x) +

[
−T−1

0 T
′
0 + T

−1
0 A0T0

]
S0(x), (51)

λ
−1 : S

′
−1(x) + S−2(x)Λ̃1(x) = Λ̃1(x)S−2(x) + [−T−1

0 T
′
0 + T

−1
0 A0T0]S−1(x)
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+T−1
0 A−1T0S0(x), (52)

λ
−k : S

′
−k(x)+S−(k+1)(x)Λ̃1(x)=Λ̃1(x)S−(k+1)(x)+[−T−1

0 T
′
0+T

−1
0 A0T0]S−k(x)

+T−1
0 A−1T0S−k+1(x). (53)

Then by (50)–(51), we obtain S0 = diag(S1
0(x), S

2
0 (x), S

3
0(x), S

4
0 (x)), where

S1
0(x) = S3

0(x) = e
∫ x
0
(−

(√
ρ(x)k−1(x)

)
′

[2
√

ρ(x)k−1(x)]−1−k′(x)[2k(x)]−1)ds

=

(√
ρ(x)k−1(x)[

√
ρ(0)k(0)

−1
]−1

)− 1
2 (
k(x)k(0)

−1
)− 1

2

=
(√

ρ(x)k(x)[
√
ρ(0)k(0)]−1

)− 1
2

,

S2
0(x) = S4

0(x) = e
∫

x
0
(−

(√
Iρ(x)EI−1(x)

)
′

[2
√

Iρ(x)EI−1(x)]−1−EI′(x)[2EI(x)]−1)ds

=

(√
Iρ(x)[EI(x)]−1[

√
Iρ(0)[EI(0)]−1]−1

)− 1
2 (
EI(x)[EI(0)]−1

)− 1
2

=

(√
Iρ(x)EI(x)[

√
Iρ(0)EI(0)]

−1

)− 1
2

.

Then we can calculate S−k, k = 1, 2, 3 · · · by (53) similarly. Therefore, by Theorem
2.8.2 in [27], together with the above calculations, we have the following result.

Lemma 3.1. Under the transformation Y (x) = T0Z(x), when conditions

det(
√
Iρ(x)EI−1(x) −

√
ρ(x)k−1(x)) 6= 0 (54)

and √
ρj
kj

6=
√
ρi
ki
,

√
Iρj

EIj
6=

√
Iρi

EIi
, i 6= j, i, j = 1, 2, · · · , n (55)

are fulfilled, the expression of asymptotic fundamental matrix to (48) is given as
follows

Ẽ(x, λ) =

∞∑

k=0

λ−kS−k(x)E(x, λ), (56)

where E(x, λ) is defined as (49), S0 is given as before and S−k, k=1,2,3,··· are uni-
formly bounded and can be calculated similarly.

Remark 2. It is guaranteed by Theorem 2.8.2 in [27] that Ẽ(x, λ) can be expanded
by the formal asymptotic series (56). Here we only calculate S0. That is because
by calculating the spectrum below, we find that it is sufficient to use S0 to estimate
the asymptotic distribution of the spectrum of the system operator. In addition,
conditions (54) and (55) are required in calculating P−k, k = 1, 2, · · · .

Thus, by inverse transformation, the fundamental matrix to (42) is T0Ẽ(x, λ).
Now, let us consider the spectrum of A and get the asymptotic distribution of them.
For this aim, we translate the eigenvalue problem into boundary eigenvalue problem
with asymptotic linearized parameters. According to (40), a direct calculation yields

P (x) = P (0)e−τλx = λW (1)e−τλx, Q(x) = Q(0)e−τλx = λΦ(1)e−τλx,

and

P (1) = P (0)e−τλ = λW (1)e−τλ, Q(1) = Q(0)e−τλ = λΦ(1)e−τλ.
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Inserting the above into the boundary conditions of (40), we have
{
k(1)(Wx −Φ)(1) = −W (1)− αµλW (1)− α(1− µ)λW (1)e−τλ,

EI(1)Φx(1) = −Φ(1) − βµλΦ(1) − β(1− µ)λΦ(1)e−τλ.
(57)

Let Y be defined as (44). We can rewrite boundary conditions of (40) as follows

B1Y (0) +B2Y (1) = 0,

where

B1 :=




C(n−1)×n 0 0 0
0 C(n−1)×n 0 0
0 I1×nk(0) I1×nk(0)λ 0
0 0 0 I1×nEI(0)λ
0 0 0 0
0 0 0 0




4n×4n

,

B2 :=




0 0 0 0
0 0 0 0

I + αµλ+ α(1− µ)λe−τλ −k(1) k(1)λ 0

0 I + βµλ+ β(1− µ)λe−τλ 0 EI(1)λ




4n×4n

.

Set

H(λ) := B1T0(0) +B2T0(1)Ẽ(1, λ)

where T0(x) and Ẽ(1, λ) is given by (47), (56), respectively.
Thus, according to [46], we have

Lemma 3.2. Let A and H be defined as before. Then λ ∈ σ(A) if and only if λ
satisfies

∆(λ) := detH(λ) = 0. (58)

Since all coefficients in ∆(λ) are real constants, we have the following result.

Corollary 2. Let A and H be defined as before. Then the spectrum of A distributes

in conjugate pairs on the complex plane, i.e., σ(A) = σ(A).

From Lemma 3.2, we only need to identify the zeros of ∆(λ). Firstly, let us get
the asymptotic expression of ∆(λ). Set

[A]1 := A+O(λ−1).

Then we can rewrite Ẽ(1, λ) as follows

Ẽ(1, λ) = S0(1)




[1]1e
λ
∫ 1
0

√
ρk−1dx [0]1e

λ
∫ 1
0

√
IρEI−1dx

[0]1e
−λ

∫ 1
0

√
ρk−1dx [0]1e

−λ
∫ 1
0

√
IρEI−1dx

[0]1e
λ
∫ 1
0

√
ρk−1dx [1]1e

λ
∫ 1
0

√
IρEI−1dx [0]1e

−λ
∫ 1
0

√
ρk−1dx [0]1e

−λ
∫ 1
0

√
IρEI−1dx

[0]1e
λ
∫ 1
0

√
ρk−1dx [0]1e

λ
∫ 1
0

√
IρEI−1dx [1]1e

−λ
∫ 1
0

√
ρk−1dx [0]1e

−λ
∫ 1
0

√
IρEI−1dx

[0]1e
λ
∫ 1
0

√
ρk−1dx [0]1e

λ
∫ 1
0

√
IρEI−1dx [0]1e

−λ
∫ 1
0

√
ρk−1dx [1]1e

−λ
∫ 1
0

√
IρEI−1dx



.

Hence, it follows that

B1T0(0) =




C(n−1)×n 0 C(n−1)×n 0
0 C(n−1)×n 0 C(n−1)×n

I1×n

√
ρ(0)k(0)λ I1×nk(0) −I1×n

√
ρ(0)k(0)λ I1×nk(0)

0 I1×n

√
Iρ(0)EI(0)λ 0 −I1×n

√
Iρ(0)EI(0)λ

0 0 0 0
0 0 0 0



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and

B2T0(1)

=




0 0
0 0

I+αµλ+α(1 − µ)λe−τλ+
√

ρ(1)k(1)λ −k(1)

0 I+βµλ+β(1−µ)λe−τλ+
√

Iρ(1)EI(1)λ
0 0
0 0

I+αµλ+α(1−µ)λe−τλ−
√

ρ(1)k(1)λ −k(1)

0 I+βµλ+β(1−µ)λe−τλ−
√

Iρ(1)EI(1)λ




4n×4n

.

Therefore, when <λ→ +∞,
∣∣∣∣∣∣∣

lim
<λ→+∞

∆(λ)

λ(2n+2)e

n∑
j=1

λ
∫
1
0 (

√
ρjk

−1
j

+
√

IρjEI
−1
j

)dx

∣∣∣∣∣∣∣

=
n∑

j=1

√
ρj(0)kj(0) ·

n∑

j=1

√
Iρj (0)EIj(0)

n∏

j=1

(αjµj +
√
ρj(1)kj(1))

(√
ρj(1)kj(1)

ρj(0)kj(0)

)− 1
2

·
n∏

j=1

(βjµj +
√
Iρj (1)EIj(1))

(√
Iρj (1)EIj(1)

Iρj (0)EIj(0)

)− 1
2

. (59)

Set Υ := {j|µj 6= 1, j = 1, 2, · · · , n}. Similarly, when <λ→ −∞,
∣∣∣∣∣∣∣

lim
<λ→−∞

∆(λ)

λ(2n+2)e
−

n∑
j=1

λ[
∫
1
0 (

√
ρjk

−1
j +

√
Iρj EI

−1
j )dx]−

∑
j∈Υ

2λτj

∣∣∣∣∣∣∣

=

n∑

j=1

√
ρj(0)kj(0) ·

n∑

j=1

√
Iρj (0)EIj(0)

∏

j∈Υ

αj(1− µj)

(√
ρj(1)kj(1)

ρj(0)kj(0)

)− 1
2

·
∏

j∈Υ

βj(1− µj)

(√
Iρj (1)EIj(1)

Iρj (0)EIj(0)

)− 1
2

. (60)

From (59) and (60) together with the dissipativity of A, we have the following
result about the distribution of spectrum of A.

Theorem 3.3. Let A and H be defined as before. Then the spectrum of A is located
on the left hand side of complex plane and in a strip parallel to imaginary axis, i.e.,
there exists a sufficiently large positive constant h such that

σ(A) = {λ ∈ C|∆(λ) = 0} ⊂ {λ ∈ C| − h ≤ <λ ≤ 0}.

By the definition of sine-type function (see [46]), we obtain that λ−(2n+2)∆(λ)
is an entire function of sine type. Then by Levin’s theorem (see [6]), we have the
following corollary.

Corollary 3. Let A be defined as before. Then σ(A) is a finite union of separable
sets.

Moreover, when |<λ| ≤ h and |λ| is large enough, a direct calculation yields

λ−(2n+2)∆(λ) = λ−(2n+2) det(B1T0(0) +B2T0(1)Ẽ(1, λ))

= ∆1(λ)∆2(λ) +O(λ−1),
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where

∆1(λ) := det




C(n−1)×n

I1×n
√
ρ(0)k(0)

[αµ+α(1−µ)e−τλ+
√
ρ(1)k(1)]S1

0(1)e
λ
∫ 1
0

√
ρk−1dx

C(n−1)×n

−I1×n
√
ρ(0)k(0)

[αµ+α(1−µ)e−τλ−
√
ρ(1)k(1)]S3

0(1)e
−λ

∫ 1
0

√
ρk−1dx




2n×2n

(61)

and

∆2(λ) := det




C(n−1)×n

I1×n
√
Iρ(0)EI(0)

[βµ+β(1−µ)e−τλ+
√
Iρ(1)EI(1)]S

2
0(1)e

λ
∫ 1
0

√
IρEI−1dx

C(n−1)×n

−I1×n
√
Iρ(0)EI(0)

[βµ+β(1−µ)e−τλ−
√
Iρ(1)EI(1)]S

4
0(1)e

−λ
∫ 1
0

√
IρEI−1dx




2n×2n

(62)

Clearly, when |<λ| ≤ h and |λ| → +∞, ∆(λ) has asymptotic zeros

∆1(λ) = 0, ∆2(λ) = 0. (63)

Thus we have

Theorem 3.4. Let A and H be defined as before. Then the asymptotic values of
the spectrum of A can be determined by the zeros of ∆1(λ) and ∆2(λ).

4. Spectrum-determined-growth condition. In this section, we shall discuss
the completeness and Riesz basis property of (generalized) eigenvectors of A so as
to obtain the spectrum-determined-growth condition for this system (16), which is
a very special property for the infinite-dimensional systems. Then the stability of
the system (16) can be determined based on the distribution of the spectrum of A.

Firstly, let us establish the completeness of the (generalized) eigenvectors of A.
To do this, we define an auxiliary operator A0 in H as follows.

A0




W
Z
Φ
Ψ
P
Q



=




Z
ρ−1(x) [[k(x)(Wx(x)− Φ(x))]x]

Ψ
I−1
ρ (x) [[EI(x)Φx(x)]x + k(x)(Wx(x)− Φ(x))]

−τ−1Px

−τ−1Qx




(64)

where

D(A0) =





(W,Z,Φ,Ψ, P,Q) ∈ H

∣∣∣∣∣∣∣∣∣∣∣∣

W ∈ V 2
E , Z ∈ V 1

E, Φ ∈ V 2
E, Ψ ∈ V 1

E ,

Z(1) = P (0) = P (1), Ψ(1) = Q(0) = Q(1),
I1×nk(0)(Wx − Φ)(0) = 0,
I1×nEI(0)Φx(0) = 0,
k(1)(Wx − Φ)(1) = −W (1),
EI(1)Φx(1) = −Φ(1),





.

(65)

It is easy to check that the following result holds.

Lemma 4.1. A0 is a skew-adjoint operator in H and hence

‖R(λ,A0)‖ ≤ 1

|<λ| , ∀λ ∈ ρ(A0)\{0}.
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Then we have the following result.

Theorem 4.2. Suppose that the conditions (36), (54) and (55) are fulfilled. Then
the system of the (generalized) eigenvectors of A is of completeness in H.

Proof. We mainly use the technique of the proof in [20] to show the completeness
of the system of the (generalized) eigenvectors of A in H.

Define

Span(A) := {
∑

k

yk, yk ∈ E(λk,A)H, λk ∈ σ(A)},

where E(λk,A) is the Riesz projector corresponding to λk. Then the completeness
of the (generalized) eigenvectors of A is Span(A) = H.

Assume Ũ = (ũ, ṽ, g̃, h̃, p̃, q̃) ∈ H and Ũ⊥Span(A). Denote by R∗(λ,A) the

conjugate operator of the resolvent operator of A. R∗(λ,A)Ũ is an entire function

on C valued in H since Ũ⊥Span(A). Thus for any F̃ = (F̃1, F̃2, F̃3, F̃4, F̃5, F̃6) ∈ H,

G̃(λ) := (F̃ , R∗(λ,A)Ũ )H, ∀λ ∈ C (66)

is an entire function which satisfies lim
<λ→+∞

G(λ) = 0, since A generates a C0

semigroup of contractions. In particular, for λ ∈ ρ(A), it holds that G(λ) =

(R(λ,A)F̃ , Ũ)H.
We consider the resolvent problem

(λI −A)Ỹ1 = F̃ , (λI −A0)Ỹ2 = F̃ , λ ∈ ρ(A) ∩ ρ(A0) ∩ R−, (67)

where Ỹ1 := (W̃1, Z̃1, Φ̃1, Ψ̃1, P̃1, Q̃1) ∈ D(A), Ỹ2 = (W̃2, Z̃2, Φ̃2, Ψ̃2, P̃2, Q̃2) ∈
D(A0). Set Ỹ3(λ) := Ỹ1 − Ỹ2 = (W̃3, Z̃3, Φ̃3, Ψ̃3, P̃3, Q̃3). Thus Ỹ3 satisfies the fol-
lowing equations:




ρ(x)λ2W̃3(x)− [k(x)(W̃3,x(x)− Φ̃3(x))]x = 0, x ∈ (0, 1),

Iρ(x)λ
2Φ̃3(x)− [EI(x)Φ̃3,x(x)]x − k(x)(W̃3,x(x)− Φ̃3(x)) = 0, x ∈ (0, 1),

P̃3,x(x) = −τλP̃3(x), Q̃3,x(x) = −τλQ̃3(x),

Z̃3 = λW̃3, Ψ̃3 = λΦ̃3,

C(n−1)×nW̃3(0) = 0, C(n−1)×nΦ̃3(0) = 0,

P̃3(0) = λW̃3(1), Q̃3(0) = λΦ̃3(1),

k(1)(W̃3,x−Φ̃3)(1)+W̃3(1)+α[µP̃3(0)+(1−µ)P̃3(1)]=−α[µP̃2(0)+(1−µ)P̃2(1)],

EI(1)̃Φ3,x(1)+Φ̃3(1)+β[µQ̃3(0)+(1−µ)Q̃3(1)]=−β[µQ̃2(0)+(1−µ)Q̃2(1)],

I1×nk(0)(W̃3,x − Φ̃3)(0) = 0, I1×nEI(0)Φ̃3,x(0) = 0,

Z̃2(1) = P̃2(0) = P̃2(1), Ψ̃2(1) = Q̃2(0) = Q̃2(1).

(68)

Similar to [20], we shall prove Ũ = 0 via three steps below, which implies
Span(A) = H.

Step 1). For λ ∈ ρ(A) ∩ ρ(A0) ∩ R−, there exists a constant M̃1 > 0, such that

‖Z̃3(1)‖ ≤ M̃1‖Z̃2(1)‖, ‖Ψ̃3(1)‖ ≤ M̃1‖Ψ̃2(1)‖,

‖P̃3(1)‖ ≤ M̃1‖P̃2(1)‖, ‖Q̃3(1)‖ ≤ M̃1‖Q̃2(1)‖.
Step 2). For λ ∈ ρ(A) ∩ ρ(A0) ∩ R−, ‖Ỹ3(λ)‖ satisfies

|λ|‖Ỹ3(λ)‖2 ≤ M̃2(|λ|‖Ỹ2‖+ ‖F̃‖)2, (69)

where M̃2 is a positive constant.
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Step 3). For λ ∈ ρ(A) ∩ ρ(A0) ∩R−,

‖R(λ,A)F̃‖ = ‖Ỹ1‖ ≤ 2

√
M̃2|λ|−

1
2 ‖F̃‖+ |λ|−1‖F̃‖.

In fact, from Lemma 4.1, we have

‖Ỹ2‖ = ‖(λ−A0)
−1F̃‖ ≤ ‖(λ−A0)

−1‖‖F̃‖ ≤ 1

|<λ| ‖F̃‖, ∀λ ∈ ρ(A0)\{0}.

Then for λ ∈ ρ(A) ∩ ρ(A0) ∩ R−,

‖R(λ,A)F̃‖ = ‖Ỹ1‖ ≤ ‖Ỹ2‖+ ‖Ỹ3‖ ≤ ‖F̃‖
[
1

|λ| + 2

√
M̃2|λ|−

1
2

]
.

Therefore, when λ ∈ ρ(A)∩ρ(A0)∩R−, lim
λ→−∞

‖R(λ,A)F̃‖ = ‖Ỹ2+ Ỹ3‖ = 0, which

implies

lim
λ→−∞

|G̃(λ)| = 0. (70)

When condition (36) is fulfilled, we have shown in last section that A is dissipative

in H and 0 ∈ ρ(A), which implies |G̃(λ)| is bounded on the domain <λ ≥ d̂, d̂ > 0.

By Phragmén-Lindelöf theorem (see [51]), together with (70), we have that |G̃(λ)|
is bounded on the sector with boundary rays <λ = d̂, =λ ≥ 0 and <λ ≤ d̂, =λ = 0,

since G̃(λ) is an entire function of finite exponential type. Similarly, we obtain |G̃(λ)|
is bounded on the sector with boundary rays <λ = d̂, =λ ≤ 0 and <λ ≤ d̂, =λ = 0.

Therefore, |G̃(λ)| is uniformly bounded on C. Hence,

|G̃(λ)| ≤M, ∀λ ∈ C.

Furthermore, the Liouville’s theorem deduces that G(λ) is constant, since G̃(λ)

is an entire function. Then lim
λ→∞

G̃(λ) = 0 yields G̃(λ) ≡ 0. Note that G̃(λ) =

(F̃ , R∗(λ,A)Ũ)H holds for any F̃ ∈ H. It must be R∗(λ,A)Ũ = 0, which means

Ũ = 0. Therefore, Span(A) = H. 2

To study the Riesz basis generation of the (generalized) eigenvectors of A, we
give some definitions about Riesz basis, Riesz basis with parentheses and Riesz basis
of subspaces (see [8], [14], [15] and [37]).

Definition 4.3. The subspace {Wk}∞k=1 is called a Riesz basis of subspaces for space

H , if for every f ∈ H , there is a unique fk ∈Wk, k = 1, 2, · · · such that f =
∞∑
k=1

fk

and there exists positive constants C and D such that for any f ∈ H,f =
∞∑
k=1

fk,

C
∞∑

k=1

‖fk‖2 ≤ ‖
∞∑

k=1

fk‖2 ≤ D
∞∑

k=1

‖fk‖2. (71)

A sequence {yi}∞i=1 is called a Riesz basis with parentheses for H , if there is a
method in parentheses; for instance, there is a sequence of integers n1 = 1 ≤ n2 ≤
· · · ≤ nk ≤ · · · such that

Span{ynk
, ynk+1, · · · , ynk+1−1} =Wk, k = 1, 2 · · · . (72)

form a Riesz basis of subspaces.
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If the sequence {yi}∞i=1 satisfies condition

C

∞∑

k=1

‖yk‖2 ≤ ‖
∞∑

k=1

yk‖2 ≤ D

∞∑

k=1

‖yk‖2. (73)

then {yi}∞i=1 is called a Riesz basis for H .

In order to deduce the Riesz basis property of the (generalized) eigenvectors of
A, we need the following result, which comes from [46] and is an extension of the
result in [49].

Theorem 4.4. Let A be the generator of a C0 semigroup T (t) on a separable Hilbert
space H. Suppose that the following conditions are satisfied:

1) The spectrum of A has a decomposition σ(A) = σ1(A) ∪ σ2(A), where σ2(A)
consists of the isolated eigenvalues of A of finite multiplicity (repeated many times
according to its algebraic multiplicity).

2) There exists a real number α ∈ R such that sup{<λ, λ ∈ σ1(A)} ≤ α ≤
inf{<λ, λ ∈ σ2(A)}.

3) The set σ2(A) is a finite unification of separable sets.
Then the following statements are true:
i) There exist two T (t)-invariant closed subspaces H1, H2 and H1∩H2 = {0} such

that σ(A
∣∣
H1

) = σ1(A) and σ(A
∣∣
H2

) = σ2(A); and there exists a finite combination

E(Ωk,A) of some {E(λk,A)}∞k=1 :

E(Ωk,A) =
∑

λ∈Ωk∩σ2(A)

E(λ,A)

such that {E(Ωk,A)H2}k∈N forms a Riesz basis of subspaces for H2. Furthermore,

H = H1 ⊕H2 (algebraic direct sum).

ii) If sup
k≥1

||E(λk,A)|| <∞, then D(A) ⊂ H1 ⊕H2 ⊂ H (algebraic direct sum).

iii) H has a decomposition of the topological direct sum, H = H1 ⊕ H2, if and
only if

sup
n≥1

∥∥∥∥∥
n∑

k=1

E(Ωk,A)

∥∥∥∥∥ <∞.

According to Corollary 1, 3 and Theorem 3.3, 4.2, 4.4, we have the following
theorem.

Theorem 4.5. Let H and A be defined as before. If the conditions (36), (54) and
(55) are fulfilled, then there is a sequence of (generalized) eigenvectors of A that
forms a Riesz basis with parentheses for H.

Proof. Set σ1(A) = ∅, σ2(A) = σ(A). From Corollary 1, 3 and Theorem 3.3, we
obtain that all hypotheses in Theorem 4.4 are fulfilled. So it leads to the results of
Theorem 4.4. Therefore, there is a sequence of (generalized) eigenvectors of A that
forms a Riesz basis with parentheses for H2. According to Theorem 4.2 we have
that the system of the (generalized) eigenvectors is complete in H, i.e., H2 = H.
Hence this sequence is also a Riesz basis with parentheses for H. 2

By the Riesz basis property together with the uniform boundedness of the mul-
tiplicities of the eigenvalues of A, we have the following result.
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Corollary 4. LetH and A be defined as before. If the conditions (36), (54) and (55)
are fulfilled, then the system associated with A satisfies the spectrum-determined-
growth condition, i.e., ω(A) = S(A), where ω(A) = lim

t→∞
1
t
ln ‖eAt‖ is the growth

order of eAt and S(A) = sup{<λ|λ ∈ σ(A)} is the spectral bound of A.

5. Exponential stability. In this section, we shall consider a simple case for this
kind of networks. Assume that all these n Timoshenko beams in networks are the
same, i.e., ρj(x) = ρ̂(x), kj(x) = k̂(x), Iρj (x) = Îρ(x), EIj(x) = ÊI(x), j =

1, 2, · · · , n. Suppose that µj = µ̂, τj = τ̂ , αj = α̂, βj = β̂, j = 1, 2, · · · , n in (10).
We shall consider the exponential stability of networks for this simple case.

Obviously, all the results in sections above also hold for this simple case. Thus,
this case satisfies the spectrum-determined-growth condition. We have obtained
from Theorem 2.4 that this kind of system is asymptotically stable when µj >
1
2 , j = 1, 2, · · · , n. In order to discuss the exponential stability of the system, we
have the following lemma.

Lemma 5.1. Let H and A be defined as before and conditions (36), (54) and (55)
be fulfilled. Then the system is exponentially stable if and only if

inf
λ∈iR

|∆(λ)| > 0.

Proof. The necessity is obvious. Under conditions (36), (54) and (55), we know
from Corollary 4 that the system satisfies the spectrum-determined-growth condi-
tion. |∆(λ)| 6= 0 for all λ ∈ iR implies that there is no eigenvalue on the imaginary
axis, which deduces the asymptotic stability of the system (see Theorem 2.4). Since
inf
λ∈iR

|∆(λ)| > 0 asserts that the imaginary axis is not an asymptote of σ(A), to-

gether with the spectrum-determined-growth condition, the system is exponentially
stable. 2

When µ̂ = 1, we can obtain the following asymptotic expression of the spectrum
of A.

Lemma 5.2. Let A and H be defined as before and conditions (54) and (55) be
fulfilled. When µ̂ = 1, the asymptotic expression of the spectrum of A is given as
follows.

λ1,n =





λ1
1,n := 1

2
∫ 1
0

√
ρ̂k̂−1dx

ln

∣∣∣∣
α̂−

√
ρ̂(1)k̂(1)

α̂+
√

ρ̂(1)k̂(1)

∣∣∣∣ + 2nπi + O( 1
n ), α̂ >

√
ρ̂(1)k̂(1),

λ2
1,n := 1

2
∫ 1
0

√
ρ̂k̂−1dx

ln

∣∣∣∣
α̂−

√
ρ̂(1)k̂(1)

α̂+
√

ρ̂(1)k̂(1)

∣∣∣∣ + (2n + 1)πi + O( 1
n ), 0 < α̂ <

√
ρ̂(1)k̂(1)

(74)

and

λ2,n =





λ1
2,n := 1

2
∫ 1
0

√
ÎρÊI

−1
dx

ln

∣∣∣∣∣
β̂−

√
Îρ(1)ÊI(1)

β̂+
√

Îρ(1)ÊI(1)

∣∣∣∣∣ + 2nπi+ O( 1
n ), β̂ >

√
Îρ(1)ÊI(1),

λ2
2,n := 1

2
∫ 1
0

√
ÎρÊI

−1
dx

ln

∣∣∣∣∣
β̂−

√
Îρ(1)ÊI(1)

β̂+
√

Îρ(1)ÊI(1)

∣∣∣∣∣ + (2n + 1)πi+ O( 1
n ), 0 < β̂ <

√
Îρ(1)ÊI(1).

(75)

Furthermore,

1). when α̂ −
√
ρ̂(1)k̂(1) > 0, the multiplicity of λ11,n is 1 and the multiplicity

λ21,n is n− 1,

when α̂−
√
ρ̂(1)k̂(1) < 0, the multiplicity of λ11,n is n− 1 and the multiplicity of

λ21,n is 1;
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2). when β̂ −
√
Îρ(1)ÊI(1) > 0, the multiplicity of λ12,n is 1 and the multiplicity

of λ11,n is n− 1,

when β̂ −
√
Îρ(1)ÊI(1) < 0, the multiplicity of λ12,n is n− 1 and the multiplicity

of λ22,n is 1.

Proof. According to (61) and (62), we obtain

∆1(λ)

=

√
ρ̂(0)k̂(0)

∣∣∣∣∣
−1

[α̂µ̂+ α̂(1− µ̂)e−τ̂λ +

√
ρ̂(1)k̂(1)]S1

0(1)e
λ
∫ 1
0

√
ρ̂k̂−1dx

−1

[α̂µ̂+ α̂(1− µ̂)e−τ̂λ −
√
ρ̂(1)k̂(1)]S3

0(1)e
−λ

∫ 1
0

√
ρ̂k̂−1dx

∣∣∣∣∣

n−1

·
∣∣∣∣∣

n

[α̂µ̂+ α̂(1− µ̂)e−τ̂λ +

√
ρ̂(1)k̂(1)]S1

0(1)e
λ
∫ 1
0

√
ρ̂k̂−1dx

−n
[α̂µ̂+ α̂(1− µ̂)e−τ̂λ −

√
ρ̂(1)k̂(1)]S3

0(1)e
−λ

∫ 1
0

√
ρ̂k̂−1dx

∣∣∣∣∣ (76)

and

∆2(λ)

=

√
Îρ(0)ÊI(0)

∣∣∣∣∣
−1

[β̂µ̂+ β̂(1− µ̂)e−τ̂λ +

√
Îρ(1)ÊI(1)]S

2
0 (1)e

λ
∫ 1
0

√
ÎρÊI

−1
dx

−1

[α̂µ̂+ α̂(1− µ̂)e−τ̂λ −
√
Îρ(1)ÊI(1)]S

4
0(1)e

−λ
∫ 1
0

√
ÎρÊI

−1
dx

∣∣∣∣∣

n−1

·
∣∣∣∣∣

n

[β̂µ̂+ β̂(1− µ̂)e−τ̂λ +

√
Îρ(1)ÊI(1)]S

2
0(1)e

λ
∫ 1
0

√
ÎρÊI

−1
dx

−n
[β̂µ̂+ β̂(1− µ̂)e−τ̂λ −

√
Îρ(1)ÊI(1)]S

4
0(1)e

−λ
∫ 1
0

√
ÎρÊI

−1
dx

∣∣∣∣∣ . (77)

When µ̂ = 1, a direct calculation leads to

∆1(λ) =

√
ρ̂(0)k̂(0)

·
∣∣∣∣∣

−1 −1

[α̂ +

√
ρ̂(1)k̂(1)]S1

0(1)e
λ

∫ 1
0

√
ρ̂k̂−1dx [α̂µ̂ −

√
ρ̂(1)k̂(1)]S3

0(1)e
−λ

∫ 1
0

√
ρ̂k̂−1dx

∣∣∣∣∣

n−1

·
∣∣∣∣∣

n −n

[α̂µ̂ +

√
ρ̂(1)k̂(1)]S1

0(1)e
λ

∫ 1
0

√
ρ̂k̂−1dx [α̂ −

√
ρ̂(1)k̂(1)]S3

0(1)e
−λ

∫ 1
0

√
ρ̂k̂−1dx

∣∣∣∣∣ ,

∆2(λ) =

√
Îρ(0)ÊI(0)

·
∣∣∣∣∣

−1 −1

[β̂+

√
Îρ(1)̂EI(1)]S

2
0(1)e

λ
∫ 1
0

√
ÎρÊI

−1
dx [α̂−

√
Îρ(1)̂EI(1)]S

4
0(1)e

−λ
∫ 1
0

√
ÎρÊI

−1
dx

∣∣∣∣∣

n−1

·
∣∣∣∣∣

n −n

[β̂+

√
Îρ(1)̂EI(1)]S

2
0(1)e

λ
∫ 1
0

√
ÎρÊI

−1
dx [β̂−

√
Îρ(1)̂EI(1)]S

4
0(1)e

−λ
∫ 1
0

√
ÎρÊI

−1
dx

∣∣∣∣∣ .

In order to get the asymptotic expression of the spectrum of A, it suffices to
calculate the zeros of ∆i(λ), i = 1, 2. By Rouché theorem (see [7]), we obtain (74)
and (75) by a direct calculation. 2

Based on Lemma 5.1 and 5.2, we get the following result about the exponential
stability of the closed loop system (10).
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Theorem 5.3. Let A and H be defined as before and conditions (54) and (55) be
fulfilled. If µ̂ > 1

2 , then the closed loop system (10) is exponentially stable.

Proof. From Theorem 2.4, under the conditions µ̂ > 1
2 , system (10) is asymptotically

stable. According to Lemma 5.1, in order to obtain the exponential stability of the
system, it is sufficient to check

inf
λ∈iR

|∆(λ)| > 0.

For this aim, set ξ ∈ R. We only need to show that

∆j(iξ) 9 0, ξ → ∞, j = 1, 2,

where ∆j(λ), j = 1, 2 are given by (76) and (77).
A direct calculation yields that ∆1(iξ) = 0 is equivalent to

α̂µ̂ sin(ξ
∫ 1

0

√
ρ̂k̂−1dx) + α̂(1 − µ̂) cos τξ sin(ξ

∫ 1

0

√
ρ̂k̂−1dx) = 0,

α̂(1 − µ̂) sin τξ sin(ξ
∫ 1

0

√
ρ̂k̂−1dx) +

√
ρ̂(1)k̂(1) cos(ξ

∫ 1

0

√
ρ̂k̂−1dx) = 0

(78)

or

α̂µ̂ cos(ξ
∫ 1

0

√
ρ̂k̂−1dx) + α̂(1− µ̂) cos τξ cos(ξ

∫ 1

0

√
ρ̂k̂−1dx) = 0,

α̂(1− µ̂) sin τξ cos(ξ
∫ 1

0

√
ρ̂k̂−1dx) −

√
ρ̂(1)k̂(1) sin(ξ

∫ 1

0

√
ρ̂k̂−1dx) = 0.

(79)

Similarly, ∆2(iξ) = 0 is equivalent to

β̂µ̂ sin(ξ
∫ 1

0

√
ÎρÊI

−1
dx) + β̂(1− µ̂) cos τξ sin(ξ

∫ 1

0

√
ÎρÊI

−1
dx) = 0,

β̂(1− µ̂) sin τξ sin(ξ
∫ 1

0

√
ÎρÊI

−1
dx) +

√
Îρ(1)ÊI(1) cos(ξ

∫ 1

0

√
ÎρÊI

−1
dx) = 0

(80)
or

β̂µ̂ cos(ξ
∫ 1

0

√
ÎρÊI

−1
dx) + β̂(1− µ̂) cos τξ cos(ξ

∫ 1

0

√
ÎρÊI

−1
dx) = 0,

β̂(1− µ̂) sin τξ cos(ξ
∫ 1

0

√
ÎρÊI

−1
dx) −

√
Îρ(1)ÊI(1) sin(ξ

∫ 1

0

√
ÎρÊI

−1
dx) = 0.

(81)
Now, we shall discuss the exponential stability of the system in the following two
cases.

When µ̂ = 1, according to Lemma 5.2 together with Corollary 4, we get that
system (10) is exponentially stable.

When 1
2 < µ̂ < 1, from the first equation in (78), we get α̂µ̂+ α̂(1− µ̂) cos τ̂ ξ = 0

or sin(ξ
∫ 1

0

√
ρ̂k̂−1dx) = 0. Since it is easy to check that sin(ξ

∫ 1

0

√
ρ̂k̂−1dx) 6= 0,

we can get

cos τ̂ ξ =
−µ̂
1− µ̂

.

Putting it into the second equation in (78) leads to

±α̂(1− µ̂)
√
1− (

−µ̂
1− µ̂

)2 sin(ξ

∫ 1

0

√
ρ̂k̂−1dx)−

√
ρ̂(1)k̂(1) cos(ξ

∫ 1

0

√
ρ̂k̂−1dx) = 0.
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Thus it is easy to get cos(ξ
∫ 1

0

√
ρ̂k̂−1dx) 6= 0. Therefore,

tan(ξ

∫ 1

0

√
ρ̂k̂−1dx) = ±

√
ρ̂(1)k̂(1)

α̂(1− µ̂)
√
1− ( µ̂

1−µ̂
)2

= ±

√
ρ̂(1)k̂(1)

α̂
√
1− 2µ̂

.

When 1
2 < µ̂ < 1,

√
ρ̂(1)k̂(1)

α̂
√

1−2µ̂
is an imaginary number. Since tan(ξ

∫ 1

0

√
ρ̂k̂−1dx) ∈ R

for ∀ξ ∈ R, so equations (78) not hold. Similarly, equations (79) also not hold which
leads to ∆1(iξ) 9 0 for any ξ ∈ R, ξ → ∞ when 1

2 < µ̂ < 1. By similar method,

we can get ∆2(iξ) 9 0 for any ξ ∈ R, ξ → ∞ if 1
2 < µ̂ < 1.

Therefore, ∆(iξ) 9 0 for any ξ ∈ R, ξ → ∞ when µ̂ > 1
2 . By Lemma 5.1, system

(10) is exponentially stable. The proof is complete. 2

6. Simulations. We give some simple numerical simulations for this kinds of net-
works. Assume that the network composes of three Timoshenko beams which are
the same, and the parameters in the closed loop system are positive constants. Set

ρ̂(x) = 5, Îρ(x) = 8, k̂(x) = 5, ÊI(x) = 2, τ̂ = 0.1, α̂ = 3, β̂ = 3. Then we get the
following system:





5wj
tt(x, t)− 5(wj

xx(x, t)− ϕj
x(x, t)) = 0, t > 0, x ∈ (0, 1),

8ϕj
tt(x, t)− 2ϕj

xx(x, t) − 5(wj
x(x, t)− ϕj(x, t)) = 0, t > 0, x ∈ (0, 1),

w(a0, t) = wj(0, t), ϕ(a0, t) = ϕj(0, t), t > 0,

5(wj
x − ϕj)(1, t) + wj(1, t) = −3[µwj

t (1, t) + (1 − µ)wj
t (1, t− 0.1)], t > 0,

EIj(1)ϕ
j
x(1, t) + ϕj(1, t) = −3[µϕj

t(1, t) + (1− µ)ϕj
t (1, t− 0.1)], t > 0,

n∑
j=1

5(wj
x − ϕj)(0, t) = 0,

n∑
j=1

2ϕj
x(0, t) = 0, t > 0,

wj
t (1, t− τj) = f0

j (t− τj), ϕj
t (1, t− τj) = f1

j (t− τj), t ∈ (0, τj),
w(s, 0) = w̄0(s), wt(s, 0) = w̄1(s), s ∈ G,
ϕ(s, 0) = ϕ̄0(s), ϕt(s, 0) = ϕ̄1(s), s ∈ G,
j = 1, 2, · · · , n.

(82)
In order to discuss the stability of this kind of system, let us discuss the spectral
distributions of the corresponding system operator by the following cases.
Case 1. µ > 0.5.

According to the fundamental solutions for Timoshenko beams (see [43]), using
Matlab Scientific Calculation, we can get many simulations about the spectral dis-
tribution of A by changing µ. We find that when µ > 0.5, the spectrum are always
located in the left hand of complex plane and away from the imaginary axis. Here
we show two figures of the simulations when µ > 0.5. Fig.2 denotes the spectral
distribution of the system operator A when µ = 0.7 and µ = 0.9, where “ * ”
denotes the spectrum of A.

From Fig.2, we find that when µ > 0.5, all of the eigenvalues are always located
in the left hand of complex plane and away from the imaginary axis, which possibly
implies the exponential stability of the system due to the spectrum-determined-
growth condition. Furthermore, if choosing bigger µ > 0.5, the maximum of the
real part of the eigenvalues maxλ∈σ(A){<λ} becomes smaller. Moreover, in Fig.2,
we can see that all eigenvalues of A satisfy that <λ < −0.1 and <λ < −0.3 when
µ = 0.7 and µ = 0.9, respectively. Since the system satisfies spectrum-determined-
growth condition, it possibly indicates that the system is exponentially stable when
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Figure 2. Distribution of spectrum (Left: µ = 0.7; Right: µ = 0.9)

µ = 0.7 and µ = 0.9. Furthermore, the exponential decay rate is less than −0.1 and
−0.3, respectively.
Case 2. µ = 0.5.

Choosing µ = 0.5, we get the following Fig. 3 about the spectral distribution of
the eigenvalues of the system operator.

−0.8 −0.7 −0.6 −0.5 −0.4 −0.3 −0.2 −0.1 0
−800

−600

−400

−200

0

200

400

600

800

Figure 3. Distribution of spectrum (µ = 0.5)

From this figure, we find that when µ→ 0.5, the distance between the maximum
of the real part of the eigenvalues and the imaginary axis becomes very small. We see
that the imaginary axis may be the asymptote of the eigenvalues of A when µ = 0.5.
Therefore, the system (82) is possibly asymptotically stable but not exponentially
stable when µ = 0.5.
Case 3. µ < 0.5.

When µ < 0.5, we find that there always exists at least one eigenvalue of the
system operator such that the real part of it is positive (see Fig.4), which implies
that the system is unstable under this condition. Moreover, when 0.5 − µ > 0
becomes very small, the maximum of the real part of the eigenvalues is small but
still positive (see the right figure in Fig.4 for µ = 0.49). Thus, this kind of network
system is still unstable.
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Figure 4. Distribution of spectrum (Left: µ = 0.3; Right: µ = 0.49)

Remark 3. By the above simulations, we see that “µ = 1
2” is a critical for the

stability of the system (10). Under this condition, the system (10) is always at most
asymptotically stable.
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[26] Yu. I. Lyubich and V. Q. Phóng, Asymptotic stability of linear differential equations in

Banach spaces, Studia Math., 88 (1988), 34–37.
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