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Abstract. The non-steady viscous flow in a thin channel with elastic wall

is considered. The viscosity is constant everywhere except for some small
neighborhood of the origin of the coordinate system, where it is a variable

function. The problem contains two small parameters: ε, that is the ratio

of the thickness of the channel and its length, and δ = εγ , γ ≥ 3, that is
the “softness of the wall”, i.e. its inverse (rigidity) is great. An asymptotic

expansion of the solution is constructed and, in particular, the leading term

is described. An important new element of this paper is the procedure of
construction of the boundary layer in the neighborhood of the origin of the

coordinate system, generated by the variable viscosity. The error estimates

for the difference of a truncated asymptotic ansatz and the exact solution are
obtained. To this end, the existence and uniqueness of the solution are studied

and some a priori estimates are proved.

1. Introduction. Physical problems involving the interaction of a fluid with a
moving or deformable structure have important applications in biomechanics, hy-
droelasticity, etc. In the last few years, such problems have been studied extensively
both from the mathematical and from the numerical viewpoints.

For instance, some results concerning the existence of weak or strong solutions
when the domain occupied by the fluid is either fixed or is time-dependent can be
found in [3], [4], [5], [8], [10], [15], etc.

An asymptotic analysis of the fluid-structure interaction was developed in [1],
[2], [12], [13], [14] and this list is non-exhaustive.

The goal of the present paper is to extend the results obtained in [12], [13], [14]
to the case of a viscous fluid with variable viscosity. Below, we give some motivating
reasons for this study.

A high level of blood cholesterol, which represents a frequent disease of the
modern life, determines the formation of clots in vessels. When a clot becomes great,
the vessel is obturated and this represents one of the main causes of death. This
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phenomenon modifies the constant viscosity of the blood, transforming this fluid into
a fluid with variable viscosity. In order to cure this disease some special substances
may be injected. These substances as well change locally the viscosity of the blood.
Finally, the great viscosity in the clot formation zone gives an approximate model
for absence of flow in this zone. This idea comes from the fictitious domain method.

There are, of course, many other practical problems involving fluids with variable
viscosity. For example, the presence of bacteria in suspension (see [9]) may change
locally the viscosity.

We consider a non steady flow of a viscous fluid with variable viscosity through
a thin channel with visco-elastic walls. The fluid motion is simulated by the Stokes
equations, the walls behavior is described by the Sophie Germain’s fourth order
in space non-steady state equation for the transversal displacements of the elastic
walls (the plate model), while the longitudinal walls displacements are disregarded.
The fluid-structure interaction is simulated by the equality of the fluid velocity at
the boundary and the time derivative of the walls displacement (the longitudinal
velocity is taken equal to zero). This condition is acceptable in the case of small
strains.

The problem contains two small parameters: one of them is the ratio ε of the
thickness of the channel to its length; the second, δ, is the ratio of the linear density
to the stiffness of the wall. Parameter δ is taken as some power of ε, namely, δ = εγ ,
γ ≥ 3. We construct an asymptotic expansion of the solution. The ansatz for a flow
with periodic boundary conditions at the ends of the channel (see [12]) is modified
and completed by two types of boundary layer correctors: the first type corresponds
to the variable viscosity in the neighborhood of the origin of the coordinate system
and the second one represents the boundary layer functions, corresponding to the
boundary conditions at the ends of the channel. The leading term of the asymptotic
solution described.

As usually we should construct the boundary layer corrector exponentially stabi-
lizing to zero at infinities. On the other hand, it is known that the Stokes problem
in an infinite strip has a solution with the velocity satisfying this condition of decay
at ±∞ while the pressure stabilizes to some constants. One of these constants (for
instance, corresponding to −∞) may be chosen equal to zero, but the other one
(corresponding to +∞) may be different from zero. We subtract this constant from
the pressure on the half-strip corresponding to positive values of the longitudinal
variable. Consequently, the pressure (and so the stress) becomes discontinuous. To
compensate this stress gap we will impose the opposite stress gap for the macro-
scopic pressure.

Since problems corresponding to the two types of correctors are non homoge-
neous, the results of [6] can not be applied directly. We generalize these results
using the arguments of [13].

After constructing the asymptotic solution and establishing its properties, we
use the a priori estimates obtained before to show that this solution represents a
good approximation of the exact solution. The analysis of the leading term of the
asymptotic solution allows us to improve the result given by the a priori estimates.

2. Physical setting. Consider a small parameter ε, ε =
1

q
, q ∈ N and define the

thin rectangle

Dε =
{

(x1, x2) ∈ R2 : −1

2
< x1 <

1

2
, −ε

2
< x2 <

ε

2

}
.
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The elastic parts of the boundary of Dε are defined as follows:

Γ±ε =
{

(x1,±
ε

2
) : −1

2
< x1 <

1

2

}
.

Let µ0 be a function defined in the strip Π = (−∞,+∞)×(−1/2, 1/2), independent
of ε and satisfying the following inequality: ∀ξ ∈ Π, 0 < c1 ≤ µ0(ξ) ≤ c2 with
positive constants c1, c2. Assume that it is C1−smooth function in the strip Π̄,
equal to a positive constant µ out of the square (−1/2, 1/2)2 . Let us set

µε(x) = µ0

(x
ε

)
.

The domain
{
|x1| ≤ ε

2

}
represents the region where the viscosity of the fluid

becomes variable; out of this zone the viscosity is constant.
The viscous fluid interacts with the elastic boundaries of the vessel, Γ±ε . The in-

teraction between the fluid and the elastic boundaries generates the displacements
d±d±(x1, t) of these boundaries in Ox2 direction. We neglect the longitudinal dis-
placements. The ends of the elastic walls are supposed to be clamped. We study
this problem for t ∈ [0, T ], with T an arbitrary positive constant independent of
ε and we assume that the walls are not too soft so that the displacements of the
boundaries are small enough; so, the fluid flow equations are considered in the initial
configuration, that is, the domain Dε.

The non steady flow in a thin channel with variable viscosity is described by the
following coupled system:

ρf
∂u

∂t
− 2div(µεD(u)) +∇p = f in Dε × (0, T ),

div u = 0 in Dε × (0, T ),

u =
∂d±
∂t

e2 on Γ±ε × (0, T ),

u = ε2ψε on (∂Dε ∩ {x1 = ± 1
2})× (0, T ),

u(x, 0) = 0 in Dε,

ρh
∂2d+

∂t2
+
h3E

12

∂4d+

∂x4
1

+ ν
∂5d+

∂x4
1∂t

= g+ + p/
x2=ε/2

on Γ+
ε × (0, T ),

ρh
∂2d−
∂t2

+
h3E

12

∂4d−
∂x4

1

+ ν
∂5d−
∂x4

1∂t
= g− − p/

x2=−ε/2
on Γ−ε × (0, T ),

d±
(
± 1

2
, t
)

= 0 in (0, T ),

∂d±
∂x1

(
± 1

2
, t
)

= 0 in (0, T ),

d±(x1, 0) =
∂d±
∂t

(x1, 0) = 0 in
(
− 1

2
,

1

2

)
.

(1)

Here the given data are: f−the exterior force applied to the fluid, g± e2−the
exterior forces applied on the elastic boundaries, ρf , ρ, ν, E−positive given material
constants (ρf is the density of the fluid, ρ is the density of the elastic walls, ν is the
viscosity coefficient of the wall and E is its Young’s modulus), the positive constant
h stands for the thickness of the elastic walls. The fluid flow is determined by a
small given inflow and outflow velocity described by the function ε2ψε with ψε
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defined as follows:

ψε(x, t) = ψε(x2, t) = ψ(ξ2, t) = ψ(ξ2, t)e1,

with ξ2 = x2/ε, ψ being a smooth function satisfying

ψ = 0 on {ξ2 = ±1/2} × (0, T ) ∪ (−1/2, 1/2)× {0}.

The unknowns of the system (1) are: the velocity of the fluid, u, the pressure of
the fluid, p, and the displacements of the elastic walls, d±. The fluid flow is described

by the non steady Stokes equations. A “viscous” type term, ν
∂5d±
∂x4

1∂t
, is added to

the usual forth-order equation for the normal displacement. It corresponds to the
visco-elastic behavior of the wall (the so called Kelvin-Voigt model). The coefficient
h3E/12 is a great parameter; it will play an important role for our problem. Usually,
the Young’s modulus, E, takes values between 104Pa and 106Pa. On the other
hand, in the blood circulation models we assume that the characteristic longitudinal
space scale for vessels is of order of cm and the time scale is of order of seconds.
Let us use the SI system of units. This leads us to the necessity of scaling of
every derivative in x1 by the factor 102, i. e. the fourth derivative will contain the
additional factor 108. If h is of order 10−3 m or 10−2 m, then the coefficient ρh can
be taken in the further analysis as a value of order of 1. The coefficient h3E/12 in
equations (1)6,7 will be replaced (after scaling in x1) by a coefficient δ−1 with the
value of δ of order from 10−7 to 10−4. If the ratio of the thickness and the length of
the vessel ε is of order 10−2, then δ is of order from ε2 to ε4. We assume that the
“viscous” term is much smaller than the term with the coefficient δ−1 and hence
the new coefficient denoted also by ν, obtained after scaling in x1, is O(1). All the
coefficients of (1)1 are considered in our asymptotic study as constants of order of
1.

More details concerning (1) can be found, for instance in [12]. Let us mention
an important property of the solution: due to the properties of the function ψ, the
compatibility condition for the coupled system which describes the physical problem
is:

0 =

∫
∂Dε

u(x, t) · n ds =
d

dt

(∫ 1/2

−1/2

(d+(x1, t)− d−(x1, t))dx1

)
.

Using next the initial condition for the displacements, from the above relation we
get: ∫ 1/2

−1/2

(d+(x1, t)− d−(x1, t))dx1 = 0 for all t ∈ [0, T ]. (2)

This condition states that the global area of the flow domain is preserved.

3. Variational formulation. Existence, uniqueness, regularity and a pri-
ori estimates. In order to obtain the above properties for the solution of the
physical problem, we introduce the variational framework of (1).

To simplify the computations, we consider first (1) with homogeneous boundary
conditions on x1 = ±1/2, i. e. the problem for ψ = 0. Then, the same properties for
the solution of (1) follow with the usual technique for non homogeneous problems.
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Choosing the regularity: f ∈ L2(0, T ; (L2(Dε))
2), g+, g− ∈ L2((−1/2, 1/2) ×

(0, T )) and introducing the spaces
V ε = {v ∈ (H1(Dε))

2 : div v = 0, v = 0 on ∂Dε\Γ±ε , v1 = 0 on Γ±ε },

B0 = {(b+, b−) ∈ (H2
0 (−1/2, 1/2))2 :

∫ 1/2

−1/2

(b+(x1)− b−(x1))dx1 = 0}

we consider the following variational problem:

Find (u,d) ∈ L2(0, T ;V ε)×H1(0, T ;B0),
with (u′,d′) ∈ L2(0, T ; (V ε)′)×H1(0, T ; (B0)′),
which satisfies a. e. in (0, T ) :

ρf
d

dt

∫
Dε

u ·ϕ+ 2

∫
Dε

µεD(u) : D(ϕ) + ρh
d

dt

∫ 1/2

−1/2

∂d

∂t
· b +

1

δ

∫ 1/2

−1/2

∂2d

∂x2
1

· ∂
2b

∂x2
1

+ν

∫ 1/2

−1/2

∂3d

∂x2
1∂t
· ∂

2b

∂x2
1

=

∫
Dε

f ·ϕ+

∫ 1/2

−1/2

g · b, ∀ϕ ∈ V ε,b ∈ B0, ϕ2 = b± on Γ±ε ,

u2 =
∂d±
∂t

on Γ±ε ,

u(0) = 0,d(x1, 0) =
∂d

∂t
(x1, 0) = 0.

(3)

Here and below, d = (d+, d−), b = (b+, b−), (the couples of functions). The relation
of (3) holds a. e. in (0, T ). Indeed, let us consider first this relation in the sense
of distributions; we see that all the terms except the first and the third belong to
L2(0, T ) for arbitrary test functions ϕ and b. So, we can conclude that the time
derivatives in the first and the third terms exist and belong to L2(0, T ).

We obtain, following step by step the proof of Theorem 3.1, [12], the following
result:

Theorem 3.1. The variational problem (3) has a unique solution, (u,d), with
(u′,d′′) ∈ L2(0, T ; (L2(Dε))

2)× L2(0, T ; (L2(−1/2, 1/2))2).

Proof. Let the right hand side functions f and g be zero. Taking the test functions
ϕ = u and b = ∂d

∂t we get the following identity

ρf
d

dt

∫
Dε

u2 + 2

∫
Dε

µεD(u) : D(u) + ρh
d

dt

∫ 1/2

−1/2

(∂d

∂t

)2

+
1

δ

d

dt

∫ 1/2

−1/2

(∂2d

∂x2
1

)2

+
ν

2

∫ 1

0

( ∂3d

∂x2
1∂t

)2

= 0.

Integrating from 0 to t this equality and taking into account the initial conditions,
we obtain: u = 0 a. e. in (0, T ) and d = 0 a. e. in (0, T ). Hence, the problem (3)
has a unique solution.

The existence of solution is proved by the Galerkin’s method as in Theorem 3.1,
[12], replacing the Laplacian by the operator 2div(µεD(.)), functions ϕj by ϕ±j equal

to βje2 respectively on Γ±ε and vanishing on the opposite side of the boundary.

Applying the De Rham’s lemma we prove that there exists a distribution q sat-
isfying the equation

ρf
∂u

∂t
− 2div(µεD(u))− f = −∇q.
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Multiplying this equation by a test function and integrating we prove that there
exists a distribution p, such that it satisfies the equations of (1) in the sense of
distributions. Improving the smoothness of solution u we can prove that:

Corollary 3.1. There exists a unique function p ∈ L2(0, T ;H1(Dε)) such that
(u, p) satisfies (1)1 in L2(0, T ; (L2(Dε))

2).

As in Theorem 3.1, [12], we obtain the following a priori estimates, which will be
used in order to establish the error between the exact and the asymptotic solutions.

Corollary 3.2. Let (u, p, d±) be the solution of the problem (1) corresponding
to the data f , g± from the spaces mentioned above. We introduce the notation:
g = (g+, g−). Then the following estimates hold:

‖u‖L∞(0,T ;(L2(Dε))2) ≤ C(‖f‖L2(0,T ;(L2(Dε))2) + ‖g‖L2(0,T ;(L2(−1/2,1/2))2)),∥∥∥∂d±
∂t

∥∥∥
L∞(0,T ;L2(−1/2,1/2))

≤ C(‖f‖L2(0,T ;(L2(Dε))2) + ‖g‖L2(0,T ;(L2(−1/2,1/2))2)),∥∥∥∂2d±
∂x2

1

∥∥∥
L∞(0,T ;L2(−1/2,1/2))

≤Cδ1/2(‖f‖L2(0,T ;(L2(Dε))2)+‖g‖L2(0,T ;(L2(−1/2,1/2))2)),

‖D(u)‖L2(0,T ;(L2(Dε))2) ≤ C(‖f‖L2(0,T ;(L2(Dε))2) + ‖g‖L2(0,T ;(L2(−1/2,1/2))2)),∥∥∥ ∂3d±
∂x2

1∂t

∥∥∥
L2((−1/2,1/2)×(0,T ))

≤ C(‖f‖L2(0,T ;(L2(Dε))2)+‖g‖L2(0,T ;(L2(−1/2,1/2))2)),

‖∇p‖L2(0,T ;(H−1(Dε))2) ≤
C

δ1/2
(‖f‖L2(0,T ;(L2(Dε))2) + ‖g‖L2(0,T ;(L2(−1/2,1/2))2)).

(4)

Remark 3.1. The constant C which appears in the previous inequalities is inde-
pendent of ε. Since f is defined on Dε × (0, T ), ‖f‖L2(0,T ;(L2(Dε))2) may depend on
ε. The classical formulation (1) and the variational formulation (3) are equivalent
in the following sense: Let (u, p,d) be a classical solution of (1). Then (u,d) is a
solution for (3).

Conversely, let (u,d) be a solution of (3). Then (u, p,d) satisfies (1) a. e. in
(0, T ), with p the unique function introduced in Theorem 3.1.

4. Asymptotic expansions. Assume that
ψ, g± ∈ C∞([−1/2, 1/2]× [0, T ]),

f = f1(x1, t) e1, f1 ∈ C∞([−1/2, 1/2]× [0, T ]),

∃ t∗ < T s. t. f1(x1, t) = g(x1, t) = ψ(ξ2, t) = 0
in [−1/2, 1/2]× [−1/2, 1/2]× [0, t∗].

(5)

In the sequel we take δ = εγ , with γ ∈ N, γ ≥ 3.
The asymptotic solution approximating the periodic flow in an infinite rectangle

(see [12]) is modified by using two types of correctors: the first type corresponds to
the variable viscosity and the second one represents the boundary layer functions,
corresponding to the boundary conditions.
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The asymptotic solution for the periodic case is (see [12]):



u(K)(x1,
x2

ε
, t) =

K∑
j=0

εj+2u1,j

(
x1,

x2

ε
, t)e1 +

K∑
j=0

εj+3u2,j

(
x1,

x2

ε
, t)e2,

p(K)(x1,
x2

ε
, t) =

K∑
j=0

εj+1pj
(
x1,

x2

ε
, t) +

K∑
j=0

εjqj
(
x1, t),

d
(K)
± (x1, t) =

K∑
j=0

εj+γd± j
(
x1, t).

(6)

where ui,j , pj , qj , d± j are some smooth functions. This ansatz should be completed
with two boundary layer correctors.

a) The first type of correctors is the one introduced in [13] for the non periodic
case with constant viscosity to repair the traces of ansatz (6) at the ends of the
channel. For i ∈ {−1/2, 1/2} we define:



u
(K) i
bl

(x
ε
, t
)

=

K∑
j=0

εj+2u
(i)
j

(x
ε
, t
)
,

p
(K) i
bl

(x
ε
, t
)

=

K∑
j=0

εj+1p
(i)
j

(x
ε
, t
)
,

d
(K) i
± bl

(x1

ε
, t
)

=

K∑
j=0

εj+γd
(i)
± j
(x1

ε
, t
)
.

(7)

Its terms decay exponentially as |x± 1/2|/ε tends to infinity.
b) The second type is introduced to repair the discrepancy generated by the

difference between the constant and variable viscosities in the neighborhood of the
origin. We define these functions as follows:



u(K)
µ

(x
ε
, t
)

=

K∑
j=0

εj+2uµj
(x
ε
, t
)
,

p(K)
µ

(x
ε
, t
)

=

K∑
j=0

εj+1pµj
(x
ε
, t
)
,

d
(K)
±µ
(x1

ε
, t
)

=

K∑
j=0

εj+γ dµ± j
(x1

ε
, t
)
,

(8)

where the terms tend to zero as |x|/ε tends to infinity.
So, the asymptotic solution contains the regular part of the solution, the correc-

tors corresponding to the boundary conditions at the ends and the boundary layer
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functions corresponding to the variations of viscosity:

û(K)(x, t) = u(K)(x1,
x2

ε
, t) + u

(K)−1/2
bl

(x
ε

+
1

2ε
e1, t

)
+u

(K) 1/2
bl

(x
ε
− 1

2ε
e1, t

)
+ u(K)

µ

(x
ε
, t
)
,

p̂(K)(x, t) = p(K)(x1,
x2

ε
, t) + p

(K)−1/2
bl

(x
ε

+
1

2ε
e1, t

)
+p

(K) 1/2
bl

(x
ε
− 1

2ε
e1, t

)
+ p(K)

µ

(x
ε
, t
)
,

d̂
(K)
± (x1, t) = d

(K)
± (x1,

x2

ε
, t) + d

(K)−1/2
bl

(x1 + 1/2

ε
, t
)

+d
(K) 1/2
bl

(x1 − 1/2

ε
, t
)

+ d
(K)
±µ

(x1

ε
, t
)
.

(9)

Substituting these expressions (9) in problem (1), and collecting together the
terms of the same order with respect to small parameter ε, we get the chain of
problems for the terms of ansatz (9).

In the sequel we introduce the new variable ξ = x
ε . The boundary layer func-

tions corresponding to the viscosity are defined for ξ1 ∈ (−∞,∞). As we previously
said, we should construct the boundary layer corrector exponentially stabilizing to
zero at infinities. On the other hand, it is known that the Stokes problem with
an exponentially decaying right hand side in an infinite strip has a solution with
the velocity satisfying this condition of the stabilization to zero at ±∞ while the
pressure stabilizes to some constants. One of these constants (for instance, corre-
sponding to −∞) may be chosen equal to zero, but the other one (corresponding to
+∞) may be different from zero. We will subtract this constant from the pressure
on the half-strip corresponding to positive values of the longitudinal variable. Con-
sequently, the pressure (and so the stress) becomes discontinuous. To compensate
this stress gap we will impose the opposite stress gap for the macroscopic pressure.

In the sequel, all the functions with the index + are defined for x1 > 0 (or
ξ1 > 0) and those with the index − are defined for x1 < 0 (or ξ1 < 0). We
shall use the notation: Π = R × (−1/2, 1/2), Π+ = (0,∞) × (−1/2, 1/2),Π− =
(−∞, 0)× (−1/2, 1/2).

4.1. The leading term. This subsection is devoted to the description of the lead-
ing term of the asymptotic solution (9), for two different cases with respect to
γ : γ > 3 and γ = 3.

We begin the description of the leading term of (9) with the correctors corre-
sponding to the boundary conditions.

The problems for the leading term of the correctors corresponding to
the boundary conditions

The problem for the velocity-pressure correctors corresponding to the left end is:

−2divξ(µ0Dξ(u
(−1/2)
0 )) +∇ξp(−1/2)

0 = 0 in Π+ × (0, T ),

divξu
(−1/2)
0 = 0 in Π+ × (0, T ),

u
(−1/2)
0 (ξ1,±1/2, t) = 0,

u
(−1/2)
0 (0, ξ2, t) =

(
ψ(ξ2, t)− u−1,0(−1/2, ξ2, t)

)
e1,

u
(−1/2)
0 → 0, p

(−1/2)
0 → 0 uniformly, when ξ1 →∞.

(10)
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The boundary layer pair for the right end, (u
(1/2)
0 , p

(1/2)
0 ), satisfies a similar

problem in Π− × (0, T ).
Now let us describe the problems for the leading term of the regular part of the

asymptotic solution and of the correctors corresponding to the variable viscosity.

4.1.1. The case γ > 3. a) The problem for the leading term of the regular
part of the asymptotic solution

First, let us specify functions (q0, d±0). Three functions: first d0 = d+0 + d−0

and then q0, d+0 are determined by solving the following problems: the Dirichlet
problem for the forth order differential equation in (−1/2, 1/2)× (0, T )

∂4d0

∂x4
1

(x1, t) = g−(x1, t) + g+(x1, t),

d0(−1/2, t) = d0(1/2, t) = 0,

∂d0

∂x1
(−1/2, t) =

∂d0

∂x1
(1/2, t) = 0,

(11)

and the system in (−1/2, 1/2)× (0, T )

∂q0

∂x1
= f1 − 12µ

∫ 1/2

−1/2

ψ(ξ2, t)dξ2,

∂4d+0

∂x4
1

= q0 + g+,

d+0(−1/2, t) = d+0(1/2, t) = 0,

∂d+0

∂x1
(−1/2, t) =

∂d+0

∂x1
(1/2, t) = 0,

2

∫ 1/2

−1/2

d+0(x1, t)dx1 =

∫ 1/2

−1/2

d0(x1, t)dx1.

(12)

b) The problem for the leading term of the correctors corresponding
to the variable viscosity

At the second step let us define the boundary layer correctors (uµ0 , p
µ±

0 ) :

−2divξ(µ0Dξ(u
µ
0 )) +∇ξpµ

±

0 = −12
(∫ 1/2

−1/2

ψ(ξ2, t)dξ2

)
(

(ξ2
∂(µ− µ0)

∂ξ2
+ (µ− µ0))e1 + ξ2

∂(µ− µ0)

∂ξ1
e2

)
in Π± × (0, T ),

divξu
µ
0 = 0 in Π× (0, T ),

uµ0 (ξ1,±1/2, t) = 0,

[uµ0 ]/ξ1=0 = 0,

[−pµ0 I + 2µ0Dξ(u
µ
0 )]/ξ1=0e1 = c0(t)e1,

uµ0 → 0 uniformly, when ξ1 → ±∞,

pµ
+

0 → 0 uniformly, when ξ1 →∞,

pµ
−

0 → 0 uniformly, when ξ1 → −∞.

(13)
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Here c0 is a function defined in the following way: we consider (13) with condition
(13)4 replaced by [−pµ0 I+2µ0Dξ(u

µ
0 )]/ξ1=0e1 = 0 and with condition (13)7 replaced

by pµ
+

0 → c0(t) uniformly, when ξ1 → ∞; let (ūµ0 , p̄
µ
0 ) be solution to this problem

(its existence follows from [6], [11]); then we set uµ0 = ūµ0 , p
µ−

0 = p̄µ0 , p
µ+

0 = p̄µ0−c0(t).
c) The overall leading term of the asymptotic solution

The asymptotic solution can be now written as follows:

u(x1, x2, t) = −6
(∫ 1/2

−1/2

ψ(ξ2, t)dξ2

)(
x2

2 −
ε2

4

)
e1 + ε2

(
u

(−1/2)
0 (

x

ε
+

1

2ε
e1, t)+

u
(1/2)
0 (

x

ε
− 1

2ε
e1, t) + uµ0 (

x

ε
, t)
)
+r1

ε, (x1,x2,t)∈(−1/2, 1/2)×(−ε/2, ε/2)×(0, T )

p(x1, x2, t) = q0(x1, t) + ε
(
p

(−1/2)
0 (

x

ε
+

1

2ε
e1, t) + p

(1/2)
0 (

x

ε
− 1

2ε
e1, t)

+pµ
+

0 (
x

ε
, t)
)

+ r2+
ε , (x1, x2, t) ∈ (0, 1/2)× (−ε/2, ε/2)× (0, T )

p(x1, x2, t) = q0(x1, t) + ε
(
p

(−1/2)
0 (

x

ε
+

1

2ε
e1, t) + p

(1/2)
0 (

x

ε
− 1

2ε
e1, t)

+pµ
−

0 (
x

ε
, t)
)

+ r2−
ε , (x1, x2, t) ∈ (−1/2, 0)× (−ε/2, ε/2)× (0, T )

d±(x1, t) = εγ d±0(x1, t) + r3
±ε, (x1, t) ∈ (−1/2, 1/2)× (0, T ),

(14)
where r1

ε, r
2±
ε , r3

±ε are residuals which will be estimated in the last section: r1
ε =

O(ε3), r2±
ε = O(ε) in the norm L2((0, T );L2(Ωε)) and r3

±ε = O(εγ+1) in the norm
L2((0, T );L2(−1/2, 1/2)).

Mention that problems (10), (11), (12), (13) have unique solutions, so the leading
term of the asymptotic solution is completly determined by solving these problems.

4.1.2. The case γ = 3. In this case, the main term of the regular part of the
asymptotic solution is different from that obtained for γ > 3. We obtain a greater
transversal velocity, since in this case u2,0(x1,

x2

ε , t) 6= 0.
a) The problem for the leading term of the regular part of the asymp-

totic solution
First, as above, solve the Dirichlet problem (11) for the forth order differential

equation in (−1/2, 1/2)× (0, T ) and find d0, then we solve the sixth order parabolic
initial boundary problem in (−1/2, 1/2)× (0, T ) for the displacement of the upper
elastic boundary:

∂d+0

∂t
(x1, t)−

1

24µ

∂6d+0

∂x6
1

= − 1

24µ

(∂2g+

∂x2
1

(x1, t) +
∂f1(x1, t)

∂x1

)
+

1

2

∂d0

∂t
(x1, t),

d+0(−1/2, t) = d+0(1/2, t) = 0,

∂d+0

∂x1
(−1/2, t) =

∂d+0

∂x1
(1/2, t) = 0,

(∂5d+0

∂x5
1

)
(−1/2, t) = f1(−1/2, t) +

∂g+

∂x1
(−1/2, t)− 12µ

∫ 1/2

−1/2

ψ(ξ2, t)dξ2,

2

∫ 1/2

−1/2

d+0(x1, t)dx1 =

∫ 1/2

−1/2

d0(x1, t)dx1,

d+0(x1, 0) = 0.

(15)
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We mention that integrating equation (15)1 in time and space it is easy to see
that conditions (15)4-(15)5 imply the following relation

(∂5d+0

∂x5
1

)
(1/2, t) = f1(1/2, t) +

∂g+

∂x1
(1/2, t)− 12µ

∫ 1/2

−1/2

ψ(ξ2, t)dξ2.

Finally, define d−0 = d0 − d+0 and



q0(x1, t) =
∂4d+0

∂x4
1

(x1, t)− g+(x1, t),

u±1,0(x1, ξ2, t) =
1

2µ

(
(
∂q0

∂x1
)±(x1, t)− f1(x1, t)

)(
ξ2
2 −

1

4

)
,

u2,0(x1, ξ2, t) =
∂d−0

∂t
(x1, t)− 6

∂

∂t
(d+0(x1, t)− d−0(x1, t))

∫ ξ2

−1/2

(
τ2 − 1

4

)
dτ.

(16)

b) The problem for the leading term of the correctors corresponding
to the variable viscosity

At the second step let us define the boundary layer correctors (uµ0 , p
µ±

0 ) :



−2divξ(µ0Dξ(u
µ±

0 )) +∇ξpµ
±

0 =
1

µ

(( ∂q0

∂x1

)
(0, t)− f1(0, t)

)
(

(ξ2
∂(µ− µ0)

∂ξ2
+ (µ− µ0))e1 + ξ2

∂(µ− µ0)

∂ξ1
e2

)
in Π± × (0, T ),

divξu
µ±

0 = 0 in Π± × (0, T ),

uµ
±

0 (ξ1,±1/2, t) = 0,

[uµ0 ]/ξ1=0 = 0,

[−pµ0 I + 2µ0Dξ(u
µ
0 )]]/ξ1=0e1 = c0(t)e1,

uµ
+

0 → 0 uniformly, when ξ1 →∞, uµ
−

0 → 0 uniformly, when ξ1 → −∞,

pµ
+

0 → 0 uniformly, when ξ1 →∞, pµ
−

0 → 0 uniformly, when ξ1 → −∞.

(17)

Here c0 is defined in the same way as in (13).
c) The overall leading term of the asymptotic solution
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The asymptotic solution is given by:

u(x1, x2, t)=ε
2
(
u+

1,0(x1,
x2

ε
, t)e1 + u

(−1/2)
0 (

x

ε
+

1

2ε
e1, t)

+u
(1/2)
0 (

x

ε
− 1

2ε
e1, t) + uµ+

0 (
x

ε
, t)
)

+ ε3u2,0(x1,
x2

ε
, t)e2 + R1+

ε ,

(x1, x2, t) ∈ (0, 1/2)× (−ε/2, ε/2)× (0, T ),

u(x1, x2, t)=ε
2
(
u−1,0(x1,

x2

ε
, t)e1 + u

(−1/2)
0 (

x

ε
+

1

2ε
e1, t)

+u
(1/2)
0 (

x

ε
− 1

2ε
e1, t) + uµ−0 (

x

ε
, t)
)

+ ε3u2,0(x1,
x2

ε
, t)e2 + R1−

ε ,

(x1, x2, t) ∈ (−1/2, 0)× (−ε/2, ε/2)× (0, T ),

p(x1, x2, t) = q0(x1, t) + ε
(
p

(−1/2)
0 (

x

ε
+

1

2ε
e1, t) + p

(1/2)
0 (

x

ε
− 1

2ε
e1, t)

+pµ+
0 (xε , t)

)
+R2+

ε , (x1, x2, t) ∈ (0, 1/2)× (−ε/2, ε/2)× (0, T ),

p(x1, x2, t) = q0(x1, t) + ε
(
p

(−1/2)
0 (

x

ε
+

1

2ε
e1, t) + p

(1/2)
0 (

x

ε
− 1

2ε
e1, t)

+pµ−0 (xε , t)
)

+R2−
ε , (x1, x2, t) ∈ (−1/2, 0)× (−ε/2, ε/2)× (0, T ),

d±(x1, t) = ε3 d±0(x1, t) +R3
±ε, (x1, t) ∈ (0, 1/2)× (0, T ).

(18)

The residuals satisfy the same estimates as in the case γ > 3.
More details for the order of the residuals with respect to some corresponding

norms will be established in the last section.
The influence of the variable viscosity in this approximation is represented by

the boundary layer term (uµ
±

0 , pµ
±

0 ).

5. Problems, properties of the correctors, the order of solving the prob-
lems. The first subsection of this section is devoted to the jump conditions. The
regular part of the asymptotic solution and the correctors corresponding to the vis-
cosity have jumps in 0. In the sequel we shall obtain the relations between these
jumps.

5.1. The jump relations. We shall denote by [·] the jump of a function in x1 = 0
or ξ1 = 0. The jump relations are obtained as a consequence of the regularity of the
asymptotic solution given below:

[û(K)]/x1=0 = 0,

[−p̂(K)I + 2µ0Dx(û(K))]/x1=0e1 = 0,[∂ad̂(K)
±

∂xa1

]
/x1=0

= 0, a ∈ {0, 1, 2, 3}.

(19)

From the previous system we obtain the following jump relations:
• The jump conditions for the velocity{

[u1,l]/x1=0 + [uµ1,l]/ξ1=0 = 0,

[u2,l−1]/x1=0 + [uµ2,l]/ξ1=0 = 0.
(20)
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• The jump condition involving the pressure(
−([pl−1]/x1=0+[ql]/x1=0+[pµl−1]/ξ1=0)+2µ0

([∂u1,l−2

∂x1

]
/x1=0

+
[∂uµ1,l−1

∂ξ1

]
/ξ1=0

))
e1

+µ0

([∂u1,l−1

∂ξ2

]
/x1=0

+
[∂uµ1,l−1

∂ξ2

]
/ξ1=0

+
[∂u2,l−3

∂x1

]
/x1=0

+
[∂uµ2,l−1

∂ξ1

]
/ξ1=0

)
e2 = 0.

(21)
• The jump conditions for the displacement[∂ad±l−a

∂xa1

]
/x1=0

+
[∂adµ±l
∂ξa1

]
/ξ1=0

= 0, a ∈ {0, 1, 2, 3}. (22)

5.2. Problems for (u±l , p
±
l , q

±
l , d

±
± l). Introducing the asymptotic expansions into

(1) and identifying the coefficients of the powers of ε we obtain for (u+
l , p

+
l , q

+
l , d

+
± l)

the following problem in (0, 1/2)× (−1/2, 1/2)× (0, T ):

−µ
∂2u+

1,l

∂ξ2
2

+
∂q+
l

∂x1
= f1δl0 −

∂p+
l−1

∂x1
+ µ

∂2u+
1,l−2

∂x2
1

− ρf
∂u+

1,l−2

∂t
,

∂p+
l

∂ξ2
= µ

(∂2u+
2,l−3

∂x2
1

+
∂2u+

2,l−1

∂ξ2
2

)
− ρf

∂u+
2,l−3

∂t

∂u+
1,l

∂x1
+
∂u+

2,l

∂ξ2
= 0,

u+
l

(
x1,±1/2, t

)
=
∂d+
± l+3−γ

∂t
(x1, t)e2,

∂4d+
+ l

∂x4
1

− q+
l = g+δl0 − ρh

∂2d+
+ l−γ

∂t2
− ν

∂5d+
+ l−γ

∂x4
1∂t

+ p+
l−1/ξ2=1/2,

∂4d+
− l

∂x4
1

+ q+
l = g−δl0 − ρh

∂2d+
− l−γ

∂t2
− ν

∂5d+
− l−γ

∂x4
1∂t

− p+
l−1/ξ2=−1/2,

d+
± l(1/2, t) = −d(1/2)

± l (0, t),

∂d+
± l

∂x1
(1/2, t) = −

∂d
(1/2)
± l+1

∂ξ1
(0, t).

(23)

Remark 5.1. We obtain a similar problem for the functions (u−l , p
−
l , q

−
l , d

−
± l) in

(−1/2, 0)× (−1/2, 1/2)× (0, T ).

Introducing now the asymptotic expansions into (2), we get∫ 1/2

−1/2

(d+ l(x1, t)− d− l(x1, t))dx1 = −
∫ ∞
−∞

(dµ+ l−1(ξ1, t)− dµ− l−1(ξ1, t))dξ1

−
∫ 0

−∞
(d

(1/2)
+ l−1(ξ1, t)− d(1/2)

− l−1(ξ1, t))dξ1 −
∫ ∞

0

(d
(−1/2)
+ l−1 (ξ1, t)− d(−1/2)

− l−1 (ξ1, t))dξ1.

(24)

Remark 5.2. The junction conditions for (u+
l , p

+
l , q

+
l , d

+
± l) and (u−l , p

−
l , q

−
l , d

−
± l)

will be obtained below from the compatibility condition (26), derived in the next
subsection.
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5.3. Problems for (u
(−1/2)
l , p

(−1/2)
l , d

(−1/2)
± l ), (u

(1/2)
l , p

(1/2)
l , d

(1/2)
± l ). For the bound-

ary layers corresponding to the left side we obtain two decoupled problems: the first

one for (u
(−1/2)
l , p

(−1/2)
l ) and the second one corresponding to the displacements

d
(−1/2)
± l .

The problem:

−2divξ(µ0Dξ(u
(−1/2)
l )) +∇ξp(−1/2)

l = −ρf
∂u

(−1/2)
l−2

∂t
in Π+ × (0, T ),

divξu
(−1/2)
l = 0 in Π+ × (0, T ),

u
(−1/2)
l (ξ1,±1/2, t) =

∂d
(−1/2)
± l+2−γ

∂t
(ξ1, t)e2,

u
(−1/2)
l (0, ξ2, t) = ψ(ξ2, t)δl0 − u−1,l(−1/2, ξ2, t)e1 − u−2,l−1(−1/2, ξ2, t)e2,

u
(−1/2)
l → 0, p

(−1/2)
l → 0 uniformly, when ξ1 →∞,

(25)

gives the boundary layer correctors for the velocity and for the pressure correspond-
ing to the left end.

Mention that the following compatibility condition holds:

d

dt

∫ ∞
0

(
d

(−1/2)
+ l+2−γ − d

(−1/2)
− l+2−γ

)
(ξ1, t)dξ1 +

∫ 1/2

−1/2

u−1,l(−1/2, ξ2, t)dξ2

−δl0
∫ 1/2

−1/2

ψ(ξ2, t)dξ2 = 0.

(26)

Remark 5.3. Due to the regularity of the boundary layer pressure at infinity, this
function is uniquely defined without any additional condition. The compatibility
relation (26) generates an additional condition for the problem (23), as we shall see
at the end of this section.

The boundary layer correctors for the displacements, corresponding to the left
end of the channel, are obtained as solutions of the following problems:

∂4d
(−1/2)
± l
∂ξ4

1

= −ρh
∂2d

(−1/2)
± l−4−γ

∂t2
− ν

∂5d
(−1/2)
± l−γ

∂ξ4
1∂t

± p(−1/2)
l−5 /ξ2=±1/2

in (0,∞)× (0, T ),

∂ad
(−1/2)
± l
∂ξa1

→ 0 uniformly, when ξ1 →∞, ∀ a ∈ {0, 1, 2, 3}.

(27)

In a similar way we introduce the boundary layer correctors corresponding to
the right end of the channel. The boundary layers for the velocity and pressure are
defined on Π−× (0, T ) and the boundary layers for the displacement are defined on
(−∞, 0)× (0, T ).

Remark 5.4. For γ > 3 all the problems (23), (25) and (27) are steady-state, while
for γ = 3 only problems (25) and (27) are steady-state, the time variable appears in
these cases as a parameter. However, all unknowns must satisfy the homogeneous
conditions for t = 0. These conditions hold due to the hypothesis (5)3.

An important property of the boundary layers in the channel is the property of
their exponential stabilization to zero at the infinity. This property insures their
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presence in some small neighborhood of the ends and of the middle point of the
channel. They can be neglected out of the circles of diameter of order εln(ε), havind
the centres at the ends and the middle point. Let us formulate the corresponding
theorem.

Theorem 5.1. For all l ∈ N, the problem (25) has a unique solution (u
(−1/2)
l ,

p
(−1/2)
l ) and (27) a unique solution d

(−1/2)
± l . There exist αl, Ml > 0, such that for

all R > 1/2 and for all t ∈ [0, T ]

‖u(−1/2)
l (t)‖(H1(Π+∩{ξ1>R}))2 ≤Ml exp(−αlR),

‖∇p(−1/2)
l (t)‖(L2(Π+∩{ξ1>R}))2 ≤Ml exp(−αlR),∣∣∣∂md(−1/2)
± l
∂ξm1

(t)
∣∣∣ ≤Ml exp(−αl ξ1), ∀ m ∈ N, ξ1 > 1.

(28)

Moreover, the property p
(−1/2)
l → 0 when ξ1 →∞ yields:

|p(−1/2)
l (ξ1, ξ2, t)| ≤Ml exp(−αl ξ1), ∀ ξ1 > 1, ξ2 ∈ (−1/2, 1/2). (29)

Proof. The existence and uniqueness of u
(−1/2)
l and the existence of p

(−1/2)
l are

obtained in a classical way. The uniqueness of p
(−1/2)
l is a consequence of (25)5.

The estimates stated by this theorem will be proved recursively with respect to l.
For any R > 1/2 we define Π+

R = Π+ ∩ {ξ1 > R}.
For l = 0 (25) becomes:

−2µ∆ξu
(−1/2)
0 +∇ξp(−1/2)

0 = 0 in Π+
R × (0, T ),

divξ u
(−1/2)
0 = 0 in Π+

R × (0, T ),

u
(−1/2)
0 (ξ1,±

1

2
, t) = 0

u
(−1/2)
0 (0, ξ2, t) = −u1,0(−1/2, ξ2, t)e1 + ψ(ξ2, t)e1,

u
(−1/2)
0 → 0, p

(−1/2)
0 → 0 uniformly, when ξ1 →∞,

(30)

The previous problem is similar to the problems studied in [6], Ch. VI. The differ-
ence is that our problem depends on a parameter, the time variable. Hence, we can
obtain the exponential decay of the boundary layer correctors as in [6], not with
constants α0, M0, but with functions depending on t. To obtain (28) for l = 0, we
follow the ideas of Proposition 4.1, [13]: we prove the boundedness of M0 and the
positiveness of α0 uniformly with respect to the time variable.

Taking into account the problem satisfied by the boundary layer correctors cor-

responding to the displacements, (27), it follows that the functions d
(−1/2)
± l are equal

to zero at least for l = 0, 1, ..., 4.

We suppose that the estimates (28) are satisfied for 0, 1, ..., l − 1 and we prove
them for l.

In contrast with (30), in (25) we have, for a general value of l, non homogeneous
right hand sides in (25)1 and (25)3. For this reason, the technique of [6] cannot be
applied directly. To overcome this difficulty, we proposed in [13] a method based
on the construction of several auxiliary functions. We extend this method for the
present case, when both the upper and the lower boundaries are elastic.
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The first auxiliary function is

v
(−1/2)
l (ξ1, ξ2, t) = u

(−1/2)
l (ξ1, ξ2, t)

−
(

(ξ2+
1

2
)
∂d

(−1/2)
+ l+2−γ

∂t
(ξ1, t)− (ξ2−

1

2
)
∂d

(−1/2)
− l+2−γ

∂t
(ξ1, t)

)
e2.

(31)

In contrast with u
(−1/2)
l , this new function satisfies homogeneous boundary condi-

tions, but is not a divergence free function.
We follow the same steps as in [13] introducing the new function

ζ(R, ξ2, t) = (v
(−1/2)
l )1(R, ξ2, t)−

∫ ∞
R

∂(d
(−1/2)
+ l+2−γ − d

(−1/2)
− l+2−γ)

∂t
(ξ1, t)dξ1. (32)

Repeating literally the arguments of the proofs of Theorem 4.1 and Proposition 4.1
of [13] we complete the proof of the theorem.

Similar results can be proved for the boundary layer functions corresponding to
the right end.

5.4. Problems for (uµ
±

l , pµ
±

l , dµ
±

± l). This section is devoted to the study of the
problems satisfied by the boundary layer correctors corresponding to the variable

viscosity. Since the problems for (uµ
±

l , pµ
±

l ) and for dµ
±

± l are not coupled, we can
solve them separately. We notice that the situation is different for these two prob-

lems: the problems for dµ
+

± l and for dµ
−

± l are independent one from the other, with
a solution uniquely determined by “the stabilization to zero” conditions at ∞ and

−∞, respectively. Their unique solutions dµ
+

± l and dµ
−

± l , respectively, substituted into

(22), will give four jump relations for d±± l and their x1−derivatives up to the third

order. In contrast with this situation, the problems for (uµ
+

l , pµ
+

l ) and (uµ
−

l , pµ
−

l )
can not be solved separately. They are solved together with the jump conditions
(20) and (21).

Consider first the problems for the correctors corresponding to the displacements.
The functions defined in (0,∞)× (0, T ) are given by the following obvious result:

Theorem 5.2. The correctors corresponding to the variable viscosity for the dis-
placement in (0,∞)× (0, T ) are the unique solution of the problem

∂4dµ
+

± l
∂ξ4

1

= −ρh
∂2dµ

+

± l−4−γ

∂t2
− ν

∂5dµ
+

± l−γ

∂ξ4
1∂t

± pµ
+

l−5/ξ2=±1/2,

∂adµ
+

± l
∂ξa1

→ 0 uniformly, when ξ1 →∞, ∀ a ∈ {0, 1, 2, 3}.

(33)

In a similar way we define the functions dµ
−

± l .

The central part of the present paper is to solve the problem for (uµ
±

l , pµ
±

l ). To
this end, we introduce the following notations:

Ψl(ξ2, t) = −[u1,l]/x1=0e1 − [u2,l−1]/x1=0e2,

ϕl(ξ2, t) = µ0

(
− 2
[∂u1,l−1

∂x1

]
/x1=0

e1 −
([∂u1,l

∂ξ2

]
/x1=0

+
[∂u2,l−2

∂x1

]
/x1=0

)
e2

)
,

Φl(ξ2, t) = [pl]/x1=0e1 +ϕl.

(34)
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The existence and uniqueness of the boundary layer correctors corresponding to the
velocity-pressure are obtained in several steps in the next theorem.

Theorem 5.3. For any t ∈ (0, T ), there exists the unique pairs (uµ
+

l (t), pµ
+

l (t)) ∈
(H1(Π+))2 × L2(Π+), (uµ

−

l (t), pµ
−

l (t)) ∈ (H1(Π−))2 × L2(Π−) and a real number
Ql such that,

−2divξ(µ0Dξ(u
µ±
l (t))) +∇ξpµ

±

l (t) = A±l (t)− ρf
∂uµ

±

l−2(t)

∂t
in Π±,

divξu
µ±

l (t) = 0 in Π±,

uµ
±

l (ξ1,±1/2, t) =
∂dµ

±

± l+2−γ

∂t
(ξ1, t)e2,

[uµl ]/ξ1=0 = Ψl(ξ2, t),

[−pµl I + 2µ0Dξ(u
µ
l )]/ξ1=0e1 = Φl(ξ2, t) +Qle1,

uµ
±

l (t)→ 0, uniformly when ξ1 → ±∞,

pµ
±

l (t)→ 0 uniformly, when ξ1 → ±∞.

(35)

Moreover, these functions have an exponential decay at ∞ and −∞, respectively.
A±l = A±l (ξ1, ξ2, t) are continuous functions equal to zero for ξ1 > 1/2(ξ1 <

−1/2, respectively), defined in the following way: we set 2divx((µε−µ)Dx(u±(K))) =∑K
l=0 ε

lA±l (ξ1, ξ2, t)+εK+1rK , and we get A±l as the terms of the Taylor expansion
with respect to x = εξ, where −ε/2 < x1 < ε/2.

Taking into account the definition of Ψl and (20)1, the compatibility condition
for (35) is∫ 1/2

−1/2

[u1,l]/x1=0(ξ2, t)dξ2 +
d

dt

∫ ∞
−∞

(dµ+ l+2−γ − d
µ
− l+2−γ)(ξ1, t)dξ1 = 0. (36)

Proof. The right hand side of (35)1 belongs to L2(Π±) and exponentially stabilizes
to zero. So, the theory of elliptic equations allows us to write the previous system
and the following ones in a classical sense.

Denoting by (ūµl , p̄
µ
l ) the pair defined in Π × (0, T ) by (ūµl , p̄

µ
l )/Π±×(0,T ) =

(ūµ
±

l , p̄µ
±

l ), we consider the following auxiliary problem:

For any t ∈ (0, T ),find (ūµl (t), p̄µl (t)) such that

−2divξ(µ0Dξ(ū
µ
l (t))) +∇ξp̄µl (t) = Al(t)− ρf

∂uµl−2(t)

∂t
in Π,

divξū
µ
l (t) = 0 in Π,

ūµl (ξ1,±1/2, t) =
∂dµ± l+2−γ

∂t
(ξ1, t)e2,

[ūµl ]/ξ1=0 = Ψl(ξ2, t),

[−p̄µl I + 2µ0Dξ(ū
µ
l )]/ξ1=0e1 = Φl(ξ2, t),

ūµ
±

l (t)→ 0, uniformly, when ξ1 → ±∞,

p̄µ
−

l (t)→ 0 uniformly, when ξ1 → −∞.

(37)
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satisfying the same compatibility condition.
Let us prove the existence and uniqueness of the solution of (37): For any t ∈

(0, T ), the problem (37) has the unique solution (ūµl (t), p̄µl (t)), with (ūµl (t), p̄µl (t)) ∈
(H1(Π))2 × L2

loc(Π).
In order to compensate the jumps which appear in (37), we prove the following

auxiliary result:

Proposition 5.1. For the functions Ψl, ϕl given by (34) there exists at least one
function Dl : R× [−1/2, 1/2]× [0, T ] 7→ R2 which satisfies{

[Dl]/ξ1=0 = −Ψl(ξ2, t),

[2µ0Dξ(Dl)]/ξ1=0e1 = −ϕl(ξ2, t).
(38)

Proof. We consider the functions

η0(ξ1) =


1, if ξ1 ∈ [0, 1/4),

1

2

(
1 + cos(2π(ξ1 − 1/4))

)
, if ξ1 ∈ [1/4, 3/4],

0, if ξ1 ∈ (3/4,∞)

(39)

and

η1(ξ1) = ξ1η0(ξ1), (40)

and we construct Dl = D1,le1 +D2,le2, with the components defined as follows:

D1,l(ξ1, ξ2, t) =


0, if ξ1 ≤ 0,

−η0(ξ1)Ψ1,l(ξ2, t)−
1

2
η0(ξ1)ϕ1,l(ξ2, t)

∫ ξ1

0

dτ

µ0(τ, ξ2)
, if ξ1 > 0,

(41)

D2,l(ξ1, ξ2, t) =


0, if ξ1 ≤ 0,

−η0(ξ1)Ψ2,l − η0(ξ1)ϕ2,l

∫ ξ1

0

dτ

µ0(τ, ξ2)
+ η1(ξ1)

∂Ψ1,l

∂ξ2
, if ξ1 > 0.

(42)

The assertion of the proposition follows with obvious computations and the proof
is achieved.

The new function defined by (41)-(42) will help us to replace the unknown pair
(ūµl , p̄

µ
l ), solution for (37), by another pair, (vµl , π

µ
l ), solution of a more convenient

problem. The components of this pair are defined as follows:
vµl (ξ1, ξ2, t) = ūµl (ξ1, ξ2, t) + Dl(ξ1, ξ2, t),

πµl (ξ1, ξ2, t) =

 p̄µ
−

l (ξ1, ξ2, t), if ξ1 ≤ 0,

p̄µ
+

l (ξ1, ξ2, t) + η0(ξ1)[pl]/x1=0(ξ2, t), if ξ1 > 0.

(43)

Remark 5.5. The new pair (vµl , π
µ
l ) coincides with (ūµl , p̄

µ
l ) in Π− × (0, T ) and

satisfies the following jump conditions in ξ1 = 0 :{
[vµl ]/ξ1=0 = [πµl ]/ξ1=0 = 0,

[−πµl I + 2µ0Dξ(v
µ
l )]/ξ1=0e1 = 0.

(44)
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In order to obtain the problem satisfied by (vµl , π
µ
l ) we introduce the following

notations:

Fl = Al − ρf
∂uµl−2

∂t
− 2div (µ0Dξ(Dl)) + χ(Π+)∇ξ(η0[pl]/ξ1=0),

Bl = divξDl,

α±l(ξ1, t) =
∂dµ

+

±l+2−γ

∂t
(ξ1, t) +D2,l(ξ1,±1/2, t),

(45)

where χ(Ω) represents the characteristic function of the set Ω.
Using the previous notations, the next result is obvious:

Lemma 5.1. The pair (ūµl (t), p̄µl (t)) is a solution for (37) if and only if the pair
(vµl (t), πµl (t)) satisfies the following problem in Π:

−2divξ(µ0Dξ(v
µ
l (t))) +∇ξπµl (t) = Fl(t),

divξv
µ
l (t) = Bl(t),

vµl (ξ1,±1/2, t) = α±l(ξ1, t)e2 +D1,l(ξ1,±1/2, t)e1,

vµl (t)→ 0, uniformly, when ξ1 → ±∞,

πµl (t)→ 0 uniformly, when ξ1 → −∞.

(46)

with the compatibility condition∫
Π

Bl(ξ, t)dξ =

∫ ∞
−∞

(α+l(ξ1, t)− α−l(ξ1, t))dξ1. (47)

Proof. The integrals in (47) make sense due to the definition of the functions Bl, α±l
and to the behavior of the correctors corresponding to the viscosity at ±∞. The
equivalence between the two problems stated in Lemma 5.1 is obtained by standard
computations.

The following important result will give the existence and uniqueness of the pair
(vµl , π

µ
l ) and hence, due to the previous lemma, the same result holds for (ūµl , p̄

µ
l ),

too.

Theorem 5.4. The problem (46)-(47) has a unique solution.

Proof. Uniqueness. We suppose that (46)-(47) has 2 solutions and let (vµl (t), πµl (t))
be their difference. It follows that this pair is solution to the homogeneous problem:

−2divξ(µ0Dξ(v
µ
l (t))) +∇ξπµl (t) = 0,

divξv
µ
l (t) = 0,

vµl (ξ1,±1/2, t) = 0,

vµl (t)→ 0, uniformly, when ξ1 → ±∞,

πµl (t)→ 0 uniformly, when ξ1 → −∞

(48)

Since the set Π is bounded in Oξ2 direction, we can apply, for any fixed t, Theorem
2.1, p. 17, [16], and the uniqueness result follows.

Existence. In order to replace (46)-(47) by a problem with homogeneous bound-
ary conditions, we introduce the new function

wµ
l (ξ1, ξ2, t) = vµl (ξ1, ξ2, t)− (ξ2 + 1/2)(D1,l(ξ1, 1/2, t)e1 + α+l(ξ1, t)e2)

+(ξ2 − 1/2)(D1,l(ξ1,−1/2, t)e1 + α−l(ξ1, t)e2).
(49)
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Replacing the function vµl by its expression given by (49) in (46)-(47) and denoting
by Gl and Cl, respectively, the right hand sides of the first two relations of the
problem obtained in this way, we get for the pair (wµ

l (t), πµl (t)):

−2divξ(µ0Dξ(w
µ
l (t))) +∇ξπµl (t) = Gl(t),

divξw
µ
l (t) = Cl(t),

wµ
l (ξ1,±1/2, t) = 0,

wµ
l (t)→ 0, uniformly, when ξ1 → ±∞,

πµl (t)→ 0 uniformly, when ξ1 → −∞.

(50)

Mention that the compatibility condition∫
Π

Cl(ξ, t)dξ = 0 (51)

can be directly checked using (49) and (41).
We consider now the following problem: For any t ∈ (0, T ), find ζl(t) : Π 7→ R2

satisfying: 
divζl(t) = Cl(t),

ζl(ξ1,±1/2, t) = 0,

ζl(t)→ 0, uniformly, when ξ1 → ±∞.

(52)

The existence of a solution of the previous problem in (H1
0 (Π))2 follows using a

result of [6], Ch. III, p. 139.
Finally, we define for t ∈ (0, T ), Wµ

l (t) = wµ
l (t) − ζl(t) and we obtain for

(Wµ
l (t), πµl (t)) the problem

−2divξ(µ0Dξ(W
µ
l (t))) +∇ξπµl (t) = Hl(t),

divξW
µ
l (t) = 0,

Wµ
l (ξ1,±1/2, t) = 0,

Wµ
l (t)→ 0, uniformly, when ξ1 → ±∞,

πµl (t)→ 0 uniformly, when ξ1 → −∞

(53)

for which the existence of a solution in H1
0 (Π) × L2

loc(Π) can be obtained using
again Theorem 2.1, p. 17, [16]. This yields the existence result for (46)-(47), which
completes the proof.

Moreover, taking into account that Wµ
l (t) → 0, uniformly, when ξ1 → ∞ and

the behavior of the right hand side of (53) at ∞, we obtain that πµl (t) → cl(t)
uniformly, when ξ1 →∞, with cl(t) uniquely defined.

Now we define the functions
uµl (ξ1, ξ2, t) = ūµl (ξ1, ξ2, t),

pµl (ξ1, ξ2, t) =

 p̄µ
−

l (ξ1, ξ2, t), for ξ1 < 0,

p̄µ
+

l (ξ1, ξ2, t)− cl(t), for ξ1 > 0,

(54)

with cl(t) introduced previously.
Putting next

[ql+1]/x1=0(t) = cl(t) = Ql (55)
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it follows that (uµl (t), pµl (t)) satisfies exactly the system (35), which yields the exis-
tence of a solution for (35).

The uniqueness of the solution for (35) is proved by the same technique as in
Theorem 5.4.

Remark 5.6. Taking into account the regularity of the data with respect to the
time variable, given by (5), it follows from classical results (see, e. g. [16]) that
all the unknown functions have the same regularity. Consequently, the functions
cl = cl(t) are also smooth functions. Moreover, we obtain for the correctors corre-
sponding to the viscosity the same behavior at ±∞ as for those corresponding to
the boundary conditions, following the steps of Theorem 5.1, i.e. an exponential
decay with the constants independent on t.

5.5. The order of solving the problems. The last part of this section is de-

voted to an analysis of the problems for (u±l , p
±
l , q

±
l , d

±
± l), (u

(−1/2)
l , p

(−1/2)
l , d

(−1/2)
± l ),

(u
(1/2)
l , p

(1/2)
l , d

(1/2)
± l ), (uµ

±

l , pµ
±

l , dµ
±

± l). We shall present step by step the order of
solving the previous problems for different values of γ. All functions with an
index< l are supposed to be known from the previous steps.

1. The case γ> 3. The order of determining the unknown functions in this case
is the following:
• We compute p±l from (23)2 and from the corresponding problem for x1 < 0.

We fix a constant by the condition
∫ 1/2

−1/2
pl(ξ2)dξ2 = 0.

•We integrate twice (23)1 with respect to ξ2 and we use the boundary conditions
(23)4. With a similar computation for u−1,l it follows

u±1,l =
1

2µ

(∂q±l
∂x1

− f1δl0

)
(ξ2

2 − 1/4) + U±1,l−1; (56)

• We substitute u+
1,l given by (56) into (23)3, integrate with respect to ξ2 and

use the boundary condition (23)4 for ξ2 = −1/2. With a similar computation for
u−2,l we get

u±2,l =
∂d±− l+3−γ

∂t
− 1

2µ

(∂2q±l
∂x2

1

− ∂f1

∂x1
δl0

)∫ ξ2

−1/2

(τ2 − 1/4)dτ + U±2,l−1; (57)

• We use the boundary condition (23)4 for ξ2 = 1/2 and, with a similar com-
putation for x1 < 0, we obtain the following differential equation of order 2 for
q±l

∂2q±l
∂x2

1

− ∂f1

∂x1
δl0 = 12µ

∂

∂t
(d±+ l+3−γ − d

±
− l+3−γ) +Q±l−1. (58)

For solving these equations we need 4 conditions. Since we cannot obtain 4 condi-
tions for q±l , we shall combine the problems for q±l with those for d±± l, as we shall
explain in the sequel;

•We compute d
(−1/2)
± l ), d

(−1/2)
± l+1 by solving (27) for l and for l+1; we do the same

computation for determining d
(1/2)
± l ), d

(1/2)
± l+1 from the corresponding problem;

•We determine dµ
+

± l , d
µ+

± l+1, d
µ+

± l+2, d
µ+

± l+3 from (33) for l, l+ 1, l+ 2, l+ 3, respec-

tively; we do the same computation for dµ
−

± l , d
µ−

± l+1, d
µ−

± l+2, d
µ−

± l+3;

• We introduce the notation d±l = d±+l + d±−l. The functions d±l are uniquely
defined as a solution of the system which contains: the differential equation obtained
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by adding (23)5 and (23)6, the corresponding equation for d−l , the 2 boundary
conditions obtained from (23)7,8, the other 2 boundary conditions in x1 = −1/2 and
the 4 jump relations given by (22); then, we replace everywhere d±−l by d±l − d

±
+l;

• We solve the differential system for q±l , d
±
+l which contains the equations

(58), the equation (23)5 and the corresponding equation for d−+l and the follow-
ing 12 conditions: the jump of ql in x1 = 0 known from the previous step; the
jump of ∂ql

∂x1
in x1 = 0 given by introducing (56) into (36), 4 jump relations for

d+l,
∂d+l
∂x1

, ∂
2d+l
∂x2

1
, ∂

3d+l
∂x3

1
given by (22), one boundary condition for

∂q−l
∂x1

(−1/2, t) ob-

tained from (56) and (26), 4 boundary conditions given by (23)7,8 for d+
+l and the

corresponding conditions in x1 = −1/2 for d−+l and, finally, (24);

• With q±l determined before, we obtain from (56) and (57) the functions u±l ;
• We solve (25) and the corresponding problem for the right side and we obtain

(u
(−1/2)
l , p

(−1/2)
l ) and (u

(1/2)
l , p

(1/2)
l ), respectively;

• Finally, we determine (uµ
±

l , pµ
±

l ) by solving (35) following the steps of Theorem
5.3. We determine [ql+1] = Ql.

2. The case γ= 3. The order of determining the unknown functions in this case
is the following:
• We compute p±l from (23)2 and from the corresponding problem for x1 < 0;
• With the same computations as in the previous case, we obtain (56);
• In this case, (57) becomes:

u±2,l =
∂d±− l
∂t
− 1

2µ

(∂2q±l
∂x2

1

− ∂f1

∂x1
δl0

)∫ ξ2

−1/2

(τ2 − 1/4)dτ + U±2,l−1; (59)

• For γ = 3 (58) becomes:

∂2q±l
∂x2

1

− ∂f1

∂x1
δl0 = 12µ

∂

∂t
(d±+ l − d

±
− l) +Q±l−1; (60)

•We compute d
(−1/2)
± l ), d

(−1/2)
± l+1 by solving (27) for l and for l+1; we do the same

computation for determining d
(1/2)
± l ), d

(1/2)
± l+1 from the corresponding problem;

•We determine dµ
+

± l , d
µ+

± l+1, d
µ+

± l+2, d
µ+

± l+3 from (33) for l, l+ 1, l+ 2, l+ 3, respec-

tively; we do the same computation for dµ
−

± l , d
µ−

± l+1, d
µ−

± l+2, d
µ−

± l+3;

• As in the previous case, we obtain d±l and we replace d±−l by d±l − d
±
+l;

• We obtain the problem for d±+l in the following way: we differentiate twice

(23)5 with respect to x1 and we use (60); with the same computation for d−+l we get

∂d±+l
∂t
− 1

12µ

∂6d±+l
∂x6

1

= D±+l−1. (61)

We solve these parabolic equations with the initial conditions d±+l(x1, 0) = 0 and
with the following 12 conditions: 4 jump relations are given by (22); [ql]/x1=0 and

[ ∂ql∂x1
]/x1=0, obtained as in the previous case, give another 2 jump conditions for

[∂
4d+l
∂x4

1
]/x1=0 and [∂

5d+l
∂x5

1
]/x1=0, respectively; 4 boundary conditions are given by

(23)7,8 for d+
+l and the corresponding conditions in x1 = −1/2 for d−+l; another

boundary condition gives
∂5d−+l
∂x5

1
(−1/2, t) (it is a consequence of (26) which gives,
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as before,
∂q−l
∂x1

(−1/2, t) and of (23)5 differentiated with respect to x1); and, finally,

(24);
• We determine q±l from (23)5 and from the corresponding problem for x1 < 0;

• We compute u±l from (56) and (59);

• We determine (u
(−1/2)
l , p

(−1/2)
l ) by solving (25) and (u

(1/2)
l , p

(1/2)
l ) from the

problem corresponding to the right side;

• Finally, we determine (uµ
±

l , pµ
±

l ) by following the steps of Theorem 5.3 and
[ql+1] = Ql

For l = 0, the previous computations give the leading term of the asymptotic
solution partially explicitely, partially via the problems described in Subsections
4.1.1 and 4.1.2.

6. Error estimates. In the last section we justify the construction of the asymp-
totic solution by showing that this solution represents a good approximation for the
exact solution, i. e. the error between them is small enough.

The system satisfied by the asymptotic solution of order K, (û(K), p̂(K), d̂
(K)
± ),

is as follows:



ρf
∂û(K)

∂t
− 2div(µεD(û(K))) +∇p̂(K) = f1e1 + εK+1EK in Dε × (0, T ),

div û(K) = 0 in Dε × (0, T ),

û(K)(x1,±
ε

2
, t) =

∂d̂
(K)
±
∂t

(x1, t)e2 + εK+3B±K(x1, t) in (−1/2, 1/2)×(0, T ),

û(K)(±1/2, x2, t) = ε2ψε(x2, t)e1 + R
±1/2
K (x2, t) in

(
− ε

2
,
ε

2

)
× (0, T ),

û(K)(x, 0) = 0 in Dε,

ρh
∂2d̂

(K)
±

∂t2
+

1

εγ
∂4d̂

(K)
±

∂x4
1

+ν
∂5d̂

(K)
±

∂x4
1∂t

= g± ± p̂(K)/x2=±ε/2+G±K on Γ±ε ×(0, T ),

d̂
(K)
± (±1/2, t) = S

±1/2
±K (t) in (0, T ),

∂d̂
(K)
±

∂x1
(±1/2, t) = T

±1/2
±K (t) in (0, T ),

d̂
(K)
± (x1, 0) =

∂d̂
(K)
±
∂t

(x1, 0) = 0 in (−1/2, 1/2),

(62)

where εK+1EK , ε
K+3B±K ,R

±1/2
K (x2, t), G±K , S

±1/2
±K , T

±1/2
±K are the residuals which

appear when we substitute the expressions of û(K), p̂(K), d̂
(K)
± into the equations

and conditions of system (1). Since the expressions of these residuals are rather
complicated, but not too technical to obtain, let us give below only the estimates
for their norms in the corresponding spaces; these estimates will be used to derive
finally the error estimate between the exact and the asymptotic solution.

In order to use the a priori estimates (4), we must check that the functions

û(K), d̂
(K)
± satisfy the same boundary conditions as u, d± on x1 = ±1/2 and on

x2 = ±ε/2. We notice that the boundary conditions for û(K) and d̂
(K)
± on x1 = ±1/2
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and on x2 = ±ε/2 are unfortunately different from those for u and d±, respectively.

That is why we define new auxiliary functions Û(K) and D̂
(K)
± which satisfy the same

boundary conditions as u and d±, respectively, on x1 = ±1/2 and on x2 = ±ε/2.

6.1. Construction of D̂
(K)
± . The goal of this subsection is to construct two func-

tions D̂
(K)
± satisfying:

D̂
(K)
± (±1/2, t) =

∂D̂
(K)
±

∂x1
(±1/2, t) = 0,

D̂
(K)
± (x1, 0) =

∂D̂
(K)
±
∂t

(x1, 0) = 0,∫ 1/2

−1/2

∂

∂t

(
D̂

(K)
+ (x1, t)− D̂(K)

− (x1, t)
)

dx1 = 0.

(63)

We introduced the third relation to satisfy the compatibility condition for the prob-

lem which will be set below for Û(K), p̂(K), D̂
(K)
± .

Let us introduce the polynomial functions d̃
(K)
± :[−1/2, 1/2]× [0, T ] 7→R, d̃(K)

± =

a±K4 (t)x4
1 + a±K3 (t)x3

1 + a±K2 (t)x2
1 + a±K1 (t)x1 + a±K0 (t), with d̃

(K)
± (±1/2, t) =

S
±1/2
±K (t),

∂d̃
(K)
±

∂x1
(±1/2, t) = T

±1/2
±K (t), and∫ 1/2

−1/2

∂

∂t

(
d̃

(K)
+ (x1, t)−d̃(K)

− (x1, t)
)

dx1=

∫ 1/2

−1/2

∂

∂t

(
d̂

(K)
+ (x1, t)−d̂(K)

− (x1, t)
)

dx1=: WK(t),

where WK is given by the compatibility condition for problem (62):

WK(t) = −
∫ ε/2
−ε/2

(
R

1/2
K (x2, t)−R

−1/2
K (x2, t)

)
· e1dx2

−εK+3

∫ 1/2

−1/2

(
B+K(x1, t)−B−K(x1, t)

)
· e2dx1.

It is easy to prove that there exist some functions d̃
(K)
± with the above properties.

Moreover, the initial conditions d̃
(K)
± (x1, 0) =

∂d̃
(K)
±
∂t

(x1, 0) = 0 are satisfied due to

the hypothesis (5)3. We define the functions

D̂
(K)
± = d̂

(K)
± − d̃(K)

± , (64)

which satisfy (63).

6.2. Construction of Û(K). For t ∈ [0, T ] we consider the following problem:

Find U
(K)
ε : D̄ε × [0, T ] 7→ R2 such that:

U
(K)
ε (t) ∈ (H1(Dε))

2,

div U
(K)
ε (t) = 0 in Dε,

U(K)
ε (x1,±

ε

2
, t) =

∂d̃
(K)
±
∂t

(x1, t)e2 + εK+3B±K(x1, t),

U(K)
ε (±1/2, x2, t) = R

±1/2
K (x2, t).

(65)

We can prove that
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Proposition 6.1. If the compatibility condition is satisfied, then the problem (65)
has at least a solution, such that,

‖U(K)
ε (t)‖H1(Dε))2 = O(εK+3/2). (66)

Proof. The existence of a solution of (65) is a consequence of the choice of d̃(K).

We define η(K)
ε : S × (0, T ) 7→ R2, where S = (−1/2, 1/2)2, and η(K)

ε (y1, y2, t) =

(U (K)
ε )1(x1, x2, t)e1 +

1

ε
(U (K)

ε )2(x1, x2, t)e2, with (y1, y2) = (x1,
x2

ε
).

Obvious computations lead to the following problem for η
(K)
ε (t):



divyη
(K)
ε (t) = 0 in S,

η(K)
ε (y1,±1/2, t) = εK+3B±K,1(y1, t)e1 +

1

ε

(∂d̃(K)
±
∂t

(y1, t) + εK+3B±K,2(y1, t)
)
e2,

η(K)
ε (±1/2, y2, t) =

K∑
l=0

εl+2u
(1/2)
1,l (

−1

ε
, y2, t)e1

+
( K∑
l=0

εl+1u
(1/2)
2,l (

−1

ε
, y2, t) +εK+2u2,K(

−1

2
, y2, t)

)
e2.

As in [7] we can prove that there exists a function η
(K)
ε (t) ∈ (H1(S))2 so that

‖η(K)
ε (t)‖(H1(S))2 ≤ C(S)‖η(K)

ε (t)‖(H1/2(∂S))2 , with C(S) independent on t.

Using the properties of the boundary layer correctors (their exponential decay)
we check that

‖η(K)
ε (t)‖(H1(S))2 = O(εK+2). (67)

Standard computations give ‖U(K)
ε (t)‖(H1(Dε))2 ≤

1

ε1/2
‖η(K)

ε (t)‖(H1(S))2 and com-

bining these two inequalities the proof is achieved.

The function

Û(K) = û(K) −U(K)
ε , (68)

satisfies the same type of boundary conditions as u on x1 = ±1/2 and on x2 =

±ε/2. Moreover, Û(K)(x, 0) = 0, due to (5)3. The problem for the new functions
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Û(K), p̂(K), D̂
(K)
± is an obvious consequence of (62), (64) and (68):

ρf
∂Û(K)

∂t
− 2div(µεD(Û(K))) +∇p̂(K)

= f1e1 + εK+1EK − ρf
∂U

(K)
ε

∂t
+ 2div(µεD(U(K)

ε )) in Dε × (0, T ),

div Û(K) = 0 in Dε × (0, T ),

Û(K)(x1,±
ε

2
, t) =

∂D̂
(K)
±
∂t

(x1, t)e2 in (−1/2, 1/2)× (0, T ),

Û(K)(±1/2, x2, t) = ε2ψε(x2, t)e1, in (−ε/2, ε/2)× (0, T ),

Û(K)(x, 0) = 0 in Dε,

ρh
∂2D̂

(K)
±

∂t2
+

1

εγ
∂4D̂

(K)
±

∂x4
1

+ ν
∂5D̂

(K)
±

∂x4
1∂t

= g± +G±K

±p̂(K)/x2=±ε/2 − ρh
∂2d̃

(K)
±

∂t2
− 1

εγ
∂4d̃

(K)
±

∂x4
1

− ν
∂5d̃

(K)
±

∂x4
1∂t

in (−1/2, 1/2)×(0, T ),

D̂
(K)
± (±1/2, t) =

∂D̂
(K)
±

∂x1
(±1/2, t) = 0, in (0, T ),

D̂
(K)
± (x1, 0) =

∂D̂
(K)
±
∂t

(x1, 0) = 0 in (−1/2, 1/2).

(69)

6.3. Error estimates. The next lemma gives an error estimate between the exact
solution of problem (1) and the asymptotic solution of order K, given by (9). It is
now a direct consequence of the a priori estimates (4).

Lemma 6.1. Let (û(K), p̂(K), d̂
(K)
± ) be the asymptotic solution given by (9) and

(u, p, d±) the exact solution of problem (1). Then the following estimates hold:

‖u− û(K)‖L∞(0,T ;(L2(Dε))2) =

{
O(ε3/2) for K ∈ {0, 1, 2, 3},
O(εmin{K−5/2,K+4−γ}) for K ≥ 4

‖D(u− û(K))‖L2(0,T ;(L2(Dε))4) =

{
O(ε3/2) for K ∈ {0, 1, 2, 3},
O(εmin{K−5/2,K+4−γ}) for K ≥ 4∥∥∥ ∂

∂t
(d± − d̂(K)

± )
∥∥∥
L∞(0,T ;L2(−1/2,1/2))

=

{
O(ε3/2) for K ∈ {0, 1, 2, 3},
O(εmin{K−5/2,K+4−γ}) for K ≥ 4∥∥∥ ∂2

∂x2
1

(d± − d̂(K)
± )

∥∥∥
L∞(0,T ;L2(−1/2,1/2))

=

{
O(ε3/2+γ/2) for K ∈ {0, 1, 2, 3},
O(εmin{K−5/2,K+4−γ}+γ/2), K ≥ 4∥∥∥ ∂3

∂x2
1∂t

(d± − d̂(K)
± )

∥∥∥
L2((−1/2,1/2)×(0,T ))

=

{
O(ε3/2) for K ∈ {0, 1, 2, 3},
O(εmin{K−5/2,K+4−γ}) for K ≥ 4

‖∇(p− p̂(K))‖L2(0,T ;(H−1(Dε))2) =

{
O(ε5/2−γ/2) for K ∈ {0, 1, 2, 3},
O(εmin{K−3/2,K+5−γ}−γ/2) for K ≥ 4

(70)

Proof. To obtain these estimates, we use (4) for (u, d±) and (Û(K), D̂
(K)
± ) which

satisfy the same boundary conditions on x1 = ±1/2 and on x2 = ±ε/2. Taking
into account the problems (1) and (69) and using the a priori estimates (4), we get
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the estimate for min{‖εK+1EK − ρf
∂U

(K)
ε

∂t
+ 2div(µεD(U(K)

ε ))‖L2(0,T ;(L2(Dε))2),

‖G±K − ρh
∂2d̃

(K)
±

∂t2 − 1
εγ

∂4d̃
(K)
±

∂x4
1
− ν ∂

5d̃
(K)
±

∂x4
1∂t
‖L2((−1/2,1/2)×(0,T ))}. From all the terms

appearing above, the estimates will be given by G±K and
1

εγ
∂4d̃

(K)
±

∂x4
1

, the other

terms having greater orders than these.
Let us get, for instance, the estimate (70)2. From (68) and (66) it follows that

‖D(u− û(K))‖L2(0,T ;(L2(Dε))4) ≤ ‖D(u− Û(K))‖L2(0,T ;(L2(Dε))4) +O(εK+3/2).

Taking into account the definition of G±K , we get (see [13])

‖G±K‖L2((−1/2,1/2)×(0,T )) =

{
O(ε3/2) for K ∈ {0, 1, 2, 3},
O(εmin{K−5/2,K+4−γ}) for K ≥ 4.

(71)

Moreover, from the definition of d̃
(K)
± , it follows that∥∥∥∂4d̃

(K)
±

∂x4
1

∥∥∥
L2((−1/2,1/2)×(0,T ))

= O(εmin{K+4,K+γ}), (72)

for K > 4, while for K ≤ 4, d̃
(K)
± = 0, since the coefficients of d̃

(K)
± are defined

by means of the correctors d
(−1/2)
±l and d

(1/2)
±l which are equal to 0 for l ≤ 4. Here

we take into account (27) and the corresponding problem for the right end of the
channel.

The other estimates of (70) are proved with the same technique.

In order to improve the estimates (70), we analyse the order of the leading
term of the asymptotic solution with respect to different norms. For estimating
the second term of the right hand side of (9), we introduce the notation Ωε =
(0, 1)× (−ε/2, ε/2). It is obvious that (x1, x2) ∈ Dε iff (x1 + 1/2, x2) ∈ Ωε.

Proposition 6.2. For the leading term of the correctors corresponding to the bound-
ary conditions for the left end, the following estimates hold:

‖u(0)−1/2
bl ‖L∞(0,T ;(L2(Ωε))2) = O(ε3),

‖∇xu(0)−1/2
bl ‖L2(0,T ;(L2(Ωε))2) = O(ε2),

‖∇xp(0)−1/2
bl ‖L2(0,T ;(H−1(Ωε))2) = O(ε2),

‖ ∂
∂t
d

(0)−1/2
±bl ‖L∞(0,T ;L2(0,1)) = O(εγ+5+1/2),

‖ ∂
2

∂x2
1

d
(0)−1/2
±bl ‖L∞(0,T ;L2(0,1)) = O(εγ+3+1/2).

(73)

Proof. (73)1 is a consequence of (7)1 and of Theorem 5.1, which lead to the following
computation:∫

Ωε

|u(0)−1/2
bl

(x1

ε
,
x2

ε
, t
)
|2dx1dx2 ≤ ε4·ε2

∫ ∞
0

∫ 1/2

−1/2

|u(−1/2)
0

(
ζ1, ζ2, t

)
|2dζ1dζ2 ≤ Cε6.

In a similar way we obtain (73)2 :∫
Ωε

|∇xu(0)−1/2
bl

(x1

ε
,
x2

ε
, t
)
|2dx1dx2 ≤ ε4

∫ ∞
0

∫ 1/2

−1/2

|∇ζu(−1/2)
0

(
ζ1, ζ2, t

)
|2dζ1dζ2 ≤ Cε4.
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For obtaining (73)3 we proceed as follows:

∫ T

0

‖∇xp(0)−1/2
bl ‖2(H−1(Ωε))2

dt = ε2

∫ T

0

‖∂p
(−1/2)
0

∂xi
ei‖2(H−1(Ωε))2

dt

= ε2

∫ T

0

(
sup
{∣∣∣ ∫Ωε p(−1/2)

0

(
x1

ε ,
x2

ε , t
)
∂ϕi
∂xi

(x1, x2)dx1dx2

∣∣∣
‖∇xϕ‖(L2(Ωε))2

: ϕ ∈ (H1
0 (Ωε))

2,ϕ 6= 0
})2

dt

≤ C1ε
2

∫ T

0

(∫
Ωε

(
p

(−1/2)
0

(x1

ε
,
x2

ε
, t
))2

dx1dx2

)
dt

≤ C1ε
4

∫ T

0

(∫ ∞
0

∫ 1/2

−1/2

(
p

(−1/2)
0

(
ζ1, ζ2, t

))2
dζ1dζ2

)
dt ≤ C1ε

4.

Finally, (73)4,5 are a consequence of (27) which gives d
(−1/2)
±l = 0 for l = 0, 1, ..., 4

and of Theorem 5.1.
The same estimates are obtained for the correctors corresponding to the right

end.

Remark 6.1. The norms chosen for the estimates (73) are the same as in (70).

Corollary 6.1. The leading term of the correctors corresponding to the variable
viscosity satisfies estimates of the same type as (73).

Proof. Since the asymptotic expansions (7) and (8) start with the same powers of ε,
the assertion is obtained as a consequence of the behavior at ±∞ of the correctors
corresponding to the variable viscosity, given in Theorem 5.3.

Consider now the leading term of the regular part of the asymptotic solution.

Proposition 6.3. The components of the leading term of the regular part of the
asymptotic solution satisfy the estimates:

‖u(0)‖L∞(0,T ;(L2(Dε))2) = O(ε5/2),

‖∇xu(0)‖L2(0,T ;(L2(Dε))2) = O(ε3/2),

‖∇xp(0)‖L2(0,T ;(H−1(Dε))2) = O(ε1/2),

‖ ∂
∂t
d

(0)
± ‖L∞(0,T ;L2(−1/2,1/2)) = O(εγ),

‖ ∂
2

∂x2
1

d
(0)
± ‖L∞(0,T ;L2(−1/2,1/2)) = O(εγ).

(74)

Proof. Taking into account the expressions of the leading term of the regular part
of the asymptotic solution given by (14) for γ > 3 and by (18) for γ = 3 we proceed
as in Proposition 6.1 and the estimates (74) are proved.
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Finally, combining the previous computations, we obtain for the leading term of
the asymptotic solution the following estimates:

‖û(0)‖L∞(0,T ;(L2(Dε))2) = O(ε5/2),

‖∇xû(0)‖L2(0,T ;(L2(Dε))2) = O(ε3/2),

‖∇x ˆp(0)‖L2(0,T ;(H−1(Dε))2) = O(ε1/2),

‖ ∂
∂t
d̂

(0)
± ‖L∞(0,T ;L2(−1/2,1/2)) = O(εγ),

‖ ∂
2

∂x2
1

d̂
(0)
± ‖L∞(0,T ;L2(−1/2,1/2)) = O(εγ).

(75)

The previous computations allow us to improve the estimates given by Lemma 6.1
in the following sense:

Theorem 6.1. Let (û(j), p̂(j), d̂
(j)
± ) be the asymptotic solution of order j and

(u, p, d±) the exact solution of problem (1). Then the following estimates hold:

‖u− û(j)‖L∞(0,T ;(L2(Dε))2) = O(εj+7/2),

‖∇(u− û(j))‖L2(0,T ;(L2(Dε))4) = O(εj+5/2),

‖ ∂
∂t

(d± − d̂(j)
± )‖L∞(0,T ;L2(−1/2,1/2)) = O(εj+γ+1),

‖ ∂
2

∂x2
1

(d± − d̂(j)
± )‖L∞(0,T ;L2(−1/2,1/2)) = O(εj+γ+1),

‖∇(p− p̂(j))‖L2(0,T ;(H−1(Dε))2) = O(εj+3/2).

(76)

Proof. Let us prove the first estimate of (76). Let j ≥ 0 be a fixed integer and
K >> j. Then, from (70)1 and (75)1 we get:

‖u−û(j)‖L∞(0,T ;(L2(Dε))2)≤‖u−û(K)‖L∞(0,T ;(L2(Dε))2)+‖û(K)−û(j)‖L∞(0,T ;(L2(Dε))2)

= O(εmin{K−5/2,K+4−γ}) +O(εj+7/2) = O(εj+7/2).

The other estimates of (76) are obtained in a similar way and the proof is
achieved.
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[2] S. Čanić and A. Mikelić, A two-dimensional effective model describing fluid-structure in-
teraction in blood flow: Analysis, simulation and experimental validation, C. R. Acad. Sci.
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