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Abstract. In [2] Barenblatt e.a. introduced a fluid model for groundwater
flow in fissurised porous media. The system consists of two diffusion equations

for the groundwater levels in, respectively, the porous bulk and the system
of cracks. The equations are coupled by a fluid exchange term. Numerical

evidence in [2, 8] suggests that the penetration depth of the fluid increases

dramatically due to the presence of cracks and that the smallness of certain
parameter values play a key role in this phenomenon. In the present paper we

give precise estimates for the penetration depth in terms of the smallness of

some of the parameters.

1. Introduction. In this paper we study the system{
ut = κ(u2)xx − β(u2 − v2)

εvt = (v2)xx + β(u2 − v2)
in Q = IR+ × (−1,∞), (1)

where ε, κ, β > 0. The initial and boundary data are:{
u(x,−1) = v(x,−1) = 0 for x > 0

u(0, t) = v(0, t) = f(t) for t > −1,
(2)

where

f ∈ C2([−1,∞)), f(−1) = 0, f ≡ 0 in IR+, f > 0 in (−1, 0), f ′ ≥ 0 in (−1,− 1
2 ).
(3)
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System (1)-(2) was introduced in [2] as a model for one-dimensional groundwater
flow in a porous stratum which contains a system of cracks: u(x, t) denotes the
fluid level in the porous blocks, v(x, t) the level in the system of cracks. Initially,
at t = −1, no fluid is present. The function f(t) represents a boundary impulse at
x = 0, concentrated in the time interval (−1, 0).

Almost fifty years ago Barenblatt ([1]) introduced the porous medium equation

ht = C(h2)xx (4)

to describe the evolution of the fluid level h in a porous medium. Through an
explicit example he observed that the spatial region occupied by the fluid expands
with finite speed of propagation. This hyperbolic-type behavior distinguishes the
porous medium equation from the linear heat equation and leads to the existence
of interfaces or free boundaries between the regions where h > 0 and h = 0. The
porous medium equation became a model equation for a large class of degenerate
parabolic equations, since then extensively studied in the literature (see [11] for a
review). Much less is known about systems of degenerate parabolic equations: most
papers in the literature are dedicated to case studies.

Concerning system (1), numerical evidence in [2, 8] suggests that the speed of
propagation dramatically increases in the presence of small amounts of cracks, a
phenomenon which is most relevant in applications (think of the importance of the
penetration depth’s size in case of contaminated groundwater). Smallness of at least
some of the parameters in (1) seems to play a key role in this phenomenon and it
is the purpose of this paper to get more quantitative insight.

More precisely, we are interested in the behavior of the interface for small values
of ε and β, keeping κ constant. As we shall see in section 2, problem (1)-(2) has
a unique solution (u, v) and the interval where u > 0 and v > 0 is expanding with
respect to time: there exists an interface r(t) such that

supp v(t) = suppu(t) = [0, r(t)] for t ≥ −1; r increasing, continuous; r(−1) = 0.
(5)

To indicate the dependance on ε and β, we write uε,β , vε,β and rε,β . Our main
result is an estimate for rε,β at time t = − 1

2 , an intermediate value in the interval
(−1, 0) where f > 0, for small values of ε and β. It turns out that we have to
distinguish the cases β ≤ ε and β ≥ ε:

Theorem 1.1. (The case β ≤ ε) Let 0 < ε ≤ 1/κ and 0 < β ≤ ε. Let rε,β(t) be the
interface defined by (5). Then there exist positive constants C1 and C2 depending
only on f such that

C1√
ε
≤ rε,β(− 1

2 ) ≤ C2√
ε
.

Theorem 1.2. (The case β ≥ ε) Let rε,β(t) be the interface defined by (5). Then
there exist positive constants β0, C1 and C2 depending only on f and κ such that

2√
β

log

(
1 + C1

β

ε

)
≤ rε,β(− 1

2 ) ≤ 2√
β

(
log

β

ε
+ C2

)
if 0 < ε ≤ 1/κ, 0 < β ≤ β0 and ε ≤ β.

In particular rε,β(− 1
2 )→∞ as ε, β → 0.

It turns out to be particularly instructive to consider the first moments of u and
εv (see also [2]). Observe that the total moment can be easily calculated: for all
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t > −1 ∫ ∞
0

x(u(x, t) + εv(x, t))dx = (κ+ 1)

∫ t

−1
f2(τ)dτ.

Theorem 1.3. Let (uε,β , vε,β) be the solution of (1)-(2). For any −1 ≤ t ≤ − 1
2 ,

β = o(ε)⇒

{∫∞
0
xuε,β(x, t)dx→ κ

∫ t
−1 f

2(τ)dτ∫∞
0
εxvε,β(x, t)dx→

∫ t
−1 f

2(τ)dτ
as ε→ 0 (6)

and

ε = o(β)⇒

{∫∞
0
xuε,β(x, t)dx→ (κ+ 1)

∫ t
−1 f

2(τ)dτ∫∞
0
εxvε,β(x, t)dx→ 0

as β → 0. (7)

The interpretation is immediate but helps to understand the dichotomy which
we have encountered in Theorems 1.1 and 1.2: if the exchange parameter β is
small compared to ε, in the limit of vanishing ε and β the exchange term is too
weak to have any effect on the values of the single moments, while if ε is small
compared to β “all fluid which rapidly enters the porous medium through the cracks,
enters the pores”. Since the total amount of fluid which enters the porous medium
through the cracks vanishes as ε, β → 0 (

∫∞
0
εvε,β(x, t)dx → 0 as ε → 0 since vε,β

and
∫∞
0
εxvε,β(x, t)dx are uniformly bounded, see also (11)), the first moments are

particularly useful to describe the role to the exchange term.
Observe that the information about the interface and first moments can not

be obtained from the limit solution for vanishing β and ε. Indeed, since u and v
are uniformly bounded (see (11)), it is easy to prove that, independently of ε, u
converges to a solution of the porous medium equation as β → 0:

Proposition 1. Let κ > 0 be constant, let U be the unique solution of the problem
ut = κ(u2)xx in Q

u(0, t) = f(t) if t > −1

u(x,−1) = 0 if x > 0,

(8)

and let (uε,β , vε,β) be the solution of (1)-(2). Then for any T > −1

uε,β → U uniformly in IR+ × (−1, T ] as β → 0,

uniformly with respect to ε ∈ (0, 1].

The paper is organized as follows: in section 2 we prove the existence and unique-
ness of a solution and list some preliminary material, in section 3 we prove Theo-
rem 1.3, and in section 4 we prove the estimates for the interface.

2. Preliminary results. In this section we prove that problem (1)-(2) has a unique
solution and we list some basic properties of the solution.

Definition 2.1. A pair (u, v) of continuous functions defined on Q is a solution of
(1)-(2) if for all T > −1

(i) u, v ∈ C([−1, T ] : Lp(IR+)) ∩ L∞((−1, T ) : BV (IR+)) for 1 ≤ p <∞
(ii) u2, v2 ∈ L∞(−1, T : H1(IR+))

(iii) u and v satisfy (2)
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(iv) for all ζ ∈ H1(QT ) with ζ(0, t) = 0 for a.e. t ∈ (−1, T ) and ζ(x, T ) = 0 for
a.e. x ∈ IR+, ∫∫

QT

(
uζt − κ(u2)xζx − β(u2 − v2)ζ

)
=

∫∫
QT

(
εvζt − (v2)xζx + β(u2 − v2)ζ

)
=0,

(9)

where QT = IR+ × (−1, T ].

Proposition 2. Let ε, β, κ > 0 and let f satisfy (3). Then there exists a unique
solution of problem (1)-(2).

Proof. We approximate the degenerate parabolic system by a nondegenerate one:
ut = κ(u2)xx − β(u2 − v2) in Q(M) = (0,M)× (−1,∞)

εvt = (v2)xx + β(u2 − v2) in Q(M)

u(M, t) = v(M, t) = u(x,−1) = v(x,−1) = σ for x > 0, t > −1

u(0, t) = v(0, t) = f(t) + σ for t > −1,

(10)
where M,σ > 0. By standard theory, problem (10) has a local (with respect to time)
smooth solution, (uσ,M , vσ,M ), which can be continued as long as it is bounded. We
use the theory of invariant rectangles (see [4]) to get a priori estimates. If T ≤ − 1

2 ,

the rectangle [σ, f(T )+σ]2 is invariant for t ∈ [−1, T ], and if T > − 1
2 , the rectangle

[σ,max[−1,T ] f + σ]2 is invariant. Therefore

0 < σ ≤ uσ,M (x, t), vσ,M (x, t) ≤

{
f(t) + σ if x > 0, −1 < t ≤ − 1

2

max[−1,t] f + σ if x > 0, t > − 1
2 ,

(11)

and the solution (uσ,M , vσ,M ) exists globally, for all t > −1.
Let ξ(x) be a smooth nonnegative function such that ξ(0) = ξ(M) = 0, ξ = 1

in (1,M − 1), and |ξ′|, |ξ′′| < C in (0,M) for some constant C > 0. Omitting
the subscripts σ and M , multiplying the equation of u by ξ2 and integrating over

Q
(M)
T = (0,M)× (−1, T ) we obtain∫ M

0

(u(·, T )− σ) ξ2 = −β
∫∫

Q
(M)
T

(u2 − v2)ξ2 − 2κ

∫∫
Q

(M)
T

ξξ′(u2)x.

Adding this to a similar expression for v we find that∫ M

0

((u(·, T )− σ) + ε(v(·, T )− σ)) ξ2 =− 2

∫∫
Q

(M)
T

ξξ′
(
κu2 + v2

)
x

=2

∫∫
Q

(M)
T

(ξξ′)′
(
κu2 + v2

)
≤ CT

for some constant C which, in view of (11), does not depend on σ and M . Hence
uσ,M − σ and vσ,M − σ are uniformly bounded in L∞(−1, T ;L1(0,M)).

We set ψ = (f + σ)2
(
1− x

M

)
+ σ2 x

M and multiply the equation for u by u2 −ψ,

a function which vanishes at x = 0 and x = M . Integrating by parts over Q
(M)
T we
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obtain

1
3

∫ M

0

(
u3(·, T )− σ3

)
−
∫ M

0

(ψ(x, T )u(·, T )− ψ(x, 0)σ) + 2

∫∫
Q

(M)
T

ψtu

=− κ
∫∫

Q
(M)
T

(u2)2x − κ
∫∫

Q
(M)
T

(u2)x
(f + σ)2 − σ2

M
− β

∫∫
Q

(M)
T

(u2 − v2)
(
u2 − ψ

)
.

Since u−σ and v−σ are uniformly bounded in L∞(Q
(M)
T ) and L∞(−1, T ;L1(0,M)),

the integrals at the left hand side and the latter one at the right hand side are
uniformly bounded. By Hölder’s and Young’s inequalities, the second term at the
right hand side is bounded by κ

2

∫∫
Q

(M)
T

(u2)2x plus a constant which does not depend

on σ and M . Hence
∫∫
Q

(M)
T

(u2)2x is uniformly bounded. The same estimate holds

for v.
We can also multiply the equation for u by (u2 − ψ)t and integrate by parts.

Leaving the details to the reader and proceeding similarly for v, we find that u2σ,M−
σ2 and v2σ,M − σ2 are uniformly bounded in L∞(−1, T : H1(0,M)).

The uniform boundedness of uσ,M − σ and vσ,M − σ in L∞(−1, T : BV (0,M))
follows from a standard argument (formally: differentiate the equations with respect
to x, multiply by, respectively, sgn (ux) and sgn (vx), and integrate by parts). Since
uσ,M − σ and vσ,M − σ are uniformly bounded in H1(−1, T : H−1(0,M − 1)), this
implies that uσ,M−σ and vσ,M−σ are uniformly bounded in C([−1, T ] : Lp(0,M)))
(see [9]). More precisely, we have enough compactness to pass to the limit σ → 0,
M →∞ along subsequences and obtain a solution of problem (1)-(2) (observe that
the continuity of u and v follows from properties (i) and (ii) of Definition 2.1).

It remains to prove the uniqueness of the solution. If (u1, v1) and (u2, v2) are

two solutions, we use
∫ T
t

(u21− u22) and
∫ T
t

(v21 − v22) as test functions in (9) and add
the two corresponding expressions:∫∫

QT

(
(u21 − u22)(u1 − u2) + ε(v21 − v22)(v1 − v2)

)
+

1

2

∫ ∞
0

κ(∫ T

−1
(u21 − u22)x

)2

+

(∫ T

−1
(v21 − v22)x

)2


=− β
∫∫

QT

(∫ T

t

(
(u21 − u22)− (v21 − v22)

)) (
(u21 − u22)− (v21 − v22)

)
=− β

2

∫ ∞
0

(∫ T

−1

(
(u21 − u22)− (v21 − v22)

))2

≤ 0,

and hence u1 = u2 and v1 = v2 in QT .

We now list some basic properties of the solution. We recall that we are partic-
ularly interested in values −1 ≤ t ≤ − 1

2 , for which f ′ ≥ 0.

Proposition 3. Let ε, β, κ > 0, let f satisfy (3) and let (u, v) be the solution of
(1)-(2). Then:

(i) for all −1 ≤ t ≤ − 1
2 , u and v are nonincreasing with respect to x

(ii) for all −1 ≤ t ≤ − 1
2 , u and v are nondecreasing with respect to t

(iii) if εκ ≤ 1, v ≥ u in [0,∞)× [−1,− 1
2 ]
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(iv) supp v(t) = suppu(t) = [0, r(t)] for all t ≥ −1, where r is a nondecreasing
and continuous function such that r(−1) = 0

(v) for all t > −1∫ ∞
0

x(u(x, t) + εv(x, t))dx = (κ+ 1)

∫ t

−1
f2(τ)dτ.

Proof. (i): It is enough to prove the result for the solutions (uσ,M , vσ,M ) of problem
(10). Omitting subscripts we know from (11) that, if t ≤ − 1

2 , u(0, t) = maxu(·, t),
v(0, t) = max v(·, t), u(M, t) = minu(·, t) and v(M, t) = min v(·, t). Hence ux(0, t),
vx(0, t), ux(0, t) and vx(0, t) are nonnegative. Setting z = ux and w = vx, the
rectangle (−∞, 0]× (−∞, 0] is invariant for the system{

zt = κ(2uz)xx − 2β(uz − vw)

εwt = (2vw)xx + 2β(uz − vw).
(12)

(ii): The proof is identical to the previous one: for the solutions of problem (10),
ut(0, t) ≥ 0, vt(0, t) ≥ 0 and ut(M, t) = vt(M, t) = 0, and setting z = ut and w = vt,
the rectangle [0,∞)× [0,∞) is invariant for system (12).
(iii): Setting z = uσ,M − vσ,M and omitting subscripts,

zt = κ((u+ v)z)xx + (κε− 1)vt − β (1 + κ) (u+ v)z.

Since z vanishes if x = 0, x = M or t = −1, it follows from part (ii) and the
maximum principle that z ≤ 0 in Q if κε− 1 ≤ 0.
(iv): It is well-known (see for instance [7]) that nonnegative solutions of the equation
ut = κ

(
u2
)
xx
− βu2 satisfy the following positivity property:

u(x0, t0) > 0⇒ u(x0, t) > 0 for t > t0.

In our case ut ≥ κ
(
u2
)
xx
−βu2 and εvt ≥

(
v2
)
xx
−βv2, and therefore the positivity

property holds for both u and v. Hence there exist nondecreasing functions ru, rv :
[0,∞)→ [0,∞] such that for all t > −1 and x > 0

u(x, t) > 0⇔ x < ru(t), v(x, t) > 0⇔ x < rv(t).

By the continuity of u and v the functions ru and rv are continuous from the left:

ru(t)→ ru(t0) and rv(t)→ rv(t0) as t↗ t0. (13)

We claim that ru(t) = rv(t) for all t > −1. Arguing by contradiction we assume
that ru(t0) < rv(t0) for some t0 > −1 (by symmetry, the case ru(t0) > rv(t0) is
identical). By (13) and the monotonicity of ru, there exists δ > 0 such that

u = 0 and v > 0 in R := [ru(t0), 12 (ru(t0) + rv(t0))]× [t0 − δ, t0].

Hence the equation for u is not satisfied in R and we have found a contradiction.
Setting r = ru(= rv), we have to prove that r(t) < ∞ for all t > −1 and that r is
continuous. Since r is continuous from the left and nondecreasing, it is enough to
prove that, given t0 ≥ −1, for all r1 > r(t0) there exists t1 > t0 such that r(t1) ≤ r1.

Below we briefly sketch the proof, which relies on a technique which was devel-
oped in [5, 6] to establish the occurrence of waiting time phenomena in degenerate
parabolic equations. In [3] it was already applied to a degenerate parabolic system.

Let ϕ(x) ∈W 1,∞(IR+) such that suppϕ ⊆ [r(t0),∞]. We multiply the equations
of uσ,M and vσ,M in (10) respectively by (uσ,M − σ)ϕ2 and (vσ,M − σ)ϕ2, sum the
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two equations, and integrate by parts over (0,M) × (t0, t1). Passing to the limit
σ → 0, M →∞ we eventually get that

1

2

∫ ∞
0

ϕ2(u2 + εv2)

∣∣∣∣
t1

+

∫ t1

t0

∫ ∞
0

2ϕ2(κuu2x + vv2x)

+

∫ t1

t0

∫ ∞
0

2ϕxϕ(κu(u2)x + v(v2)x) ≤ 0.

Hence, by Hölder’s and Young’s inequalities,

sup
t∈(t0,t1)

∫ ∞
0

ϕ2(u2 + v2)

∣∣∣∣
t

+

∫ t1

t0

∫ ∞
0

ϕ2(uu2x + vv2x) ≤ C1

∫ t1

t0

∫
suppϕ

(u3 + v3) (14)

for a constant C1 depending on ε, κ and ||ϕ||1,∞.
Without loss of generality we may only consider the right continuity of r(t) at

the initial time t0 = −1. Therefore r(t0) = r(−1) = 0.
Let η ≥ 0. We set

ϕ = ϕη(x) :=

 0 if x < η
x− η if η ≤ x ≤ η + 1
1 if x > η + 1

and substitute ϕ = ϕη into (14). Hence for any η < ξ < η + 1

sup
t∈(t0,t1)

∫ ∞
ξ

(u2 + v2)

∣∣∣∣
t

+

∫ t1

t0

∫ ∞
ξ

(uu2x + vv2x) ≤ C1

(ξ − η)2

∫ t1

t0

∫ ∞
η

(u3 + v3). (15)

By Gagliardo-Nirenberg’s inequality there exists a constant K such that∫ ∞
ξ

u3 ≤ K
(∫ ∞

ξ

uu2x

) 5
11
(∫ ∞

ξ

u2
) 9

11

, (16)

and v satisfies the same inequality. Combining (15) and (16) and using Hölder’s
inequality, we conclude that for all 0 < η < ξ < 1∫ t1

t0

∫ ∞
ξ

(u3 + v3) ≤ C2(t1 − t0)
6
11

1

(ξ − η)
28
11

(∫ t1

t0

∫ ∞
η

(u3 + v3)

) 14
11

.

Now Stampacchia’s iteration lemma [10, Lemma 4.1] implies that for any 0 < r1 < 1
there exists a t1 > t0 = −1 such that∫ t1

t0

∫ ∞
r1

(u3 + v3) = 0.

(v): Let M > x0 > 0. Multiplying the equations for uσ,M and uσ,M by x, integrating
by parts and omitting subscripts, we obtain∫ x0

0

x((u(x, T )− σ) + ε(v(x, T )− σ))dx

=(κ+ 1)

∫ T

−1

(
(f(t) + σ)2 − u2(x0, t)

)
dt+ x0

∫ T

−1

(
κu2 + v2

)
x

(x0, t)dt.

(17)
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Adding the equations for uσ,M and uσ,M multiplied by, respectively, x2u2σ,M and

x2v2σ,M , we obtain

1

3

∫ M

0

x2
(
(u3(x, T )− σ3) + ε(v3(x, T )− σ3)

)
dx+

∫∫
Q

(M)
T

x2
(
κ(u2)2x + (v2)2x

)
+ β

∫∫
Q

(M)
T

x2
(
u2 − v2

)2
= κ

∫∫
Q

(M)
T

u4 +M2σ2

∫ T

−1
(κu2 + v2)x(M, t)dt

− (κ+ 1)Mσ4(T + 1) ≤ κ
∫∫

Q
(M)
T

u4

since uσ,M and uσ,M have a minimum (with respect to x) at x = M . Hence∫∫
Q

(M)
T

x2
(
κ(u2)2x + (v2)2x

)
is uniformly bounded and therefore there exists a se-

quence (x0n,Mn, σn) → (∞,∞, 0) such that the terms in (17) which contain x0
vanish as n→∞.

The following two results will be used several times in the paper.

Lemma 2.2. Let (u, v) be the unique solution (in a sense similar to Definition 2.1)
of the system {

ut = κ(u2)xx + βv2 in IR+ × (−1,− 1
2 ]

εvt = (v2)xx in IR+ × (−1,− 1
2 ]

which satisfy the initial-boundary conditions (2). If εκ ≤ 1, then u ≥ u and v ≥ v
in IR+ × [−1,− 1

2 ].

In view of Lemma 3(iii), the proof is a consequence of the comparison principle
(applied first to the equation for v and then to the one for u).

Lemma 2.3. Let T > −1 and let (u, v) be the unique solution (in a sense similar
to Definition 2.1) of the system{

ut = κ(u2)xx − β(u2 − v2) in QT

εvt = (v2)xx − βv2 in QT

which satisfy the initial-boundary conditions (2). Then u ≤ u and v ≤ v in QT .

Again the proof uses the comparison principle (applied first to the equation for
v and then to the one for u).

3. First moments. In this section we prove Theorem 1.3. We present all calcula-
tions in terms of the solution (u, v), but passing to (uσ,M , vσ,M ) and arguing as in
the proof of Proposition 3(v) they can be easily justified.

Multiplying the equation for v by x and integrating by parts we have that∫ ∞
0

εxv(x, t)dx =

∫ t

−1
f2(τ)dτ − β

∫∫
Qt

x(v2 − u2)dxdτ. (18)

If −1 ≤ t ≤ − 1
2 , it follows from Proposition 3(iii) that

0 ≤ β
∫∫

Qt

x(v2 − u2)dxdt ≤ β
∫∫

Qt

xv2dxdτ

and εvt ≤ (v2)xx in IR+ × (−1,− 1
2 ]. Hence, since f is non decreasing in (−1,− 1

2 ),

v(x, t) ≤ V
(

x
√
ε√

t+ 1

)
if x > 0,−1 < t ≤ − 1

2 ,
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where V (y) is the unique solution of

(V 2)′′ + 1
2yV

′ = 0 in IR+, V (0) = f(− 1
2 ), V (∞) = 0.

It is well-known that V has compact support: there exists y∗ > 0 such that V (y) > 0
if y < y∗ and V (y) = 0 if y ≥ y∗. Therefore, if β = o(ε) as ε→ 0,

β

∫∫
Qt

xv2dxdτ ≤ β
∫∫

Qt

xV 2

(
x
√
ε√

τ + 1

)
dxdτ

=
β

ε

∫∫
(0,y∗)×(−1,t)

y(τ + 1)V 2(y)dydτ → 0 as ε→ 0,

and (6) follows at once from (18) and Proposition 3(v).
It remains to prove one of the limits in (7). Let u and v be defined by Lemma 2.3.

Since (v2)xx−βv2 = εvt ≥ 0 if t ≤ − 1
2 , it follows from the maximum principle that

v(x, t) ≤ f(t)e−
1
2
√
βx for x ≥ 0. In particular we find that for −1 ≤ t ≤ − 1

2

β

∫∫
Qt

xv2dxdτ =

∫∫
Qt

(
x(v2)xx − εxvτ

)
dxdτ =

∫ t

−1
f2(τ)dτ − ε

∫ ∞
0

xv(x, t)dx

≥
∫ t

−1
f2(τ)dτ − f(t)

∫ ∞
0

xe−
1
2
√
βxdx

=

∫ t

−1
f2(τ)dτ − ε

β
f(t)

∫ ∞
0

ye−
1
2ydy →

∫ t

−1
f2(τ)dτ as β → 0

if ε = o(β) as β → 0. Hence, by Lemma 2.3,∫ ∞
0

xu(x, t)dx ≥
∫ ∞
0

xu(x, t)dx =

∫∫
Qt

(
κx(u2)xx − βxu2 + βxv2

)
dxdτ

≥ (κ+ 1)

∫ t

−1
f2(τ)dτ − β

∫∫
Qt

xu2dxdτ + o(1) as β → 0

and (7) follows at once if we show that∫ ∞
0

xu2(x, t)dx ≤ C for − 1 ≤ t ≤ − 1
2

for some constant C which does not depend on β. Indeed, multiplying the equation
for u by xu we find that

1
2

d

dt

∫ ∞
0

xu2(x, t)dx = 2
3κf

3(t)− 2κ

∫ ∞
0

xuu2x + β

∫ ∞
0

xu(v2 − u2)dx

≤ 2
3κf

3(t) + βf2(t)

∫ ∞
0

xu(x, t)dx ≤ 2
3κf

3(t) + β(κ+ 1)f2(t)

∫ t

0

f2(τ)dτ.

4. The penetration depth. In this section we prove Theorems 1.1 and 1.2. The
proof of Theorem 1.1 is immediate: setting s =

√
εx, the lower bound follows from

Lemma 2.3:

vt = (v2)ss −
β

ε
v2 ≥ (v2)ss − v2

and
√
εrε,β(− 1

2 ) ≥ s0, where s0 is the interface at time t = − 1
2 of the solution of{

εvt = (v2)ss − v2

v(0, t) = f(t), v(s,−1) = 0
for s > 0, t > −1.

Similarly, the upper bound follows from Lemma 2.2: vt = (v2)ss.
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It remains to prove Theorem 1.2. Without loss of generality we may assume that

β > 2ε (19)

instead of β ≥ ε. Indeed, if ε ≤ β ≤ 2ε, Theorems 1.1 and 1.2 are equivalent and
Theorem 1.1 is still valid (as follows at once from its proof).

Introducing the independent variables

y = x
√
β and τ =

β

ε
(t+ t0), (20)

system (1) becomes{
uτ = ε

(
κ(u2)yy − u2 + v2

)
vτ = (v2)yy + u2 − v2

in IR+×
(
β(t0 − 1)

ε
,∞
)
. (21)

Setting

u = e−y/2q and v = e−y/2w, (22)

we have that{
qτ = e−y/2ε

(
κ(q2)yy − 2κ(q2)y + (κ− 1)q2 + w2

)
wτ = e−y/2

(
(w2)yy − 2(w2)y + q2

) y > 0, τ >
β(t0 − 1)

ε
. (23)

Setting

z =

∫ y

0

es/4ds = 4ey/4 − 4 ⇔ ey/4 = (z + 4)/4,

we end up with the following system for q and w as functions of z and τ :{
qτ = ε

(
κ(q2)zz − 7κ

z+4 (q2)z + 16(κ−1)
(z+4)2 q

2 + 16
(z+4)2w

2
)

wτ = (w2)zz − 7
z+4 (w2)z + 16

(z+4)2 q
2

if z > 0, τ >
β(t0 − 1)

ε
.

(24)
The proof of Theorem 1.2 is based on the construction of comparison functions

for w(z, τ). The proof of the lower bound for rε,β(− 1
2 ) is straightforward. The proof

of upper bound is more complicated and rather lengthy.

4.1. Theorem 1.2: Lower bound for rε,β(− 1
2 ). From the equation for w(z, τ)

one easily obtains the lower bound for rε,β(t). Let t0 = 3
4 , so − 3

4 ≤ t ≤ − 1
2 if

0 ≤ τ ≤ β
4ε . Let w be the solution of

wτ = (w2)zz for 0 < τ ≤ β
4ε

w(z, 0) = 0 for z > 0

w(0, τ) = f(−3/4) for 0 < τ ≤ β
4ε .

Since wz ≤ 0, w is a subsolution: w ≥ w in IR+× [0, β4ε ]. In addition w is selfsimilar:

w(z, τ) = g

(
z

4
√
τ

)
= g

(
ey/4 − 1√

τ

)
= g

 e
x
√
β

4 − 1√
β
ε (t+ 3

4 )

 . (25)

Since g has compact support, say [0, α0], the interface of w is given by z = 4α0
√
τ .

This yields a lower bound for the interface rε,β(t) of the original problem at t = − 1
2 :

rε,β(− 1
2 ) ≥ 4√

β
log

(
1 +

α0

2

√
β

ε

)
≥ 2√

β
log

(
1 +

α2
0

4

β

ε

)
. (26)



GROUNDWATER FLOW IN A FISSURISED POROUS STRATUM 775

4.2. Theorem 1.2: The upper bound for rε,β(− 1
2 ). Let y, τ , q and w be defined

by (20) and (22). Considering q and w as functions of y and t, we have that:

Lemma 4.1. There exists a constant C such that for any y > 0, −1 < t < − 1
2 ,

0 < ε ≤ 1/κ and β > 0 sufficiently small,

(i) w2(y, t) ≤ f2(t) +
∫ y
0
q2(s, t)ds;

(ii) q(y, t) ≤ f(t) + Cβ(t+ 1);

(iii)
∞∫
0

ζ2(y)eλyq(y, t)dy ≤ Cβ

1− 2λ
, where 0 ≤ λ < 1

2 and ζ is a smooth function

such that ζ(0) = 0, ζ ′ ≥ 0 in (0, 1) and ζ(y) = 1 for y > 1.

Proof. (i): Since wt ≥ 0 if t ≤ − 1
2 , it follows from (23) that

(w2)yy − 2(w2)y + q2 ≥ 0.

Hence w2(y, t) ≤ `(y), where ` is the unique solution of{
`′′ − 2`′ = −q2(y, t) for y > 0

`(0) = f(t), `(∞) = 0.

The desired result follows easily from the explicit formula for `:

e−2y`′(y) =

∫ ∞
y

e−2sq2(s, t)ds,

and, since e−yq2 = u2 is decreasing in y,

`(y)− f2(t) =

∫ y

0

e2s
∫ ∞
s

e−2ξq2(ξ, t)dξds

≤
∫ y

0

esq2(s, t)

∫ ∞
s

e−ξdξds =

∫ y

0

q2(s, t)ds.

(ii): By (23) and part (i) of this lemma,

qt =βe−
y
2

(
κ(q2)yy − 2κ(q2)y + (κ− 1)q2 + w2

)
≤βe−

y
2

(
κ(q2)yy − 2κ(q2)y + (κ− 1)q2 + f2(t) +

∫ y

0

q2(s, t)ds

)
.

We fix −1 < T ≤ − 1
2 and look for a supersolution q(t) for −1 < t ≤ T which does

not depend on y (one easily checks that the maximum principle continues to hold
even though the equation contains an integral term). We require that q(0) = f(T )
and

q ′ ≥ β
(
κ− 1 + max

IR+
{ye−

y
2 }
)
q2 + f2(t).

Since q ≥ f(T ) ≥ f(t) we may define q by{
q ′ = β

(
κ+ 2e−1

)
q2 for − 1 < t ≤ T

q(−1) = f(T ).

If β > 0 is sufficiently small, q is well defined in [−1, T ], and for such values of β
we have that q(T ) ≤ f(T ) + Cβ(T + 1).

(iii): Multiplying the equation for q(y, t) by ζ2(y)eλy/β and integrating by parts
over IR+ we obtain from part (i) of this lemma that
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1

β

d

dt

∫ ∞
0

ζ2(y)eλyq(y, t)dy

≤
∫ ∞
0

(
κ

(
ζ2e

(
λ− 1

2

)
y
)′′

+ 2κ

(
ζ2e

(
λ− 1

2

)
y
)′

+ (κ− 1)ζ2e

(
λ− 1

2

)
y

)
q2

+ f2(t)

∫ ∞
0

ζ2e

(
λ− 1

2

)
y

+

∫ ∞
0

ζ2e

(
λ− 1

2

)
y
∫ y

0

q2(s, t)ds

=
(
κ− 1 + κ

(
λ− 1

2

)2
+ 2κ

(
λ− 1

2

)) ∫ ∞
0

ζ2e

(
λ− 1

2

)
y
q2

+

∫ ∞
0

(
4κ
(
λ− 1

2

)
ζζ ′ + 2κ (ζ ′)

2
+ 2κζζ ′′

)
e

(
λ− 1

2

)
y
q2

+ f2(t)

∫ ∞
0

ζ2e

(
λ− 1

2

)
y

+

∫ ∞
0

(∫ ∞
y

ζ2(s)e

(
λ− 1

2

)
s
ds

)
q2(y, t).

Since ∫ ∞
y

ζ2(s)e

(
λ− 1

2

)
s
ds ≤ 1

1
2 − λ

e

(
λ− 1

2

)
y

and q is uniformly bounded (by part (ii) of this lemma),

d

dt

∫ ∞
0

ζ2(y)eλyq(y, t)dy ≤ Aβ +
Bβ

1
2 − λ

∫ ∞
0

e(λ−
1
2 )yq2(y, t)dy ≤ Cβ

1− 2λ
.

Lemma 4.1 implies the following upperbounds for the functions q and w:

Proposition 4. For all y0 > 0 and 0 ≤ λ < 1
2 there exists a constant C = C(λ; y0)

such that for all β sufficiently small

q(y, t) ≤ Cβe−λy for y ≥ y0, −1 < t ≤ − 1
2 and 0 < ε ≤ 1/κ. (27)

In addition

lim sup
β→0

w(y, t) ≤ f2(t) uniformly in (y, t, ε) ∈ IR+ ×
(
−1,− 1

2

)
× (0, 1/κ]. (28)

Proof. By part (iii) of Lemma 4.1∫ ∞
y0/2

eλyq(y, t) ≤ Cβ (−1 < t ≤ − 1
2 )

for some constant C depending on y0 and λ. Hence∫ ∞
y0/2

e

(
λ+

1
2

)
y
u(y, t) ≤ Cβ (−1 < t ≤ − 1

2 )

and since uy ≤ 0 this implies that

u(y, t)

∫ y

y0/2

e

(
λ+

1
2

)
s
ds ≤ Cβ.

Hence

u(y, t) ≤
(
λ+ 1

2

)
Cβ

e

(
λ+

1
2

)
y − e

(
λ+

1
2

)
y0/2

≤ C1βe
−
(
λ+

1
2

)
y

if y > y0,

and multiplying by e
1
2y we obtain (27).
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It follows from (27) and the boundedness of q that∫ ∞
0

q2(y, t)dy → 0 as β → 0.

Hence part (i) of Lemma 4.1 implies (28).

Now we are ready to construct a supersolution for w with compact support. We
set

τ =
β

ε
(t+ 1), z = 4

(
e
y
4 − 1

)
and look for a supersolution of selfsimilar type:

w(z, τ) = h

(
z + 4√
τ

)
in Q(β) :=

{
(z, τ) : z ≥ 4

(√
τ − 1

)
, 1 ≤ τ ≤ β

2ε

}
.

In view of (24) it is natural to define the parabolic operator

L(w) := −wτ + (w2)zz −
7

z + 4
(w2)z +

16

(z + 4)2
q2.

Then

τL(w) = (h2)′′ − 7

s
(h2)′ +

1

2
sh′ +

16

s2
q2(z, τ),

where we have set s = (z + 4)/
√
τ . By (27), with λ = 1

4 ,

q2(y, τ) ≤ Cβ2e−
y
2 =

Cβ2

s2τ
≤ Cβ2

s2
if τ ≥ 1.

On the other hand, q ≤ w, and therefore we would like to define h as the solution
of the problem(h2)′′ − 7

s (h2)′ + 1
2sh
′ +

1

s2
min

{
16h2(s),

Cβ2

s2

}
= 0 for s ≥ 4

h(4) = γ

(29)

for a suitable choice of γ > 0.

Proposition 5. Let β ≥ 0 and γ > 0. Then there exists a compactly supported
solution of Problem (29) which is nondecreasing with respect to β, and, for each
β ≥ 0, h→∞ in Cloc([0,∞)) as γ →∞.

Before proving Proposition 5, we finish the proof of Theorem 1.2. Let h(β) be
the solution of Problem (29) and let (w, q) be the solution of the system which we
are interested in (of course (w, q) will depend on β and ε). By the latter part of
Proposition 5, we can choose γ so large that for all 0 < ε < 1/κ and sufficiently
small β > 0 satisfying β > 2ε

w(z, 1) ≤ h(0)(z + 4) for z > 0.

Here we have used the uniform boundedness (with respect to β and ε) of the support
of w(z, 1) which follows from the fact that, for all β and ε, w(z, τ) is smaller than
the solution of (see (24) and use that q ≤ w)

wτ = (w2)zz − 7
z+4 (w2)z + 16

(z+4)2w
2 in IR+ × (0, 1]

w(0, τ) = f(1/2) for 0 < τ ≤ 1

w(z, 0) = 0 for z > 0.

By the monotonicity of h(β) with respect to β,

w(z, 1) ≤ h(β)(z + 4) for z > 0.
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Hence we can apply the comparison principle to w(z, t) and h(β)

(
z + 4√
τ

)
in Q(β)

if γ is so large that

w(z, τ) ≤ γ for all z > 0, 0 < τ ≤ β

2ε
.

In view of (28) this is clearly possible and therefore

w(z, t) ≤ h(β)
(
z + 4√
τ

)
in Q(β).

Let [0, s(β)] be the support of h(β). By the monotonicity of h(β) with respect to
β we have that s(β) ≤ s(1) and proceeding as in (25) and (26) we find the desired

upperbound of rε,β
(
1
2

)
.

In order to prove Proposition 5 we use the following shooting problem:

h ∈ C([4,∞)) ∩ C2({s ≥ 4;h(s) > 0})
h(4) = γ, h′(4) = α

(h2)′′ − 7
s (h2)′ + 1

2sh
′ +

1

s2
min

{
16h2(s),

Cβ2

s2

}
= 0 if s > 4 and h(s) > 0

if h hits 0 for a finite value of s, it is extended by 0,

(30)
where α ∈ IR is the shooting parameter.

Lemma 4.2. Let h be the solution of the shooting problem (30).

(i) If h′(s1) ≤ 0 and h(s1) > 0 for some s1 ≥ 4, then h′(s) < 0 for s > s1 as long
as h(s) > 0.

(ii) Let

αγ := − γ

2
(√

1 + γ − 1
) and sγ := −4αγ = 2

(√
1 + γ + 1

)
. (31)

Let 4 ≤ s1 < sγ . If

h(s1) = γ + αγ(s1 − 4) and h′(s1) ≤ αγ , (32)

then h is concave for s > s1 as long as it remains positive, h hits 0 in a point
s0 < sγ , and

lim sup
s→s0

h′(s) < −1

4
s0. (33)

Proof. Part (i) follows at once from the equation:

hh′′ = −h′
(

1

4
s+ h′ − 7

s
h

)
− 1

2s2
min

{
16h2(s),

Cβ2

s2

}
. (34)

(ii). By (34), h′′(s) < 0 for s ≥ s1 as long as h(s) > 0 and h′(s) ≤ − 1
4s. We consider

the segment in the plane which connects the points (4, γ) and (sγ , 0), where sγ > 4
is chosen such that

(−αγ :=)
γ

sγ − 4
=

1

4
sγ ,

i.e. αγ and sγ are given by (31). Condition (32) means that (s1, h(s1)) is a point of
this segment and that h′(s1) is bounded by the (negative) slope αγ of the segment.
Hence h′(s) + 1

4s < 0 and h is concave for s > s1 as long as h(s) > 0. In particular

h hits 0 in a point s0 < sγ , and h′(s0) < αγ = − 1
4sγ < −

1
4s0.
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Lemma 4.3. Let h be a solution of the shooting problem (30) which hits h = 0 at
s0 > 0, such that lim

s→s0
h(s)h′(s) = 0 and lim sup

s→s0
h′(s) < 0. Then

lim
s→s−0

h′(s) = −1

4
s0.

Proof. Since (h2)′ = 0 at the interface s0, we may use De l’Hôpital’s Rule:

lim
s→s−0

h′(s) = lim
s→s−0

h′h

h
= lim
s→s−0

(h2)′′

2h′
= lim
s→s−0

(
7

s
h− 1

4
s− 8h2

s2h′

)
= −1

4
s0.

Lemma 4.4. Let β ≥ 0.

(i) Let h be a solution of the shooting problem (30) and let αγ < 0 be defined by
(31). If α ≤ αγ , then h is not a solution of problem (29).

(ii) Let hγ be a solution of problem (29). Then hγ →∞ in Cloc([0,∞)) as γ →∞.

Proof. (i) By part (ii) of Lemma 4.2 h hits zero in a point s0 where lim sup
s→s0

h′(s) <

− 1
4s0. If h were also a solution of problem (29), then (h2)′(s0) = 0 and Lemma 4.3

leads to contradiction.
(ii). Arguing as in the proof of part (i), it follows from part (ii) of Lemma 4.2

that

hγ(s) > γ + αγ(s− 4) for 0 ≤ s ≤ sγ .
In view of (31) αγ , sγ →∞ as γ →∞ and the result follows at once.

Lemma 4.5. Let γ > 0 and β ≥ 0 be fixed. Then there exists Cγ > 0 such that for
any solution h of the shooting problem (30) which hits 0 at a finite value of s, say
s0, ∫ s0

4

h(s)ds ≤ Cγ .

Proof. If α ≤ αγ the result follows at once from part (ii) of Lemma 4.2.
If α > αγ we integrate the equation in (30) by parts:

(h2)′(s0) =2αγ − 7

4
γ2 + 7

∫ s0

4

1

s2
h2(s)ds+ 2γ +

1

2

∫ s0

4

h(s)ds

−
∫ s0

4

1

s2
min

{
16h2(s),

Cβ2

s2

}
ds.

Since (h2)′(s0) ≤ 0 this implies that

1

2

∫ s0

4

h(s)ds ≤ −2αγ +
7

4
γ2 − 2γ + Cβ2

∫ ∞
4

1

s4
ds <

7

4
γ2 − 2αγγ +

Cβ2

192
.

Lemma 4.6. The shooting problem (30) does not possess solutions h such that

h(s) > 0 for all s > 0 and h(s)→ 0 as s→∞. (35)

Proof. We argue by contradiction and suppose that there exists a solution h which
satisfies (35). Then there exists a sequence sk → ∞ such that (h2)′(sk) → 0 as
k →∞. We claim that

(h2)′(s)→ 0 as s→∞. (36)
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To see this, it is enough to prove that (h2)′(s) has a limit as s→∞. By part (i)
of Lemma 4.2, h′(s) < 0 for s large enough; therefore, for s large enough,

(h2)′′(s) = −1

2
sh′(s)

(
1− 28

s2
h(s)

)
− 16

s2
h2(s) ≥ −C1

for some constant C1. Since (h2)′ ∈ L1(s,∞), lim
s→∞

(h2)′(s) exists and we have

proved (36).
Now we can apply De l’Hôpital’s Rule to

lim
s→∞

(h2)′(s)−
∫∞
s

min
{

16h2(t)
t2 , Cβ

2

t4

}
dt

h(s)

= lim
s→∞

7
s (h2)′ − 1

2sh
′

h′
= lim
s→∞

(
14h(s)

s
− s

2

)
= −∞.

On the other hand

1

h(s)

∫ ∞
s

min

{
16h2(t)

t2
,
Cβ2

t4

}
dt ≤ 1

h(s)

∫ ∞
s

16h2(t)

t2
dt ≤ h(s)

∫ ∞
s

16

t2
dt→ 0

as s→∞. Hence we have found that

lim
s→0

h′(s) = lim
s→∞

(h2)′(s)

2h(s)
= −∞,

which is a contradiction with (36).

Lemma 4.7. For any γ > 0 and β ≥ 0 there exist solutions of the shooting prob-
lem (30) which are positive for all s > 0.

Proof. We claim that for any given s1 ≥ 4 the solution h is non decreasing in [s1,∞)
if h(s1) and h′(s1) are large enough. If the claim holds, the desired result follows
at once, since for any given γ, γ1 and α1 there exist δ > 0 and α > 0 such that
h(4 + δ) > γ1 and h′(4 + δ) > α1.

Let h(s1) ≥ As21 for some positive constant A to be determined below and let
h′(s0) > 0. Then there exists a maximal interval [s1, s2) (where s2 ∈ (s1,∞]) such
that

h(s1) ≥ As21 and h′(s0) > 0 in [s1, s2). (37)

We have to prove that s2 =∞ if we choose h(s1) and h′(s1) sufficiently large.
Using the equation for h2 (see (30)), it follows from (37) that

(h2)′′ ≥
(

7− 1

4A

)
1

s
(h2)′ − Cβ2

s4
in (s1, s2).

Hence (
s−(7− 1

4A )(h2)′
)′
≥ −Cβ2s−11−

1
4A ,

and integration in (s1, s) leads to the inequality

(h2)′(s) ≥
(
s

s1

)7− 1
4A

(
(h2)′(s1)− Cβ2(

10 + 1
4A

)
s3

)
.

Choosing A such that 7 − 1
4A ≥ 2, i.e. A ≥ 1

20 , a second integration implies that

we can choose h(s1) and h′(s1) so large that h(s) ≥ 2As2 and h′(s) ≥ 1 in (s1, s2).
Hence s2 =∞.
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Proof of Propotition 5. Let

Aγ := {α ∈ IR: the solution h of the shooting problem (30) hits zero at finite s}.
Set α0 = supAγ . By Lemma 4.7, α0 <∞.

We claim that α0 ∈ Aγ . We consider a sequence αn ↗ α0, with αn ∈ A, and
the corresponding solutions hn and h0 of problem (30) (if α0 is an isolated element
of A the claim is trivial). By Lemma 4.5

∫∞
4
hn(s)ds ≤ C, and, since hn → h0 in

Cloc([4,∞)), also
∫∞
4
h0(s)ds ≤ C. Hence h0(s)→ 0 as s→∞ and it follows from

Lemma 4.6 that α0 ∈ A.
Now, let s0 be the value of s at which h0 hits 0. We must show that

(h20)′(s0) = 0.

Taking this time a sequence αn ↘ α0, hn(s) > 0 for all s ≥ 4 and it remains to
prove that, in a neighborhood of s0, h2n → h20 in C1. Since hn → h0 in Cloc([4,∞))
it is enough to prove that (h2n)′′ is bounded in a neighborhood of s0 uniformly with
respect to n.

For all h̄ > 0 there exist δ̄ > 0 and an integer n̄ such that hn(s) ≤ h̄ whenever

n > n̄ and s ∈ [s0 − δ, 2s0]. We choose h̄ ≤ s20
112 and δ ≤ s0

2 , then

(h2n)′′ = −1

2
sh′n(s)

(
1− 28

s2
hn(s)

)
− 16

s2
hn(s)2 ≥ −C

for all s ∈ [s0 − δ, 2s0] uniformly with respect to n.
We claim that h′n ≥ − 3

4s in [s0−δ, 2s0]: if h′n(s̄) < − 3
4 s̄ for some s̄ ∈ [s0−δ, 2s0],

then

hn(s)h′′n(s) ≤ −h′n(s)

(
1

4
s+ h′n(s)

)
≤ 0 in [s̄, 3s0],

and hn hits 0 in some point s1 ≤ 2s0 + s0
84 , in contradiction with the strict positivity

of hn. The lower bound for h′n and the equation for h2n (see (30)) yield (h2n)′′ ≤ C
in [s0 − δ, 2s0], uniformly in n.
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