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ABSTRACT. We prove well-posedness (existence and uniqueness) results for a
class of degenerate reaction-diffusion systems. A prototype system belonging
to this class is provided by the bidomain model, which is frequently used to
study and simulate electrophysiological waves in cardiac tissue. The existence
result, which constitutes the main thrust of this paper, is proved by means of
a nondegenerate approximation system, the Faedo-Galerkin method, and the
compactness method.

1. Introduction. Our point of departure is a widely accepted model, the so-called
bidomain model, for describing the cardiac electric activity in a physical domain Q2 C
R? (the cardiac muscle) over a time span (0,T), T > 0. In this model the cardiac
muscle is viewed as two superimposed (anisotropic) continuous media, referred to
as the intracellular (i) and extracellular (e), which occupy the same volume and are
separated from each other by the cell membrane.

To state the model, we let u; = u;(¢,z) and u. = u.(t,x) represent the spatial
cellular at time ¢ € (0,T) and location z € € of the intracellular and extracellular
electric potentials, respectively. The difference v = v(¢, x) = u; — u, is known as the
transmembrane potential. The anisotropic properties of the two media are modeled
by conductivity tensors M; (¢, ) and Mg(¢,z). The surface capacitance of the
membrane is represented by a constant ¢, > 0. The transmembrane ionic current
is represented by a nonlinear (cubic polynomial) function h(t,z,v) depending on
time t, location x, and the value of the potential v. The stimulation currents applied
to the intra- and extracellular space are represented by a function I, = Lpp(t, ).

A prototype system that governs the cardiac electric activity is the following
degenerate reaction-diffusion system (known as the bidomain equations)

emOv — div (M (¢, 2)Vug) + h(t, z,v) = Lupp, (t,x) € Qr,
emOv + div (M (¢, 2)Vu,) + h(t, z,v) = Lpp, (t,z) € Qr,

where Q7 denotes the time-space cylinder (0,7") x Q. We complete the bidomain
system (1) with Dirichlet boundary conditions for both the intra- and extracellular
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electric potentials:

u; =0 ondQx(0,7T), j=ie, (2)
and with initial data for the transmembrane potential:
v(0,2) = vo(z), x€Q. (3)

For the boundary we could have dealt with Neumann type conditions as well,
which seem to be used frequently in the applicative literature, i.e.,

(Mj(tax)vu])n:() on 9§ x (OvT)a j:i7€7

where 1 denotes the outer unit normal to the boundary 92 of Q

For the sake of completeness we have included a brief derivation of the bidomain
model in Section 2, but we refer to the papers [7, 8, 9] [10, 14} 18|, [30] and the books
[16, 25, 29] for detailed accounts on the bidomain model.

If M; = AM, for some constant A € R, then the system (1)) is equivalent to a
scalar parabolic equation for the transmembrane potential v. This nondegenerate
case, which assumes an equal anisotropic ratio for the intra- and extracellular media,
is known as the monodomain model. Being a scalar equation, the monodomain
model is well understood from a mathematical point of view, see for example [26].

On the other hand, the bidomain system (1) was studied only recently from
a well-posedness (existence and uniqueness of solutions) point view [10]. Indeed,
standard elliptic/parabolic theory does not apply directly to the bidomain equations
due to their degenerate structure, which is a consequence of the unequal anisotropic
ratio of the intra- and extracellular media. In fact, a distinguishing feature of
the bidomaim model lies in the structure of the coupling between the intra- and
extracellular media, which takes into account the anisotropic conductivity of both
media. When the degree of anisotropy is different in the two media, we end up with
a system (1) that is of degenerate parabolic type.

In this paper we shall not exclusively investigate the bidomain system (1) but
also a class of systems that are characterized by a combination of general nonlinear
diffusivities and the degenerate structure seen in the bidomain equations. These
reaction-diffusion systems read

emOv — div M (¢, 2, V) + h(t, 2,v) = Lipp, (t,z) € Qr,

4
emhv+ div Mo (t, 2, Vo) + h(t,2,0) = Loy, (6:2) € Qr, )

where the nonlinear vector fields M;(t,z,£) : Qr x R® — R3, j =i, e, are assumed
to be Leray-Lions operators, p-coercive, and behave like [£]” ! for large values
of £ € R? for some p > 1, see Subsection [3.2 precise conditions. We complete
the nonlinear system (4) with Dirichlet boundary conditions (2)) for the intra- and
extracellular potentials and initial data (3) for the transmembrane potential.
Formally, by taking M;(t,z,&) = M,E, j = i,e, in (4) we obtain the bidomain
equations (I). An example of a nonlinear diffusion part in (4) is provided by

Mj(t7xa§) = ‘§|p_2 Mj(t7x)£a p> 1a .] = 7;,6. (5)

Although (4) can be viewed as a generalization of the bidomain equations in
view of its more general diffusion part. The bidomain system contains the term h
describing the flow of ions across the cell membrane. This is the simplest possible
model, and in this model it is customary to assume that the current is a cubic
polynomial of the transmembrane potential. In a more realistic setup the reaction-
diffusion system (1) is coupled with a system of ODEs for the ionic gating variables
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and for the ions concentration. However, since the main interest in this paper lies
with the degenerate structure of the system (1)), we neglect the ODE coupling and
assume that the relevant effects are taken care of by the nonlinear function h.

When it comes to well-posedness analysis for the bidomain model we know of only
one paper, namely [10] (it treats both microscopic and macroscopic models). In that
paper the authors propose a variational formulation of the model and show after
an abstract change of variable that it has a structure that fits into the framework
of evolution variational inequalities in Hilbert spaces. This allows them to obtain a
series of results about existence, uniqueness, and regularity of solutions.

Somewhat related, based on the theory in [10] the author of [27] proves error
estimates for a Galerkin method for the bidomain model. Let us also mention the
paper [1] in which the authors use tools from T'-convergence theory to study the
asymptotic behaviour of anisotropic energies arising in the bidomain model.

Let us now put our own contributions into a perspective. With reference to the
bidomain equations (1) and the work [10], we give a different and constructive proof
for the existence of weak solutions. Our proof is based on introducing nondegenerate
approximation systems to which we can apply the Faedo-Galerkin scheme. To prove
convergence to weak solutions of the approximate solutions we utilize monotonicity
and compactness methods. Additionally, we analyze for the first time the fully
nonlinear and degenerate reaction-diffusion system (4)).

As already alluded to, we prove existence of weak solutions for the bidomain
system (1)) and the nonlinear system (4) using specific nondegenerate approximation
systems. The approximation systems read

emOv + ey, — div M(t, z, V) + h(t, z,v) = Lypp, (t,z) € Qr,
em O — €0yute + div Mc(t, x, Vue) + h(t, z,v) = Lapp, (t,z) € Qr,

where € > 0 is a small number. Notationally, we have let (6) cover both the
bidomain case p = 2 and the nonlinear case p > 1 with p # 2. We supplement (6])
with Dirichlet boundary conditions (2) and initial data

u;(0,2) =ujo(xz), z€Q, j=ie. (7)

Since we use the non-degenerate problem (6) to produce approximate solutions, it
becomes necessary to decompose the initial condition v in (3) as vg = ;0 — Ue,0
for some functions u; o, ue,0, see Sections 6/ and [7| for details. We prove existence of
solutions to (6) (for each fixed e > 0) by applying the Faedo-Galerkin method, de-
riving a priori estimates, and then passing to the limit in the approximate solutions
using monotonicity and compactness arguments. Having proved existence for the
nondegenerate systems, the goal is to send the regularization parameter € to zero in
sequences of such solutions to fabricate weak solutions of the original systems (),
(4)). Again convergence is achieved by priori estimates and compactness arguments.
On the technical side, we point out that in the nonlinear case (p > 1, p # 2) we must
prove strong convergence of the gradients of the approximate solutions to ensure
that the limit functions in fact solve the original system (4), whereas in the “linear”
bidomain model (1)) we can achieve this with just weakly converging gradients.

Finally, let us mention that it is possible to analyze systems like the bidomain
model by means of different methods than the ones utilized in [10] or in this paper,
see for example [6, [12] and also the discussion in [10)].

The plan of the paper is as follows: In Section 2 we recall briefly the derivation
of the bidomain model. In Section 3 we introduce some notations/functional spaces
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and recall a few basic mathematical facts needed later on for the analysis. Section
4] is devoted to stating the definitions of weak solutions as well as the main results.
In Section /5 we prove existence of solutions for the nondegenerate systems. The
main results stated in Section 4l are proved in Section [6 for the bidomain system (1))
and in Section [7] for the nonlinear system (4). We conclude the paper in Section 8
by proving uniqueness of weak solutions.

2. The bidomain model. We devote this section to a brief derivation of the
bidomain model of cardiac tissue. As principal references on this model we use
[14, 16, 25, 29].

The cardiac tissue (represented by the domain Q C R?) is conceived as the
coupling of two anisotropic continuous superimposed media, one intracellular and
the other extracellular, which are separated by the cell membrane. The electrical
potentials in these media are denoted by wu;, the intracellular potential, and u., the
extracellular potential. Inside each medium the current flows J; are assumed to
obey (the local form of) Ohm’s law:

Jj = —MjV’U,j, ] = i,e, (8)

where the matrices M; = M, (), j =4, e, represent the conductivities in the intra-
and extracellular media. These media have preferred directions of conductivity,
which is because the cardiac cells are long and thin with a specific direction of
alignment. The conductivity matrices are of the form

M, = ol + (a; —gﬂ) a@)a(@)T,  j=ie, 9)

where I denotes the identity matrix, alj and ag , j = i,e, are the conductivity
coefficients respectively along and across the cardiac fibers for the intracellular
(j = 1), extracellular (j = e) media, which are assumed to be the positive constants,
while a = a(z) is the unit vector tangent to the fibers at a point . The conductivity
is assumed to be greater along than across the fibers, that is, Ulj > Uf ,j=t,e.
The matrices M;, j = 7, e, are symmetric and positive definite, and possess two
different positive eigenvalues alj’t. The multiplicity of alj is 1, while it is 2 for O'z’e.
The conductivity of the composite medium is characterized by M := M; + M..
By the law of current conservation we have

V-Ji+V-J, =0. (10)

The divergence currents in (10) go between the intra- and extracellular media, and
are thus crossing the membrane. Hence they must be related to the transmembrane
current per unit volume, which we denote by I,,, and to the applied stimulation
current I,p,. The transmembrane current I, is most easily expressed in terms of
current per unit area of membrane surface. The transmembrane current per unit
volume is then obtained by multiplying I,, with a scaling factor x, which is the
membrane surface area per unit volume tissue. Since the currents fields can be
considered quasi-static, we thus obtain from (10)

V-Jy= _X-[m + Iappv V.= XIm - Iapp~ (11)

As a primary unknown we introduce the transmembrane potential v, which is
defined as the difference between the intra- and extracellular potentials: v = u; —u..
Now the next step is to express the membrane current I, in terms of the unknown
v. To this end, we need a model describing the electrical properties of the cell
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membrane. The model that we adopt here resides in representing the membrane by
a capacitor and passive resistor in parallel. We recall that a capacitor is defined by

q = CmY, (12)

where ¢ and ¢,,, denote respectively the amount of charge and the capacitance. The
capacitive current, denoted by I, is the amount of charge that flows per unit time,
so by taking derivatives in (12) we bring about

I. = 0q = ¢ Osv. (13)

The transmembrane current [, is the sum of the capacitive current and the trans-
membrane ionic current, i.e., I,,, = I.+ I;,,, where the ionic current I,,, is assumed
(for simplicity) to depend only the transmembrane potential v. Exploiting (13) we
can express the membrane current I,,, as

I = 010 + Lign (v). (14)

We mention that in [10] (see also [27]) the authors employed the FitzHugh-
Nagumo model for the ionic current. The FitzHugh-Nagumo membrane kinetics
was first introduced as a simplified version of the membrane model of Hodgkin and
Huxley describing the transmission of nervous electric impulses. The ionic current
in this model is represented as (see for example [21])

Tion = Iion(vaw) = F(U) + (;’UJ, (15)

where and F' : R — R is a cubic polynomial, § > 0 is a constant, and w is the
recovery variable. The recovery variable satisfies a single ODE that depends on v.

In this work we assume there is no recovery variable w and the scaling factor x
is set to 1, so that the ionic current can be represented as

Iion - Iion(v) - h('l}), (16)
for some given function h that depends only on the transmembrane potential v.
The cell model (I;,,,) that we employ herein is simple. Many more advanced models
exist, see, e.g., [2, 15 20) 22 B1]. We refer also to [25] for an overview of many
relevant cell models, which consist of systems of ODEs that are coupled to the

partial differential equations for the electrical current flow.
Finally, combining (16), (14), and (11)) we obtain the bidomain system (1)).

Remark 2.1. There are additional ordinary differential equations governing the
evolution of the recovery variable w. In this paper, we focus on the difficulties
associated with spatial coupling and assume that the features associated with w are
of secondary concern. However, as in [10], we could easily accommodate for the
FitzHugh-Nagumo model in our analysis.

Remark 2.2. We refer to Subsection (3.2 for precise conditions on the function
h in (16). Here it suffices to say that a representative example of h is the cubic

polynomial
h(v) = xGv (1— U) (1— U) ,
Vth Up

where we assign the following meanings to the constants x, G, ven, vp: X 15 the ratio
of the membrane area per unit tissue, G is the mazimum membrane conductance
per unit area, and vy, vy, are respectively the threshold and plateau values of v.
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Remark 2.3. The conductivity tensors My, j = i,e, do not typically depend on
time t in the bidomain application, but we have included this dependency in (1) for
the sake of generality. The same applies to the (t,z) dependency in h, see (1).

Remark 2.4. Although we do not claim any relevance of the nonlinear system (4))
when it comes to representing the electrical properties of cardiac tissue, it can be
illuminating to observe that (4) can be derived as above by assuming simply that the
flows J; are nonlinear functions of the potentials u; (instead of (8)):

Jj = Jj(t,l', V’u]‘),

which would correspond to a nonlinear Ohm’s law. The bidomain model is based
on linear current flows, i.e., the usual Ohm’s law J; = M;Vu;. This law leads to
harmonic current flow potentials in which the assumption of linearity simplifies the
analysis. Surely, Ohm’s law is an approximate empirical law. From the perspective
of possible nonlinear models, it is natural to consider power-law currents as the
next approzimation, i.e., flow vectors of the form J; = |Vuj|pf2 M;Vuj, where
p is a constant satisfying p > 1. This means that the magnitudes of the current
flows are given by |J;| = C; |Vu;|P~", for some constants C;. In this case, which
yields p-harmonic current flow potentials, the nonlinear function h is a natural
generalization of the transmembrane ionic current in the bidomain model.

3. Preliminaries.

3.1. Mathematical preliminaries. The purpose of this subsection is to introduce
some notations as well as recall a few well-known and basic mathematical results.
As general books of reference, see [13] 24].

Let Q be a bounded open subset of R? with a smooth (say C?) boundary 0.
For 1 < q < oo, we denote by W14(Q) the Sobolev space of functions u : Q — R
for which u € L(Q) and Vu € LI(Q;R3). We let W;9(€) denote the functions
in W14(Q) that vanish on the boundary. For ¢ = 2 we write H}(Q) instead of
Wg2(Q). If 1 < ¢ < oo and X is a Banach space, then L9(0,T; X) denotes the
space of measurable function v : (0,7) — X for which t — |u(t)||y € L(0,T).
Moreover, C([0,T]; X) denotes the space of continuous functions « : [0,7] — X for
which [[ull ¢ 0,77, = maxie(o,7) [u(t)] x is finite.

For 1 < g < oo, we denote by ¢’ the conjugate exponent of ¢: ¢’ = q%l. We will
use Young’s inequality (with €) frequently:

, 1
ab < eal + C(E)bq y C(E) = W’ a, b,E > 0.
For 1 < ¢ < 3, we denote by ¢* the Sobolev conjugate of ¢, that is ¢* = 33_—’1(1. If

3 < g < o0, we take ¢* € [q,4+00) to be as large as required in the specific context.
For u € W,4(Q) with ¢ € [1,00), the Poincaré inequality reads

0l 0y < {g Vel oy, 1< a<oo (1)
IVull sy, a=1,
for some universal constant C', whereas the Sobolev embeddings read
Whe(Q) c LY (Q) if 1 < ¢ < 3,
Wha(Q) c L"(Q) for all r € [1,00), if ¢ = 3, (18)
Wh(Q) c L=(Q) if 3 < ¢ < o0.
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Let H be a Hilbert space equipped with a scalar product (-,-)y. Let X be a
Banach space such that X — H ~ H' — X' and X is dense in H (X' denotes the
dual of X, etc.). Suppose u € LP(0,T; X) is such that d;u belongs to )i (0, T; X"
for some p € (1,00). Then u € C([0,T]; H). Moreover, for every pair (u,v) of such
functions we have the integration-by-parts formula

(ult), v()) g — (u(s),0())
— [ @t vl x drt [ @elr)uhy x dr,

for all s,t € [0,T]. Specifically when u = v there holds

(N7 = lluls)l7 = 2/ (Ovu(T), w(7)) xr x dT.

We will make use of the last two results with X = LP(Q) (p > 1) and H = L*(Q).

Next we recall the Aubin-Lions compactness result (see, e.g., [19]). Let X be a
Banach space, and let X, X7 be separable and reflexive Banach spaces. Suppose
Xo — X — X;, with a compact embedding of Xy into X. Let {u,},~, be a
sequence that is bounded in L*(0,7'; Xo) and for which {dsun},~, is bounded in
LA(0,T; X1), with 1 < a, 8 < c0. Then {u,},, is precompact in L*(0,T; X).

Let us also recall the following well-known compactness result (see, e.g., [28]):
Let X — Y < Z be Banach spaces, with a compact embedding of X into Y.
Let {un},~; be a sequence that is bounded in L*°(0,T; X) and equicontinuous as
Z-valued distributions. Then the sequence {uy},~, is precompact in C([0,7];Y).

3.2. Assumptions. In this subsection we intend to provide precise conditions on
the ”data” of our problems, which are all posed in a physical domain 2 that is a
bounded open subset of R?® with smooth boundary 0.

Recall that the bidomain system (1)) results if specify M;(t, z,&) = M;(t,z)¢ in
the nonlinear system (4). Therefore the conditions stated next for the vector fields
M;(t,x,&) cover also the bidomain system.

3.2.1. Conditions on the diffusive vector fields M;(t,z,§). Let 1 < p < +oo. We
assume M; = M;(t,z,€) : Qr xR3 — R3, j =i, e, are functions that are measurable
in (t,z) € Qr for each ¢ € R? and continuous in ¢ € R3 for a.e. (t,2) € Qr, i.e.,
M;, M, are vector-valued Carathéodory functions.

For j =1, e our basic requirements are

M (8, )] < O (I + fult ), (19)

(Mj(taxag) - Mj(taxvgl)) ’ (5 - gl)

> Cu [ . :
—— ifl<p<?2
GEGD A
Mj(t,2,€) - & = Culél”, (21)

for a.e. (t,z) € Qr, V&, & € R?, and with Oy being a positive constant and f;
belonging to L (Qr). Moreover, we assume there exist Carathéodory functions
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M;(t,z,€) : Qr x R® = R, j =i, e, such that for a.e. (t,2) € Qr and V¢ € R?
3]

&

|0 M (t, 2, §)| < KyM(t, x,8) + fa, (23)

for some constant K; and function fy € L (Qr).

M]<t7xa5) = Mj’l(t,.’ﬂ,f), l= 1a2737 (22)

Remark 3.1. Typical examples of vector fields M; that satisfy conditions (19)-(21))
are the p-Laplace type operators in (5). Concerning (5)), the vector fields M, (t, x,§)
satisfying (22) are given by %|§|p M;(t, ), and they satisfy (23)) trivially if the
matrices M; are independent of time t (the representative case).

Remark 3.2. Referring to the bidomain model and the above discussion we perceive
that conditions (19)-(21) are satisfied with M; = M;(t,x)§, p = 2 provided

M; € L®(Qr;RV*N),  j=ie,

M;(t,z)E-€ > Cy e, for ace. (t,x) € Qr and VE € R®,  j =i e.

3.2.2. Conditions on the "ionic current” h(t,z,v). We assume h: Qr xR - Ris a
Carathéodory function. For 1 < p < oo, we assume there exist constants C},, Ko > 0
such that

h(t,z,v1) — h(t,x,va)
V1 — V2

h(t,z,0) =0, > —Ch, Yovi # g, (24)

|0 H (t,z,v)| < KoH(t,x,v) + f3, H(t,z,v) = / h(t,z, p)dp, (25)
0

for a.e. (t,7) € Qr and for some function f3 € L*(Qr).
We assume additionally that there is a constant Cj, > 0 such that ¥(¢,z) € Qr

h(t h(t
0< 1iminf% < limsup% <C,, ifl<p<s,
[v]l—o0 =5 lv]—o0 @ 3=p
h(t h(t
O<1iminfM SlimsupM <Cj,, Vg>1,ifp=3, (26)
|v|—o00 v4 v

|[v|—o00

h(t,z,-) € Lip;,.(R), if p > 3.

Remark 3.3. One should be aware that condition (25) is trivially satisfied when h
is independent of time t, which is the representative case for the bidomain model.

Remark 3.4. A consequence of (24) and (26)) is that for a.e. (t,x) € Qr and
Vv € R there holds

’ 3(p=1) " 3(p=1) .
C' o 55 < bt v) <O (o] 55 +1), ifl<p<3, (27)

and
C' Pl < [h(t,z,0) < C" (] +1), Vg=1,if p=3, (28)
for some constants C,C',C" > 0.
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Remark 3.5. A fact that will be used several times in this paper is
(h(t, 2z, v1) — h(t, 2z, v2)) (v1 — v2) + Ch (v1 — v2)* >0, (29)

Yui,v2 € R and for a.e. (t,x) € Qr. This inequality is an outcome of (24).

Remark 3.6. In the fully nonlinear case (p > 1 with p # 2), condition (26) is used
to prove strong LP convergence of the gradients of the approximate solutions, which
is needed in the existence proof, see in particular Section 7.

3.3. A basis for the Faedo-Galerkin method. Later on we use the Faedo-
Galerkin method to prove existence of solutions. For that purpose we need a basis.
The material presented in this subsection is standard, and we have included it just
for the sake of completeness.

Let ¢ > 0 be such that ¢ < p* = 3%, and s € N satisfy s > %.Then

We?(Q) € Wy (Q) € LUR) € (W *(Q))'

with continuous and dense inclusions. We denote by W 2(Q) the higher order
Sobolev space {u, Du € L*(Q), || < s,u = 0 on 9Q}. In particular, the inclusion
WyP(Q) € LI(Q) is compact. The Aubin-Lions compactness criterion says that

the inclusion W C LP(0,T; LY(?)) is compact,

where W = {u e LP(0,T; Wy P(Q)) : dyu € L¥ (O,T; (WSQ(Q))’>}

Consider the following spectral problem: Find w € W;(Q) and a number A
such that

{(’UJ, (ZS)WS’*Z(Q) = )‘(w, ¢)L2(Q)a v¢ € WOS’2(Q)7 (30)

w =0, on 0f),
where (-, ~)W§,2(Q) and (-,-)2(q) denote the inner products of W2 (Q) and L2()
respectively. By the Riesz representation theorem there is a unique Ge such that

(I)(e) = (6, (b)LZ(Q) = (("’)8, ¢))W5*2(Q)7 \V/¢ € WO&Q(Q)

Clearly, the operator L?(2) 3 e — Oe € L?(Q) is linear, symmetric, bounded, and
compact. Moreover, O is positive since

(e,0¢€)r2(0) = (66’66)W§'2(Q) >0,

Hence, problem (30) possesses a sequence of positive eigenvalues {\;}7°; and the
corresponding eigenfunctions form a sequence {e;}72, that is orthogonal in W 2(Q)
and orthonormal in L2(1), see, e.g., [24, p.267].

4. Statement of main results. In this section we define what we mean by weak
solutions of the bidomain system (I) and the nonlinear system (4), starting with
the former model. We also supply our main existence results.
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Definition 4.1 (Bidomain model). A weak solution of (1)), (2), (3) is a triple
of functions u;,uc,v € L?(0,T; H3(Q)) with v = u; — u, such that dyv belongs to

L? (O,T, (H&(Q))/), v(0) = vg a.e. in L2, and

T
/ m (Orv, ©4) dtJr/ M, (t, z)Vu; - Vi, da dt
0

+// h(tw,v)apidmdt:// Lipptpi dz dt,
Qr Qr

T
/ Cm (010, ©e) dt—/ M, (t, z)Vu, - Vo dx dt
0

—I—// h(t,x,v)g&edxdtz// Lipppe dzdt,

for all p; € L*(0,T; HY(SY)), j = i,e. Here, {-,-) denotes the duality pairing between
Hy(Q) and (Hg ()"

(31)

(32)

Remark 4.1. In view of (26) with p = 2 and Sobolev’s embedding theorem (the
latter tells us that HE(Q) C L5(Q)), we conclude h(t,z,v) € L*(Qr) and thus
fo (t,z,v)pjdadt, j = i,e, are well-defined integrals. Moreover, consult Sub-

section 3.1, it follows from Definition 4.1 that v € C([0,T]; L?(2)), and thus the
initial condition 3) is valid.

Theorem 4.1 (Bidomain model, p = 2). Assume conditions (19)-(26) hold with
p=2. Ifvg € L3(Q) and Ly € L*(Qr), then the bidomain problem (1), (2), (3)
possesses a unique weak solution. If vo = u;0 — Ue,o With Ui 0, Ue,0 € HL(Q) and
Lpp € L2(Qr), then this weak solution obeys Oyv € L*(Qr).

Definition 4.2 (Nonlinear model, p > 1 with p # 2). A weak solution of (4), (2),
(3) is a triple of functions u;,ue,v € LP(0,T; Wy (Q)) with v = u; — ue such that
dwelLV (0, T; (Wol’p(Q))'), v(0) = vy a.e. in Q, and

T
/ Cm (O, i) dt+/ M;(t,z,Vu;) - Vo, dx dt
0

—|—/ h(t,z,v)p; dmdtz// Lippyi dz dt,
Qr Qr

T
/ Cm (O, e) dt — / M (t,z,Vue) - Vipe da dt
0 QT

// h(t,z,v)pe dxdt = // Topppe dx dt,
T

for all ¢; € LP(0,T; Wo P(Q)), j = i,e. Here, (-,-) denotes the duality pairing
between Wy (Q) and (WyP(Q))'.

(33)

(34)

Remark 4.2. Due to (26) with p # 2, the equalzty )p =p* for1l <p <3,

and (18), it is clear that the function h(t,x,v) belongs to LY (Qr), and thus the
integrals foT h(t,z,v)p;dzdt, j =1i,e, are well-defined. Moreover, by Definition

4.2, there holds v € C([0,T); L?(2)). Consequently, (3) has a meaning.
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Theorem 4.2 (Nonlinear model, p > 1 with p # 2). Assume conditions (19)-(26)
hold. If vo € L*(Q) and ILnpp € L*(Q1), then the nonlinear problem (4), (2), (3)
) and

possesses a unique weak solution. If vo = u; 0 — Ue,0 With U, Ue,0 € Wol’p(Q an
Lpp € L2(Qr), then this weak solution obeys dyv € L*(Qr).

Now we are ready to embark on the proofs of Theorem 4.1/ and 4.2,

5. Existence of solutions for the approximate problems. This section is
devoted to proving existence of solutions to the approximate problems (6), (2), (7))
introduced and discussed in the introduction. The existence proof is based on the
Faedo-Galerkin method, a priori estimates, and the compactness method.

Definition 5.1 (Approximate problems). A solution of problem (6), (2), (7) is a
triple of functions u;,ue,v € LP(0,T; Wol’p(Q)) with v = u; — ue such that Owu; €
L3(Qr), u;(0) = ujo a.e. in Q, for j=i,e, and

// CmOpvp; dx dt + // e0yu;p; da dt +/ M;(t,z,Vu;) - Vi, dx dt
T T Qr

+/ h(t,z,v)p; dxdt = // Lppy; dz dt,

QT Qr

// Cm O e dz dt — // e0tUepe dx dt — / M, (t,z,Vu) - V. dx dt
Qr Qr Qr

—l—/ h(t,z,v)pe da:dt:// Lipppe dz dt,
Qr Qr

for all p; € LP(0, T; W, *(Q)), j =i, e.

(35)

(36)

Remark 5.1. "Cosmetically speaking”, we have chosen to let Definition 5.1l cover
both the bidomain case p = 2 and the nonlinear case p > 1 with p # 2. Although in
this section we keep the same notation for the two cases, we will at various places
in the presentation that follows employ different proofs.

Supplied with the basis {e;};"> introduced in Subsection 3.3, we look for fi-
nite dimensional approximate solutions to the regularized problem (6)), (2), (7) as

sequences {Uin}, <15 {Uentysqs {Vn)psy defined for t > 0 and x € Q by

Uin(t,2) = cinite(®),  ten(t,z) =Y coni(t)er(), (37)
=1 =1
and .
vp(t,z) = Zdn,l(t)el(l”), dn 1 (t) = Cini(t) — Ceni(t). (38)
=1

The goal is to determine the coefficients {c; n1(6) 1, {ceni(t)},— s {dna(t)}—,
such that for k=1,...,n

(Cmatvm ek)LZ(Q) + (Eatui,m ek)Lz(Q)
—|—/ M;(t,z,Vu; ) - Ve dz —|—/ h(t,xz,v)e, dx = / Lpp nex dz,
Q Q Q
(Cmatvna ek‘)LZ(Q) - (Eatue,na ek)Lz(Q)

— / M(t,z,Vuey,) - Vegdx +/ h(t,x,vp)e, dx = / Lpp nex dz,
Q Q Q

(39)
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and, with reference to the initial conditions (7)),

Uq, n(O .Z‘) = U, n Z Cin, l Ci,ml(o) = (ui707 el)LZ(Q) 3
ue,n(07 LC) = uO,e,n(-T) = Z ce,n,l(o)el('r)a Ce,n,l(o) = (ue,Oa el)LZ(Q) 3 (40)
vn(0,2) = v, Z i 1(0 d,1(0) = Cina(0) = Cema(0),

In (39), we have used a finite dimensional approximation of I,pp:

Lapp,n Z Tapp, €1) 2 Q)( Jei(x).

=1

By our choice of basis, u; ,, and ue ,, satisfy the Dirichlet boundary condition (2)).
With I, € L2(Qr) and ug; € WyP(), it is clear that, as n — 00, Lapp.n — Lapp
in L2(Qr) and ug ;. — uo; in Wy P(Q), for j =i, e.

Using the orthonormality of the basis, we can write (39) more explicitly as a
system of ordinary differential equations:

Cmdy, i (t) +ec; (1) + / M;(t,z,Vu;,) - Vey dx
Q

+/h(t,x,vn)ek dxz/[appmek dz,
Q Q

(41)
Cm ;%k(t) - 5C/e,n,k(t) — / M.(t,x,Vuey,) - Veg dx
Q
+ / h(t,x,vp,)e, dx = / Lipp nex dx.
Q Q
Adding together the two equations in (41)) yields for k =1,...,n
(2em +€) ), 4(t) = / (Mo (t, 2, Vo) — Mi(t, 2, Vuin)) - Ver da
Q
- 2/ h(t,x,v,)ex dx + 2/ Lpp nek dz (42)
Q Q

= Fk (t7 {dn,l}7:1 ) {Ci,n,l}lnzl ’ {Ce,n,l}?zl) .

Plugging the equation (42) for d;, ; (t) back into (41), we find for k=1,...,n

C
Ecé,n,k(t) = 720 m+ EFk (ta {dn,l}?:1 ’{Ci7n,l}?:1 ) {ceanyl}zn:1)
m

— / M;(t,x,Vu; ) - Ve do — / h(t,z,v,)ex dx + / Lipp nex dz
Q Q Q

= Fik (t7 {dn,l};;l ) {Ci,n,l};n:l ) {Ce,n,l};l:l)
(43)
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and

c
Ecle,n,k(t) = 2% m_|_ EFk (t, {dn,l}?zl ) {Ci,n,l}ln:1 ){Ce,n,l}lnzl)
m

7/ M (t,z,Vuen) - Ve da:+/ h(t,x,vp)ek daff/lappynekd:c
Q Q Q

: F(f (tv {dn,l}?zl 9 {Ci,n,l};n:l 7{Ce,n,l}7:1) .

(44)

The next step is to prove existence of a local solution to the ODE system (42]),
(43), (44), (40). To this end, let p € (0,T) and set U = [0, p]. We choose r > 0 so
large that the ball B, C R3" contains the three vectors {d,;(0)};" ;, {ci,ni(0)},,
{Ce,ni(0)},, and then we set V := B,. We also set F = {Fk}zzp F; = {Fik}zzp
and F, = {FF}'_ . Thanks to our assumptions (19)-(26) the functions F,F; :
UxV — R” j=1i,e, are Carathéodory functions. Moreover, the components of F'
and F; can be estimated on U x V as follows:

|Fk (t7 {dn,l}ln:l ; {Ci,n,l}ln:l ) {ce,n,l}7=1)‘

<2 ||IaPP7n||L2(Q) ||ekHL2(Q)

+ Z / ‘Mj (t,x,icj,leel)
Q =1

j=i,e

vz [
Q

and for j =1,e

|ij (t7 {dn,l}?zl ) {Ci,n,l }?:1 ) {Ce,n,l};;l) |

1/p’

dx (/Q|Vek|p)l/p (45)
(/Q |€k|p>l/p

’
p

Pl 1/1)/

h (t, x, Z dn,lel>
=1

C7n
=% te 2HLmlD,nHLZ(Q) H€k||L2(Q)
n 2 2 1/p
+ Z / ‘Mj (t,x,chm’lVeJ dx </ |Vek|p>
j=ie \7 =1 Q
1/p’

’
p

+2 /
Q
N 1/p’
+ /Mj <t,x,ch7n7lVel>
Q =1

1/p
dx (/ |Vek|p>
Q
. Y
+ / h(h%Zdn,lel)
Q 1=1

l/p
Q
H app,n||l2(ﬂ) HEk‘HLZ(Q)

( /Q |€kp> W] (46)

h (t, T, Z dmlel)
=1

’
p

p
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In view of (19)-(26) and (18), we can uniformly (on U x V') bound (45) and (46)):

|Fk (ta {dn,l}?zl ) {Ci,n,l}?zl ) {Ce,n,l}7:1)| S C(T‘, TL)M(t), (47)
|ng (tv {dn,l}?zl 5 {Ci,n,l}?zl 5 {Ce,n,l}7:1)| < Cj (Ta n)MJ (t)v .7 = iv €, (48)

where C(r,n), Cj(r,n) are constants that depend on r, n and M (t), M;(t) are L' (U)
functions that are independent of k,n,r.

Hence, according to standard ODE theory, there exist absolutely continuous
functions {dn 1}, {cini}iy > {Ceni}—, satisfying (42), (43), (44), (40) for a.e. t €
[0, p') for some p’ > 0. Moreover, the following equations hold on [0, p’):

dn,l (t) = dn,l (0)

+ 20m1+ 5 /ot F' (r {dn (1) ioy s {im i (N}ioy s {cem i () izy) dr
(49)
and for j =1,e
¢jn.1(t) = ¢jn.1(0)
1 (50)

2 [ Yy sy Heenal )

To summarize our findings so far, on [0, p’) the functions w; , e n, vy defined
by (37) and (38) are well-defined and constitute our approximate solutions to the
regularized system (6) with data (2)), (7).

To prove global existence of the Faedo-Galerkin solutions we derive n-independent
a priori estimates bounding vy,, %; », Ue,, in various Banach spaces.

Given some (absolutely continuous) coefficients b; ., ;(t), 7 = 4,e, we form the
functions ¢; ,,(t,2) 1= >, bin(t)er(z) and pe n(t, ) := > beni(t)er(z). From
(41) the Faedo-Galerkin solutions satisfy the following weak formulations for each
fixed ¢, which will be the starting point for deriving a series of a priori esitmates:

/ CmOtUn Qi n dx —|—/ €0LU; i m dx
Q Q
+/ M;(t,2,Vu;pn) - Vi nde —|—/ h(t,x,vn)@in de (51)
Q Q

:/Iapp,n(pi,ndmv
Q

/Cmatvn@e,n dl'_/satue,n@e,n dx
Q Q

- / M(t, 2, Vien) - Ve ndr Jr/ h(t, x,vn) e n d (52)
Q Q

:/Iapp’ngaeyndx.
Q

Remark 5.2. From (51) until (69), we will intentionally commit a notational crime
by reserving the letter T for an arbitrary time in the existence interval [0, p’) for
the Faedo-Galerkin solutions (and not the final time used elsewhere).

Lemma 5.1. Assume conditions (19)-(26) hold and p > 1. If uig,uco € L?(2)
and Lpp € L?(Qr), then there exist constants ci,ca,c3 not depending on n such
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that
lonll o o722 020 + D IVEUg Al pow 0.2y S €15 (53)
j=i,e
Z Hvuj,n”Lp(QT) < ca, (54)
j=i,e
Z Huj,n”Lp(QT) < cs. (55)
j=i,e

If, in addition, u;o,ueo € Wol’p(Q), then there exists a constant c4 > 0 not
depending on n such that

”atvn”L?(QT) + Z H\@at“jvnHLz(QT) < ca (56)

Jj=t,e

Proof. Substituting ¢;, = u;, and @en, = —Ue, in (51) and (52), respectively,
and then summing the resulting equations, we procure the equation

Cm d 2 £ d 2
7%A|Un| dx+2j§:edt/g|uj’n| dx

+ Z /QMj(tyiE7VUj,n) -Vujpdr + /Q h(t, z,vn)v, dx (57)

Jj=i,e

:/Iappmvndx.
Q

By Young’s inequality, there exist constants C1,Cs > 0 independent of n such

that
// Lipp.ntn dz dt < Cy + Cy // | da dt. (58)
T T

Integrating (57)) over (0,7") and then exploiting (58) and also (21)), (24]), we obtain

G [ ool a5 Y [P

j=t,e

+Cum Z // |V nl? dacdt+// (h(t,:c,vn)vn+0h "Un|2> dx dt
QT T

Jj=t,e

< C1 4+ (Cy +ch)// vn|? da dt (59)

Cm 2 € 2
+7/Q|vo(x)| dx+2j;e/9|uj7o(x)| dx
<Ci+(Co+ Ch)// | da dt.

In view of (29) and Gronwall’s inequality, it follows from (59)) that

/Q|vn(T,x)| dx+€Z/Q|uj(T,1:)| du < Cs, (60)

Jj=i,e

for some constant C3 > 0 independent of n, which proves (53)).
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From (59) and (60) we also conclude that

Cwm Z // (Vg |? dedt < Cy + (Ch, + C2)TCs,
et (61)
0< // (h(tmr,vn)vn + Cy, |Un\2> dedt < Cy + (Cp, + Co)TC3,

where the first estimate proves assertion (54).
The Poincaré inequality implies the existence of a constant C; > 0 independent
of n such that for each fixed ¢

lagn M oy < oIVt M gny» 1 <p <00, =i,

and therefore, by (61))
T
/ l|wj.n (2, -)||Izp(m dt < Cs for 1 <p<ooandj=i,e. (62)
0

This concludes the proof of (55).

Now we turn to the proof of (56]), and start by reminding the reader of the func-
tions M, and H defined respectively in (22) and (25). We substitute ¢; »(t, ) =
Oy n(t,-) in (51) and e n(t,-) = —0stte n(t, ) in (52)), and sum the resulting equa-
tions to bring about an equation that is integrated over (0,7"). The final outcome
reads

// |8t11n|2 dr dt + e Z // \6tuj,n|2 dx dt
T j=ie” Y QT
o
Qr j=i,e
:// |Ovvn|® dodt+2 > // |0y | da dt
T Qr

j=ti,e

Z M;(t,z,Vujyn) - V(Ou;,)dedt +/ h(t, x,vy)0w, dx dt
Q

g (63)
+/ at/ S° Myt e, Vuga) + H(t,2,0,) | dedt
0 Q

J=,e

_ // Z OeM;(t,x,Vuj,) + 0 H(t,x,v,) | dadt

Jj=i,e
1
:// LappmOrvn i dt < 7// 18yvn|? dadt + C,
Qr 2JJ)qr

where we have used Young’s inequality and the uniform L? boundedness of Lapp,n
to derive the last inequality.
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Taking into account (23) and (25) in (63), we conclude that there exist two
constants C7,Cg > 0 independent of n such that

// |80, | dmdt+sZ// |(9tujn| dx dt

j=ti,e

/ ZM (T,z,Vujn(T,z)) + HT,z,v,(T,z)) | dz
o \ ;=

(64)
<C'7// ZM (t,x,Vujn,)+ H(t, xz,v,) | dedt

j=i,e

+/ Z M; (0,2, Vu;,(0,2)) + H(0,z,v,(0,2)) | dx+ Cs.
Q \j=ie

To deal with the H(0,z,v,(0,x))-term, observe that the following bounds are
consequences of (24) and (26):

\H (t,x,v)|<C’g<|v|3P+1> if1<p<3,
(65)
\H(t,z,0)| < Co (|u|‘1+1 + 1) Vg>1,ifp=3,

for a.e. (t,z) € Qr and Yv € R.
By definitions of M; and H, (19), ;0,0 € Wy (), (65) and (26) for p > 3,
and (18), we deduce

/ Z Mj (0’ €T, Vuj,n(ov x)) + H(O, z, U’VL(Oa x)) dzx < Cho,
Q

Jj=i,e

for some constant C1p > 0 independent of n.
By the monotonicity conditions (21) and (24),

Z/M (T, 2, V(T z)) dz > 0 (66)

j=t,e

and

/H(Tac v (T, x))dx—i—Ch/ lon (T, 2)|* da

(67)
// Txp+Chp)dpd:c>0
Using (66) and (67) in (64) we obtain
/ > MG(T, 2, Vo (T, 2)) + H(T, 2, v,(T, 7)) + Cy, |vn (T, 2)* | da
2 \j=ie
(68)

<C7// ZM tmvuﬂ“)+H(txvn)+Ch‘Un| dz dt
Qr

j=t,e

+Ch/ |Un(T,x)|2 dIﬁLCiO, O{O = Cs + Chp.
Q
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Now (68), (53)), and an application of Gronwall’s lemma in (68)) furnish

Z / M;(T,z,Vu, (T, z)) d +/ H(T,z,v,(T,x))dx < Cy1, (69)
— Q Q
j=i,e
for some constant C; > 0 independent of n.
Finally, combining (66), (67), (69) in (64) delivers (56). O

We want to show that the local solution constructed above can be extended to
the whole time interval [0,7T) (independently of n). To this end, observe that for
an arbitrary ¢ in the existence interval [0, p’) there holds, thanks to (53),

2 2
D DN CRVIC)

j=ire (70)
= Ion(ts Mz + D Mtinlt gy < C

j=te

ey

where C' > 0 is a constant independent of ¢ and n. We continue by introducing
S:={t €[0,T) : there exist a solution of (39), (40) on [0,¢)},

and observing that S is nonempty due to the above local existence result.
We claim that S is an open set. To see this, let £ € S and 0 < t; < t2 < t. In
view of (49), (47) and (50)), (48) we then obtain for Il =1,...,n

dpa(t1) — dpa(t2)] < c(C,n,cm,E)/ M) dr (71)

t1
and

t2
lcjmi(t) = cjni(te)] < e(C)n, anf)/ |M;(7)| dr, j=1i,e. (72)
t1

Since M,M; € L', j = i,e, we use (71) and (72) to conclude respectively that
t— dp(t) and t — ¢, (t), j =i, e, are uniformly continuous. At time ¢, we solve
the ODE system (42)), (43)), (44) with initial data

ltl%} (dn,l (t)v Ci,n,l(t)a Ce,n,l(t)) 5 l= ]-7 e, N,
which provides us with a solution on [0,¢ + ¢) for some € = ¢ (f) > 0, and thus S
is open. It remains to prove that S is closed. We consider a sequence {t¢},., C S
_ n
such that t, — ¢ as £ — co. Let {(dfl (1), ek (1), e (t))}l denote the solution
; ., -

' Ye,n,l

of (42), (43), (44), (40) on [0,t,), and define for I =1,...,n
~ dé (), ift t
dfbl(t) — ?,l( )7 1 € [07 f)a
’ dn,l(t5)7 ift € [tzﬂf),

and for j =1,e

6g,n,l(t) =

¢ aa(t), it E[0,te),
et i(te), it e [ty,T).
It follows from what we have said before that the sequences

{dflal(t)}e>17 E?,n,l(t)}€>17 j :7:,67 = 17...,717

are equibounded and equicontinuous on [0,%). Hence there exist subsequences that
converge uniformly on [0,7) to continuous functions d,, x(t) and ¢, (t), 7 = i,e.
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By (49), (50), and Lebesgue’s dominated convergence theorem, it is easy to see that
these functions must solve the ODE system (42), (43), (44), (40) on [0,%). Hence
t € S, and we infer that S is closed. Consequently, S = [0,T).

Having proved that the Faedo-Galerkin solutions (37), (38)) are well-defined, we
are now ready to prove existence of solutions to our nondegenerate system (6)).

Theorem 5.1 (Regularized system). Assume (19)-(26) hold and p > 1. If u;o €
WyP(Q), j = iye, and Ly, € L*(Qr), then the regularized system (6)-(2)-(7)
possesses a solution for each fized € > 0.

The remaining part of this section is devoted to proving Theorem [5.1L
Lemma 5.1 shows that {vn}, <1, {¥jn},-1, § = i,e, are bounded in LP(0, T}

WyP(€2)) and {Owwn} o1, {0tjn},oq, J =14, e, are bounded in L*(Qr). Therefore,
possibly at the cost of extracting subsequences, which we do not bother to relabel,
we can assume there exist limit functions u;, ue,v with v = u; — u. such that as
n — 0o

ujn — uj a.e. in Qr, strongly in L*(Qr),

and weakly in L?(0,T; V[/OLP(Q))7

v, — v a.e. in Qr, strongly in L%(Qr),

and weakly in L?(0,T; Wy*(Q)),

M;(t,z, Vuj,) — ¥; weakly in L” (Qr;R3),

h(t,z,vn) — h(t,z,v) a.e. in Qr and weakly in L? (Qr).

Lemma 5.2. Asn — oo, h(t,z,v,) — h(t,z,v) strongly in LY(Qr) Yq € [1,p).

Proof. Because of (54), (55), (18), and Remarks 4.1 and 4.2, {A(t,z,v,)},~, is

bounded in L (Q7). The lemma is then a consequence of (73) and Vitali’s theorem.
O

Keeping in mind (73) and Lemma 5.2l we infer, by integrating (51)) and (52) over
(0,T) and then letting n — oo,

// cmOvp; dx dt + 5/ Oru; i dx dt
T Qr
+ // i - Ve, dx dt + // h(t,x,v)p; dxdt (74)
T T
= // Lpppi do dt,
T
// Crm O, dr dt — 6/ Oruepe dx dit
T Qr
_ // Ye Vedrdt+ // h(t,x,v)pe dx dt (75)
T T
= // Tapptpe dx dt,
T

for any @; € LP(0,T; Wy ?(Q)), j = i, e. To conclude that the limit functions in (73)
satisfy the weak form of (6), we need to identify X;(t,x) as M;(t,z, Vu;), which
boils down to proving strong convergence in L? of the gradients Vu;,,. We remark
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that in the case p =2 (l.e., M;(t,z,&) = M;(¢,2)¢) we do not need strong conver-
gence of the gradients, so Lemma [5.3| below is needed only in the fully nonlinear
case (p > 1 with p # 2).

Lemma 5.3. For j = i,e, Vu;, — Vu; strongly in LP(Qr) as n — oo and
Y(t,x) = Mj(t,z, Vuy) for a.e. (t,z) € Qr and in L (Qr; R3).

Proof. Fixing an integer N > 1, we consider functions w; = w; (¢, z) of the form

N
wj(t,x) = Zaj,l(t)el(x), Jj=tie, (76)
=1

where {a;;}¥, are given C''([0,77]) functions and {e;},=, is the basis introduced in
Subsection 3.3. We also set w := w; — w,.. Assuming that n > N, we add together
(B1) with ¢;i(t,-) = (uin — w;i)(t,-) and (52) with pc(t,-) = —(Uen — we)(t, ).
Integrating the resulting equation over (0,7") and then adding it to (24) we get

> // (M;(t, @, V) — Mj(t, 2, Vw;)) - (Vg — Vw;) de dt

Jj=i,e
= - // CmOpvn (vy, — w) dx dt — Z // €0ty n(Ujn —wj) drdt
T j=i.e T

-y / M;(t,x,Vw;) - (Vujn — Vw;) da dt
Qr

j=t,e

- //QT [ (o) = h(w)) (v = w) + Cp v — wf’| dwdt
/QT hw)(vn = w) dwdt + O //T on — wl® da dt

+ // Lippn(Vn —w) da dt
< — // CmOpp, (v, — w) dx dt — Z // et (Ujn —w;) drdt
T j=i,e Qr

— Z / M;(t,z,Vw,) - (Vuj, — Vw;)drdt
Qr

Jj=i,e

//Th(w)(vn —w)dzdt+0h//T lon — w|? da dt

+// Lippn(Vy, —w)dxdt =: By + Eo+ Es + Es + E5 + Eg.
QT

(77)

By Lemma 5.1l and (73), we draw the conclusions that

lim F; = — // emOv(v — w) dz dt,
T

nlLH;C Ey=— Z //T e0puj(u; — wj) de dt.

J=1e
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From (19), (26), (18), and (73), it follows that M;(t,z, Vw;) € L (Qr;R3),
j=i,e, h(w) € L” (Qr), and thus

lim E3 = — Z/ M;(t,x,Vw;) - (Vu; — V) dz dt,
Qr

j=i,e
lim E, = —/ h(w)(v — w) dx dt.
nmee Qr

The term FEj is sorted out using the convergence v,, — v in L*(Qr), cf. (73):

lim E5 =C) // lv —w|® da dt.
T

Bringing to mind that {l.ppn}, ., is bounded in L?(Qr) and exploiting again the
convergence v, — v in L?(Qr), we deduce

lim Eg = // Lipp.n(v —w) dz dt.
T

Now we can pass to the limit in (77) to obtain, keeping in mind (20),

lim // Z it 2, Vujn) — M;(t,z, Vuj)) - (Vujn — Vw;) de dt

Qr j=i,e
// emOpv(v — w) da dt — Z // €0y p(uj — wj) da dt
Qr j=i,e
— Z / M;(t,z,Vw;) - (Vu; — Vw;) de dt (78)
j=ie” QT

/ h(w)(v —w dxdt+C’h// v —wl|? da dt
Qr T
// Lipp.n(v — w) dx dt.

Since functions of the form (76) are dense in LP(0,T; Wy (), inequality (78)
holds in fact for all functions w; € L?(0, T} WP (2)). Hence, choosing w; = u; in
(78)) gives us

lim Z E;(n) <0, where

j=te

(79)
// iz, Vuj ) — M;(t,z,Vu;)) - (Vuj,, — Vu;) dz dt.

When p > 2, by (20) we have

Cum / Z |Vujn — Vu|? dedt < Z E;( (80)
Q

T j=i,e j=i,e



206 MOSTAFA BENDAHMANE AND KENNETH H. KARLSEN

When 1 < p < 2, we employ (20) as follows:

Cu Z |V n — Vuy|? dedt
QT j—je
g
2
<|cu // 3 [Vt v“”H de dt
QT j—je (‘vuj,n + |vuj|)

e Q)

« CM// S (Vg + [V l)? dadt
Q

T j=i,e

P

< Z Ej(n) Cur //Q Z (IVujn| + [Vu;|)? dodt

j=i,e T j=ie
Since u; ,, is bounded in LP(0, T; W, *(Q)) for j = i, e and using that > jmie Ei(n) —
0 as n — oo. Hence, sending n — oo in (80) and (81) yields
lim // Z IVuj, — Vu,|” dedt =0, 1<p<oo, (82)
n—oo Q

T j=i,e
which proves the first part of the lemma.
In view of (82), along subsequences the following convergences hold:

Vujn — Vu; ae. in Qp, j=i,e.

Hence, ;(t,z) = M, (t,z, Vu;) a.e. in Qr and also in L” (Q7). This concludes the
proof of the lemma. O

Finally, we prove that the limits wu;, u. in (73) obey the initial data (7).
Lemma 5.4. For j = i,e, there holds u;(0,x) = ujo(x) for a.e. x € .

Proof. The proof adapts a standard argument given in [13]. Pick a test function
©e of the form (76) with ¢ (T, ) = 0. We use ¢.(t,-) in (52) and then integrate
with respect to ¢ € (0,7). In the resulting equation we send n — oo, followed by
an integration by parts in the obtained limit equation, thereby obtaining

- // CmV0ype dx dt + // e Oy pe da dt

_ / M. (t,2,Vue) - Vi dx dt + // h(t,z,v)pe dz dt (83)
QT T

:// Iappgaedxdt—&—/cmv(O,x)gae(O,a:) dac—/sue(O,x)goe(O,x) dx.

T Q Q
On the other hand, integration by parts in (52) yields

— // CmUnOppe dx dt + // EUe,nOrpe d dt
T T

—/ M (t,z,Viey) - Ve dxdt+// h(t, z,vp)pe da dt
QT T

= // Lipp npe dz dt +/ emUn(0,2)pe (0, z) de — / ette n (0, 2)pe (0, z) dz,
T Q Q
(84)
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for all ¢, of the form (76) with ¢.(T,-) = 0.

Since by construction u;.,,(0,-) — ujo(-) in Wy (Q) for j = i,e and in view of
the convergences established for the approximate solutions, sending n — oo in (84])
delivers

— // CmUnOppe dx dt + // Ele nOrpe dx dt
T T

_ / M (t,x, Vien) - Ve dr dt + // h(t,x,vp,)pe dx dt (85)
Qr Qr

:// Iapp,ngoeda:dt—k/cmvo(x)gpe(O,x)dx—/6ue,0(x)<pe(0,x) dz,
T Q Q

for all ¢, of the form (76) with (T, ) = 0.

Comparing (83) and (85), using also that functions of the form (76) are dense
in LP(0,T; WyP (), yields ue(0, ) = ueo(z) for a.e. z € Q. Reasoning along the
same lines for u; yields u;(0,2) = u; o(z) for a.e. x € Q. O

6. Existence of solutions for the bidomain model.
6.1. Proof of Theorem 4.1.

6.1.1. The case vo = U; 0 — Ue,0 With U; 0, Ue,0 € H& (©). From the previous section
we know there exist sequences {ui,g}oo, {tee}.ugr and {ve = u; e — ue75}€>0 of
solutions to (6), (2)), (7), cf. Definition [5.1 (with p = 2). Furthermore, we have
immediately at our disposal a series of a priori estimates, which we collect in a
lemma.

Lemma 6.1. Assume conditions (19)-(26)) hold with p = 2.
If ui0,ue0 € L*(Q) and Lpp € L*(Q1), then there exist constants cy,ca, c3 not
depending on € such that

[vell oo (0,7:22(02)) + Z |‘ﬁuj»5|‘L°°(0,T;L2(Q)) < o

J=,e

||vuj»5‘|L2(QT) < ¢, Z l[wj,e

Jj=e

|L2(QT) <es, J=ie.

If, in addition, u; 0, Ue,0 € H(Q), then there exists a constant cq > 0 independent
of € such that

||8tv€||L2(QT) + Z H\ﬁatuj,EHLz(QT) < ¢. (86)

J=e

Proof. By the (weak) lower semicontinuity properties of norms, the estimates in
Lemma 5.1 hold with vy, %; n, Ue.n Teplaced by ve, u; ¢, Ue ¢, Tespectively. Moreover,
the constants ¢1, ca, 3, ¢4 are independent of ¢ (consult the proof of Lemmal5.1). [

In view of Lemma 6.1, we can assume there exist limit functions u;, u.,v with
v = u; — U such that as e — 0 the following convergences hold (modulo extraction
of subsequences, which we do not bother to relabel):

ve — v a.e. in Qr, strongly in L?(Q7), and weakly in L?(0,T; Hg()),
ui e — u; weakly in L?(0,T; Hg (), ue,e — ue weakly in L?(0,T; Hg(Q)),
h(t,z,v.) — h(t,z,v) a.e. in Q7 and weakly in L?(Qr),
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and, according to (86), v € C¥2([0,T]; L?(Q)). Additionally, d;v. — dsv and
edyujc — 0, j =1,e, weakly in L?(Qr). Arguing as in the proof of Lemma 5.2, we
conclude also that h(t,z,v.) — h(t,z,v) strongly in LY(Qr) Vg € [1,2). Thanks
to all these convergences and repeating the argument from the previous section
to prove that the initial condition (3)) is satisfied, it is easy to see that the limit
triple (u;,ue,v = u; — u,) is a weak solution of the bidomain model (1), (2), (3),
cf. Definition 4.1, thereby proving Theorem 4.1/ in the case vy = ;o — ue,0 With
Ui,0, Ue,0 € H&(Q)

6.1.2. The case vy € L*(2). To deal with this case, we approximate the initial data

vg by a sequence {v07,,}p>0 of functions satisfying

vo,p € Cg (), y < HUOHL?(Q)v vo,0 — vo in L*(2) as p — 0.

For p > 0, we then introduce an artificial decomposition vo, = U0, — Ue0,p
with 4,0,p, Ue,0,0 € C§° (©). From the previous subsection, there exist sequences
{ul7p}p>0, {te,p} psgr {Vp = Uiy — e p} o for which w;p, ue,, € L*(0,T; Hy(2)),
O, € L*(Q), and

// cm O, p; da dt +/ M;(t,z)Vui, - Vo dedt
T Qr
—I-// h(t,z,v,)p; dedt = // Lpppi dz dt
T Qr

// CmOLvppe dax dt — / M (t,2)Vue,, - Ve dz dt
T Qr

// h(t,z,v,)pe drdt = // Lipppe dx dt,
T

for any ¢; € L%(0,T; H3(Q2)).
To pass to the limit p — 0 in (87) and (88) we need a priori estimates. The ones
from Lemma [5.1] that survive the test of being p-independent are

(87)
and

(83)

||”p||Loo(o,T;L2(Q)) <c |V, ﬂHL2(QT) <¢ ||uj,p||L2(QT) <ec¢ j=ie (89)
We conclude from (89) that the sequences {ui,p} - o; {te,p} 50> {0p} ,( are bounded
in L?(0,7; H}(2)). In view of the equations satisfied by v, this implies that
{0t} ¢ is bounded in L?(0,T; (Hg(€2))'), but there are no bounds on {Ovuip} s
{atue’p},»o! Therefore, possibly at the cost of extracting subsequences (which are

not relabeled), we can assume that there exist limits wu;, ue,v € L?(0,T; H}(Q))
with v = u; — u. and dyv € L? (0,T; (H{(2))’) such that as p — 0

v, — v a.e. in Q, strongly in L*(Qr), and weakly in L?(0,T; H} (),

u;,, — u; weakly in L2(0,T; H§(9)), ue,p, — ue weakly in L?(0,T; H} (S2)),

h(t,z,v,) — h(t,z,v) a.e. in Qr and weakly in L*(Qr),
and v € C([0,T]; L*(2)). In addition, dyv, — v weakly in L? (0,7} (Hg(2))').
Arguing as in the proof of Lemma 5.2, we obtain h(¢,z,v,) — h(t, z,v) strongly in
L1(Qr) VYq € [1,2). Equipped with these convergences it is not difficult to pass to
the limit as p — 0 in (87), (88) to conclude that the limit triple (u;, te, v = u; — ue)

is a weak solution to the bidomain model (1), (2), (3). This proves Theorem 4.1]in
the case vg € L*(Q).
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7. Existence of solutions for the nonlinear model.
7.1. Proof of Theorem 4.2.

7.1.1. The case vg = u;,0 — Ue,0 With U;0,Uco € Wol’p(Q). In view of the results
in Section 5, there exist sequences {uic}, o {Uee)ong, and {ve = Uje — e},
of solutions to (6), (2)), (7), cf. Definition [5.1, and the following weak formulations
hold for each € > 0:

// CrmOpvep; do dt + E/ O e pi dx dt
T QT

Qr

—|—/ h(t, z,v:)p; dmdt:// Lippyp; dx dt,
QT QT

// CmOpvepe dx dt — 5/ Otlie e Pe d dt
T Qr

— / M (t,x,Vue.) - Vpedzdt (91)
QT

—|—/ h(t,z,ve)pe dxdt = // Lipppe dz dt,
Qr Qr

for any @; € LP(0,T; Wy (Q)), j = i,e.
Similar to Lemma (6.1 for the bidomain model, we have the following a priori
estimates for the nonlinear model:

Lemma 7.1. Assume conditions (19)-(25) and (26]) hold.
If u; 0, ue0 € L*(Q) and Lypp € L?(Q7), then there exist constants c1,ca,c3 not
depending on € such that

loell Lo 0. miz20y T D VR e Lo 1120y < €1

j=t,e

Hvuj’EHLp(QT) < cq, ||uj,6||Lp(QT) < cz, j=1i,e.

If, in addition, u; o, Ue,0 € Wol’p(Q), then there exists a constant cy > 0 indepen-
dent of € such that

10cvell gy + D IVEO sl o) < 4 (92)

j=t,e

In view of Lemma (7.1, we can assume there exist limit functions u;, u., v with
v = u; —u. and 3;, ¥, such that as € — 0 the following convergences are true (again
modulo extraction of subsequences, which we do not relabel):

ve — v a.e. in Qr, strongly in LP(Qr),

and weakly in L?(0,T; Wy " (),

wj. — u; weakly in LP(0,T; Wy P(Q)), j = i,e, (93)
M;(t,z,Vuj.) — ¥; weakly in LP (Qr;R?), j =i, e,

h(t,x,v:) — h(t,z,v) a.e. in Qr and weakly in LY (Qr),
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and, according to (92), v € C/2([0,T]; L*(Q)). Besides, 0yv. — 0yv, edyu; . — 0,
j = i,e, weakly in L?(Q7). Arguing as in the proof of Lemma 5.2, we conclude
additionally that h(t,x,v.) — h(t,z,v) strongly in LY(Qr) Yq € [1,p').

Different from the bidomain case, to continue we need to establish LP convergence
of the gradients, so that we can identify ¥; as M;(t, =, Vu;).

Lemma 7.2. For j =i,e,

T
lim sup Z / / M;(t,z,Vuj.) - Vujdrdt
0o Ja

e—0 T
Jj=i,e

T
g}://2N@VWMﬁ
0 Q

Jj=t,e

(94)

Proof. Choose ¢; = u; —u; in (90) and pe = —(tee — ue) in (91). Adding the
resulting equations delivers

JO+ It 2= 03, (95)

where

T
J? = / / ((‘)tvg(vg —v)+ Z eduje(uje — Uj)) dzx dt,
0o Jo

j=i,e

T
Jsl - Z A /QMj(t,lL'7 Vuj,s) : V(Uj,g - ’Lbj) dx dt,

j=t,e

T T
J? = / / h(t,z,v.)(ve —v)dxdt, J>= / / Lopp (Ve — v) dz dt.
0o Jo 0o Ja

The goal is to take the limit ¢ — 0 in (95).
First, we claim that

lim J? = 0. (96)

e—0

To see this, observe that

|J£| < HatUEHL?(QT) lve = UHLQ(QT)
97
+§:VEW@@wAhm%w%¢*uﬁp@ﬂ~ (97)
j=i,e

On account of (93), in particular the convergence v. — v in L?(Q7) and the L?

boundness of dyv., \/e0iuj e, j =1, e, sending ¢ — 0 in (97) yields (96).
By the weak convergence of h(t,z,v.) to h(t,x,v) in LP (Qr) and the strong

convergence of v, to v in LP(Qr), cf. (93),

lim J? = 0.

e—0
Clearly, again by (93]),
lim J? = 0.
e—0
Summarizing our findings, taking the limsup in (95) as € — 0 yields

T
lim sup Z / / M;(t,z,Vuje) - V(uje —u;)dedt <O0. (98)
0 Q

e—0 [
j=i,e
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We deduce from (98) and (93)) that

limsupZ/ /M (t,x,Vuje) - Vu o drdt

e—0
Jj=i,e

glimsupZ/ /M t,z, Vuj.) - Vu; dedt = / /Z - Vu; dz dt,

e—0
j=t,e
which proves the lemma. O

A consequence of the previous lemma is strong convergence of the gradients.

Lemma 7.3. Forj =i,e, Vu; . — Vu; strongly in LP(Qr) ase — 0 and 3;(t, x) =
M;(t,x,Vuy) for a.e. (t,x) € Qr and in L’ (Qr; R?).

Proof. Since Vu; € LP(Qr;R?) and, by (19), M;(t, z, Vu;) is bounded in e (Qr;R3),
it follows from (93) that

;13(1)2/ /M (t,x,Vuj.) - Vujdedt = Z/ /Q i(t,x) - Vu; dz dt,

j=i,e j=i,e

(99)
lim Z/ /M (t,z,Vuj) - (Vu, e — Vu;)dedt = 0.

e—0
j=t,e

We use (94)) and (99) to infer

lim sup Z / / it x, Vuj o) — Mi(t,x, Vu,)) - (Vuj e — Vuy) dedt < 0.

e—0
j=i,e
(100)
As in the proof of Lemma 5.3, (100) implies
611_1;1% Z / / |VUJE Vuj|p d:cdt_()
j=ti,e
and thus the lemma is proved. O

Putting to use the convergences in (93) and Lemma [7.3 and the argument from
Section 5 to prove that the initial condition (3) is satisfied, we can send € — 0 in
(90) and (91) to obtain that the limit triple (u;, u.,v = u; — u.) is a weak solution
to the nonlinear model (4)), (2)), (3), cf. Definition [4.1), thereby proving Theorem 4.2
in the case vy = u;,0 — Ue,0 With u; 0, Uco € Wol’p(Q).

7.1.2. The case vy € L*(€). To deal with this case, we approximate the initial data
vg by a sequence {vo,p} ., of functions satisfying

Vo,p € CSO(Q>7 ”vO’P

|L2(Q) < lvollp2y s w0, — vo in L*(Q) as p — 0,

Alike the bidomain case, we introduce an artificial decomposition vy, = 0, —
Ue,0,p With ©; 0,5, Ue0,, € C3°(2). From the previous subsection, we can produce
sequences {uip}, o, {tep},og, and {v, =uip —te,p}, o such that u;p, ue, €
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LP(0,T; Wy P (Q)), 8w, € L*(Qr), and

// cm O, p; da dt + / M;(t,z,Vu; ,) - Vo, dzdt
Qr Qr

+// h(t,z,v,)pi dxdt:// Toppi dx dt,
T Qr

// CmOtUppe da dt — / M. (t,z,Vue,,) - Ve dz dt
Qr Qr

+/ h(t,x,vp)goedacdt:// Lipppe dz dt,
Qr T

for any ¢, € LP(0,T; Wy P(), 5 =i,e.
To pass to the limit p — 0 in (101) and (102) we need a priori estimates. Among
the ones in Lemma (7.1, the following estimates are independent of p:

(101)

(102)

||’UPHLOO(0,T;L2(Q)) < ||vuj,p||Lp(QT) < ||uj,p||Lp(QT) <c¢, j=ie. (103)

We conclude from (103) that the sequences {ui,p},. o, {tie,p} 50, and {v,},., are
bounded in LP(0,T; Wy ?(Q)). In view of the equations satisfied by v,, {0} 50
is bounded in L?' (O,T; (Wol’p(Q))’). Therefore, possibly at the cost of extracting
subsequences, which are not relabeled, we can assume there exist limit functions
Ui, te,v € LP(0,T; WoP()) with v = u; — ue and dv € L¥ (O,T; (Wol’p(Q))’)7
such that as p — 0

v, — v a.e. in Qr, strongly in LP(Qr),

and weakly in L?(0, T; Wy (),

dv, — dyv, weakly in L¥' (O,T; (Wol’p(Q))’),

w;,, — u; weakly in LP(0, T’ Wol’p(Q))7 j=1,e,
M;(t,z,Vu;,) — 3; weakly in LY (Qr;R3), j = i,e,
h(t,z,v,) — h(t,z,v) a.e. in Qr and weakly in Lp/(QT),

(104)

and v € C([0,T]; LP(£2)). We argue again as in the proof of Lemma 5.2 to obtain
h(t,z,v,) — h(t,z,v) strongly in LY(Qr) Vg € [1,p"). Equipped with all these
convergences it is not difficult to send p — 0 in (101), (102) to conclude that that
the limit triple (u;, ue,v = u; — u.) is a weak solution to the nonlinear model (4),
(2), (3), provided we can make the identification X; = M; (¢, z, Vu,), in which case
the proof of Theorem 4.1lis completed. The remaining part of this section is devoted
to this identification task.

A chief difference between the present case and Subsection (7.1l is that now vy is
not regular enough to ensure the boundedness of d;v, in L?*(Qr), which was used
in the proof of Lemma [7.2. To handle this difficulty we apply a time-regularization
procedure, introduced first by Landes [17] and thereafter employed by many authors
to solve nonlinear parabolic equations with L' or measure data (see [11} 4, 23, 3]).
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Lemma 7.4. For j =i,e

limsupZ/ //M (t,x,Vu;,) - Vu;,drdsdt

p—0 j=i,e

Z/ //z - Vu; dz ds dt

Jj=i,e

(105)

Proof. First, we introduce the time regularization of v, where v = u; — u, and u;, ue
are the limit functions in (104). We denote this regularized function by (v),, where
p is a regularization parameter tending to infinity. We define (v), as the unique
solution in LP(0,T; W, () of the equation
Oh(v), + p((v), —v) =0 in D'(Qr), (106)
which is supplemented with the initial condition
(V)ult=0 = v in €, (107)

where {vf} u>1 18 @ sequence of functions such that

ol € WaP(Q), wh — wo strongly in L2(€) as p — oo, and

i (108)
—|lvg HW(}’P(Q) — 0 as yu — 0.
Following [17] we can derive easily the properties
0:(v),. € LP(0,T; Wy P()) and (109)
(v), — v strongly in LP(0,T; W, *(Q)) as p — oo.
We claim that
hunl inf ;gn J9, >0, g9, = / / / v, (v, — (v),) dz ds dt. (110)

To see this, we exploit the regularity 0;(v), € LP(0,T; WP (€)) and calculate

/O//atv,, )) da dt ds
=/t//am—@mm—wmmmw
/ //at (0),,) da dt ds, (111)
- / /|vp d:pdt——/|vp (t = 0)dz
+A‘44awm%7wmmwﬁ
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Using (104) and (109)), by sending p — 0 in (111) we come up with

lim/ / /atvp (v),) dzdtds
p—0 0
/ /|v— % da dt——/|vo—vg| dx (112)
/ //&5 (v)) dx ds dt.

Availing ourselves of (108), (109), and (106), we obtain from (112)

lim inf lim / / / 0rv, (v, )u)dxdtds > 0, (113)

p—oo p—0

which proves our claim (110).
Next, we choose ¢; = u; , — (4;), and Qe = —(ue,p — (¢e),) in (101) and (102),
respectively, and add the resulting equations to obtain

0 1 2 _ 713
JPvH + JP;M + JP: =,

Py

(114)

where J) ,, defined in (110), is nonnegative by (110) and

Z/ //M (t,z, Vuj,) - V(uj, — (uj),) deds dt,

j=i,e

JQM:/ /t/ h(t,z,v,)(v, — (v),) dx dsdt,
/ / / app )p) dx ds dt.

Our goal is to send first p — 0 and second p — oo in (114).
By the weak convergence of h(t z,v,) to h(t,z,v) in L” (Qr) and the strong
convergence of v, to v in LP(Qr), ¢ (104)

¢
lim JPQM = / / / h(t,z,v)(v — (v),) dz ds dt, (115)
p—0 o Jo Ja

and using (109) in (115) we obtain
lim lim J? , = 0.

p—00 p—0 Pi1

;%Jgu /// app ) da ds dt, (116)

and using (109) and sending p — oo in (116) we obtain

By (104),

lim lim J?  =0.
p—o00 p—0 P

Summarizing, sending first p — 0 and second p — oo in (114) produces

lim sup lim sup Jpl)u <0. (117)

p—00 p—0
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We deduce from (117) and (104)

limsupZ/ //M (t,z, Vuj,) - Vu, ,dedsdt

p—0 j=t,e

T ot
< lim sup lim sup Z / / M;(t,z,Vu;,) - V(u;), dedsdt
0o Jao

H—00 p—0 j=i,e”0

T st
:/ / / ;- Vu;dx dsdt,
o Jo Ja

and thus proving the lemma. O
A consequence of the previous lemma is strong convergence of the gradients.
Lemma 7.5. For j = i,e, Vu;, — Vu; strongly in LP(Qr) as p — 0 and

S(t,x) = Mj(t,z, Vuy) for a.e. (t,z) € Qr and in L (Qr).

Proof. Since Vu; € LP(Qr;R3) and M;(t,z, Vu;) € LP (Qr;R3), it follows from
(104) that

T st
lim / //M t,x,Vu;,) Vu;drdsdt
P_’OZ o Jo Jo i( i) J
Z/ // i(t,x) - Vu; dedsdt, (118)

j=i,e

211%2/ //Mthu] (Vuj, — Vu,) dzds dt = 0.

j=t,e

Combining (105) and (118)) gives

,%ii% Z/ / / i(t,x, Vu; ,) — Mj(t,z, Vu;))

- (Vu;,, — Vuj)drdsdt <0,

which, together with the monotonicity property (20), proves the lemma (consult
the proof of Lemma [7.3 for more details). O

8. Uniqueness of weak solutions. The purpose of this final section is to prove
uniqueness of weak solutions to our degenerate systems, thereby completing the
well-posedness analysis.

Theorem 8.1. Assume conditions (19)-(20) hold and p > 1. Let (u;1,Ue1,v1)
and (u;,2,Ue 2, v2) be two weak solutions to the bidomain model (1), (2), (3) or the
nonlinear model (4), (2)), (3), with data vo = v1,0, Lapp = Tapp,1 and vo = V2 0, Tapp =
Lipp,2, respectively. Then for any t € [0,T]

/ oy (t, ) — va(t, )| da
Q

< exp (202 * 1t) [ /Q [or0(2) = va,0(@)] da (119)

™m

t
+/ /|Iapp71(s,z)fIapp72(5,:r)|2 dxds]|.
0 Jo
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In particular, there ezists at most one weak solution to the bidomain model (1), (2),
3) and the nonlinear model (4), (2), (3).

Proof. According to Definitions 4.1 and [4.2) the following equations hold for all test
functions @; € LP(0,T; Wy (), 7 = i, e:

/t Cm (Op(v1 — v2), ;) ds

/ / (s,x,Vu;1) — Mi(s,x,Vu,;2)) - Vo, dzds

¢
+/ /(h(s,x,vﬂ—h(s,x,m))@i dmds:/ /(Iapp’l—fappyg)gaidxds
0 Jo 0 Jo

(120)
and
¢
/ Cm (Op(v1 — v2), e) ds
/ / (s,2,Ve1) — Me(s, 2, Vue2)) - Vipe dx ds (121)
+/ /(h(s,x,vl)fh(s x,vg) @edxds—/ / app,k — Lapp,2)@e dx.
0 JQ
We utilize ¢; = u;1 — w2 in (120), e = —(Ue1 — Ue,2) in (121), and add the

resulting equations to obtain

/Ot Cm (Ot(v1 — v2), (V1 — v2)) ds

+ Z / / (s,x,Vuji) — Mj(s,x,Vu,2)) - (Vuj1 — Vu,o)deds

Jj=i,e

t
—|—/ /(h(s,z,vl)—h(s,z,vg))(vl — V9) da:ds+C’h/ / vy — va|? dads
0o Ja 0o Ja
t t
:Ch/ /|v1 — vg)? dxds+/ /(Iapp,l — Lapp,2)(v1 — v2) dz ds.
0o Jo 0 Ja

(122)
By Young’s inequality,

t
/ /(Iapp,l — Lopp2)(v1 — v2) dzds
//lapp, - app’2| drds + = //‘Ul—’l)2| dr ds.

By (20), (24), (122), (123), and the classical “weak chain rule“ (see, e.g., [5]),

ﬂ/ (o1 (£, ) — va(t, 2)[ da
2 Ja

Cm, 1/t
S 7/ |’U110 — U270|2 dx + */ / |Iapp71 — Iapp,2|2 dx ds
(Ch—i— )/ /|v1—vg\ dzx ds.

(123)
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An application of Gronwall’s inequality now yields

/ o (t, ) — va(t,2)|? da
Q
2C, +1
< exp (Zt) / lv1,0(x) — v270($)\2 dx (124)
Q

m

¢ 2C, +1
+/ exp (2(75 - 5)) / [Lapp,1(s,2) — Iapp,2(3a$)|2 dx ds.
0 m Q

which proves (119). O

(1
2]
(3]

(10]

(11]
(12]
(13]
14]
(15]
[16]
(17]

(18]

REFERENCES

L. Ambrosio, P. Colli Franzone, and G. Savaré, On the asymptotic behaviour of anisotropic
energies arising in the cardiac bidomain model, Interfaces Free Bound., 2(3), (2000), 213-266.
G. W. Beeler and H. Reuter, Reconstruction of the action potential of ventricular myocardial
fibres, J. Physiol., 268(1), (1977), 177-210.

D. Blanchard, F. Murat, and H. Redwane, Ezxistence and uniqueness of a renormalized so-
lution for a fairly gemeral class of monlinear parabolic problems, J. Differential Equations,
177(2), (2001), 331-374.

L. Boccardo, A. Dall’Aglio, T. Gallouét, and L. Orsina, Nonlinear parabolic equations with
measure data, J. Funct. Anal., 147(1), (1997), 237-258.

L. Boccardo, F. Murat, and J.-P. Puel, Existence of bounded solutions for nonlinear elliptic
unilateral problems, Ann. Mat. Pura Appl. 152(4), (1988), 183-196.

R. W. Carroll and R. E. Showalter, Singular and degenerate Cauchy problems. Mathematics
in Science and Engineering, Vol. 127. Academic Press [Harcourt Brace Jovanovich Publishers],
New York, 1976.

P. Colli Franzone, L. Guerri, and S. Rovida, Macroscopic cardiac source model and prop-
agation waves in excitable media. In Biomathematics and related computational problems
(Naples, 1987), pages 615-627. Kluwer Acad. Publ., Dordrecht, 1988.

P. Colli Franzone, L. Guerri, and S. Rovida, Wavefront propagation in an activation model
of the anisotropic cardiac tissue: asymptotic analysis and numerical simulations, J. Math.
Biol., 28(2), (1990), 121-176.

P. Colli Franzone, L. Guerri, B. Taccardi, and C. Viganotti, Finite element approzrimation of
regularized solutions of the inverse potential problem of electrocardiography and applications
to experimental data, Calcolo, 22(1), (1985), 91-186.

P. Colli Franzone and G. Savaré, Degenerate evolution systems modeling the cardiac electric
field at micro- and macroscopic level, In Evolution equations, semigroups and functional
analysis (Milano, 2000), volume 50 of Progr. Nonlinear Differential Equations Appl., pages
49-78. Birkhauser, Basel, 2002.

A. Dall’Aglio and L. Orsina, Nonlinear parabolic equations with natural growth conditions
and L' data, Nonlinear Anal., 27(1), (1996), 59-73.

E. DiBenedetto and R. E. Showalter, Implicit degenerate evolution equations and applications,
SIAM J. Math. Anal., 12(5), (1981), 731-751.

L. C. Evans, Partial differential equations, volume 19 of Graduate Studies in Mathematics.
American Mathematical Society, Providence, RI, 1998.

C. S. Henriquez, Simulating the electrical behavior of cardiac tissue using the biodomain
models, Crit. Rev. Biomed. Engr., 21 (1983), 1-77.

A. L. Hodgkin and A. F. Huxley, A quantitative description of membrane current and its
application to conduction and excitation in nerve, J. Physiol., 117(4), (1952), 500-544.

J. Keener and J. Sneyd, Mathematical physiology, volume 8 of Interdisciplinary Applied
Mathematics. Springer-Verlag, New York, 1998.

R. Landes, On the existence of weak solutions for quasilinear parabolic initial-boundary value
problems, Proc. Roy. Soc. Edinburgh Sect. A, 89(3-4), (1981), 217-237.

G. Lines, M. L. Buist, P. Grgttum, A. J. Pullan, J. Sundnes, and A. Tveito, Mathematical
models and numerical methods for the forward problem in cardiac electrophysiology, Com-
puting and Visualization in Science, 5(4), (2003), 215-239.



218

MOSTAFA BENDAHMANE AND KENNETH H. KARLSEN

[19] J.-L. Lions, Quelques méthodes de résolution des problémes aux limites non linéaires. Dunod,

1969.

[20] C.-H. Luo and Y. Rudy, A model of the ventricular cardiac action potential. depolarization,

repolarization, and their interaction, Circ Res., 68(6), (1991), 1501-1526.

[21] R. M. Miura, Accurate computation of the stable solitary wave for the FitzHugh-Nagumo

equations, J. Math. Biol., 13(3), (1981/82), 247-269.

[22] D. Noble, A modification of the Hodgkin-Huzley equation applicable to Purkinje fibre action

and pacemaker potentials, J. Physiol., 160 (1962), 317-352.

[23] A. Porretta, Ezistence results for nonlinear parabolic equations via strong convergence of

truncations, Ann. Mat. Pura Appl., 177(4), (1999), 143-172.

[24] M. Renardy and R. C. Rogers, An introduction to partial differential equations, volume 13 of

Texts in Applied Mathematics, Springer-Verlag, New York, second edition, 2004.

[25] F. B. Sachse, Computational Cardiology. Modeling of Anatomy, Electrophysiology, and Me-

chanics, volume 2966 of Lecture Notes in Computer Science. Springer, 2004.

[26] S. Sanfelici, Numerical and analytic study of a parabolic-ordinary system modelling cardiac

actiwation under equal anisotropy conditions, Riv. Mat. Univ. Parma (5), 5 (1996), 143-157.

[27] S. Sanfelici, Convergence of the Galerkin approximation of a degenerate evolution problem in

electrocardiology, Numer. Methods Partial Differential Equations, 18(2), (2002), 218-240.

[28] J. Simon, Compact sets in the space LP(0,T;B), Ann. Mat. Pura Appl. (4), 146 (1987),

65-96.

[29] J. Sundnes, G. T. Lines, X. Cai, B. F. Nielsen, K.-A. Mardal, and A. Tveito, Computing the

electrical activity in the human heart. Accepted for publication by Springer-Verlag. Springer-
Verlag, 2005.

[30] J. Sundnes, G. T. Lines, and A. Tveito, An operator splitting method for solving the bido-

main equations coupled to a volume conductor model for the torso, Mathematical biosciences,
194(2), (2005), 233-248.

[31] R. L. Winslow, J. Rice, S. Jafri, E. Marban, and B. O’Rourke, Mechanisms of altered

excitation-contraction coupling in canine tachycardia-induced heart failure, II: model studies,
Circ. Res., 84(5), (1999), 571-586.

Received September 2005; revised November 2005.

E-mazil address: mostafab@math.uio.no
E-mail address: kennethk@math.uio.no



