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Abstract: In the present work, we study discontinuous impulsive systems of the type of Cohen-Grossberg Neural Networks (CGNNs)
with time-varying delays. The impulsive perturbations are realized not at fixed moments of time, and can be considered as control inputs.
The hybrid concept of practical exponential stability with respect to specific manifolds defined by a function is introduced and studied
analytically. The established results are applied to the case of Bidirectional Associative Memory (BAM) CGNNs. Lyapunov function
method and the Razumikhin technique are the base of the proofs. A numerical example is also presented to demonstrate the applicability
and effectiveness of the obtained stability conditions. The proposed results extend and complement some existing stability criteria for
impulsive CGNNs with time-varying delays.
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1. Introduction

The concept of the specific type of CGNNs introduced
in [1] and the wide classes of their applications make
this type of neural network systems powerful resources
to study numerous real world phenomena. Some of
these phenomena studied in engineering and computer
sciences include problems such as intelligent recognition
processes, handwriting recognition, image recognition,
pattern and sequence recognition, data processing, blind
signal separation, email spam filtering, signal processing,
control problems, fixed point computations, function
approximation, optimization problems and many other real
life phenomena. The requirement of the existence of stable
states in most of the applied problems motivates and justifies
the great deal of attention to the stability analysis of CGNNs
[2–4].

Also, time delays in the states trajectories may have

some significant effects on the stability behaviors of these
systems. That is why recently there exist many stability
results for CGNNs in which the effects of constant delays,
time-varying delays, distributed delays, mixed time-varying
delays have been investigated. See, for example [5–10] and
the references therein.

In addition, systems with discontinuous solutions
extensively arise in modelling of many phenomena by
CGNNs. Such systems are well represented by impulsive
differential equations [11–13]. Since impulses can
distabilize the behavior of a system and also can be
considered as control inputs [14–17], the stability analysis
of CGNNs under impulsive perturbations and/or control has
been a very hot topic of interest [18–22].

However, in most of the contributions to the stability
theory of impulsive CGNNs, impulses at fixed instants are
considered. The more general case of variable impulsive
perturbations in delayed CGNNs started to gain an attention
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recently [23–26]. In [23] the existence and stability of
almost periodic solutions of such neural network models
are investigated. A generalized robust stability of CGNNs
with variable impulsive perturbations and mixed delays is
studied in [24]. The paper [25] deals with the stability with
respect to h−manifolds for Cohen–Grossberg bidirectional
associative memory neural networks with variable impulsive
perturbations and time-varying delays. The paper [26]
is devoted to global stability of integral manifolds for
reaction-diffusion delayed CGNNs with variable impulsive
perturbations. Indeed, systems with variable impulsive
perturbations that include as a special case impulsive
systems with fixed moments of impulses, are more general
and more appropriate for practical applications. However,
their investigations are related to strains such as bifurcation,
“merging” of solutions, “beating” of solutions, etc., since
different solutions have different impulsive inputs and the
time at which impulsive perturbations occur depend on the
current state [27–30].

Since different types of neural network models behave
differently, a number of stability concepts have been
introduced in their qualitative analysis. The most studied
is the exponential stability concept, and recently, a large
number of exponential stability criteria for impulsive
delayed CGNNs have been proposed. See, for example,
[19–21] and the references therein. In fact, it is well
known that the global exponential stability guarantees the
fast convergent rate for the neural network’s states.

The notion of practical stability that is quite independent
of that of Lyapunov stability is of a significant importance
in numerical research and practical engineering problems
[31–33]. It is well known [34–37] that in some cases, though
a system is stable or asymptotically stable in the Lyapunov
sense, it’s actually useless in practice because of undesirable
transient characteristics (e.g., the stability domain or the
attraction domain is not large enough to allow the desired
deviation to cancel out). Despite the high importance of the
practical stability notion it is not developed for impulsive
delayed CGNNs with variable impulsive perturbations and
this is the basic aim of the paper.

In addition, in recent years more researchers are interested
in the investigation of practical stability behavior with
respect to manifolds, instead of single system’s states, [38–

41]. The manifold under consideration is defined mainly
by specific functions. The main advantages of the stability
with respect to manifolds concept are related to the ability of
allowing the state trajectories to converge to a neighborhood
of the equilibrium or even to a set of solutions without
disrupting their stability properties.

In this paper, motivated by the above discussion we
will introduce the hybrid concept of practical exponential
stability with respect to a manifold, defined by a continuous
function for a class of CGNNs with time-varying delays and
variable impulsive perturbations. By using the Lyapunov
function method and differential inequalities, some sufficient
conditions that guarantee the defined stability behavior are
established. The obtained results are applied to the case of
BAM CGNNs. An example is also presented to demonstrate
the applicability and effectiveness of the obtained stability
conditions. The proposed results extend and complement
some existing stability criteria for impulsive CGNNs with
time-varying delays.

2. Preliminaries

We will use the following notations: Rn denotes the n-
dimensional Euclidean space endowed with the norm ||x|| =∑n

i=1 |xi| of a x ∈ Rn and R+ = [0,∞).
In this paper we will investigate the stability behavior of

the states of the following system of CGNNs with time-
varying delays and variable impulsive perturbations:

Ẇi(t) = −Ai(Wi(t))
[
Bi(Wi(t)) −

n∑
j=1

Ci jF j(W j(t))

−

n∑
j=1

Di jG j(W j(t − s j(t))) − Vi

]
, t , τk(W),

Wi(t+) =Wi(t) + Pik(Wi(t)), t = τk(W),
(2.1)

where W(t) is an n−dimensional vector-function that
represents the state vector at time t, t ≥ t0, t0 ∈

R+. Furthermore the model parameters that denote the
connection weights Ci j,Di j ∈ R, Vi ∈ R denotes the external
input of the node i at time t, the functions Ai ∈ C[R,R+],
Bi, F j,G j, s j, Pik ∈ C[R,R], 0 ≤ s j(t) ≤ ν, ν = const >

0, t > s j, i, j = 1, . . . , n, and the continuous functions
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τk : Rn → R, k = 1, 2, . . . . For the meanings of
the systems parameters Ai, Bi, F j,G j, s j, Pik, τk we refer to
[2–10, 23, 24, 26].

The impulsive jumps for the states of the defined model
(2.1) occur at some times tlk when the integral curve of a
stateW(t) meets hypersurfaces defined by the equations

t = τk(W), t ≥ t0, W ∈ Rn, k = 1, 2, . . . .

CGNNs with variable impulsive perturbations of the type
(2.1) generalize the impulsive systems of CGNNs with fixed
impulsive instants studied in [18–22]. For more detailed
information about systems with variable-time impulses, see
[23–30].

We study the model (2.1) under the following initial
conditions W(t) = ϕ0(t − t0), t0 − ν ≤ t ≤ t0,

W(t+0 ) = ϕ0(0),
(2.2)

where the initial function ϕ0 is piecewise continuous with
finite number of points of discontinuity of the first kind and
bounded on [−ν, 0]. The family of all such functions will be
denoted by PC.

Throughout this paper, we will need the following
assumptions:

A1. The functions τk(W) are continuous, k = 1, 2, . . . ,
τ0(W) ≡ t0 forW ∈ Rn and

t0 < τ1(W) < τ2(W) < . . . , τk(W)→ ∞ as k → ∞

uniformly onW ∈ Rn.
A2. The functions Ai, i = 1, 2, . . . , n are continuous on

R and there exist positive constants Ai and Ai such that 1 <

Ai ≤ Ai(χ) ≤ Ai for any χ ∈ R and i = 1, 2, . . . , n.
A3. The functions Bi, i = 1, 2, . . . , n are continuous on R,

Bi(0) = 0 and there exist positive constants B̄i such that

Bi(χ1) − Bi(χ2)
χ1 − χ2

≥ B̄i,

for all χ1, χ2 ∈ R, χ1 , χ2 and i = 1, 2, . . . , n.
A4. The activation functions Fi,Gi i = 1, 2, . . . , n are

continuous on R, F j(0) = 0, G j(0) = 0 and there exist
constants K j > 0 and L j > 0 such that

|F j(χ1)−F j(χ2)| ≤ K j|χ1−χ2|, |G j(χ1)−G j(χ2)| ≤ L j|χ1−χ2|

for all χ1, χ2 ∈ R, χ1 , χ2, j = 1, 2, . . . , n.

A5. Any solution of the initial value problem (IVP) (2.1),
(2.2), satisfied the following relations

Wi(t−lk ) =Wi(tlk ), Wi(t+lk ) =Wi(tlk ) + Pilk (Wi(tlk )),

where the instants tl1 , tl2 , . . . (t0 < tl1 < tl2 < . . . ) are the
impulsive moments, lk = 1, 2, . . . .

In order to introduce the hybrid concept of practical
exponential stability with respect to a manifold, we consider
a continuous function h = h(t,W), h : [t0 − ν,∞)×Rn → R

and the following sets that will be called h − mani f olds

defined by the function h:

Mt(n − 1)(ε) = {x ∈ Rn : ||h(t,W)|| < ε, t ∈ [t0,∞)}, ε > 0,

Mt,ν(n − 1)(ε) = {ϕ ∈ PC : ||h(t, ϕ)||ν < ε, t ∈ [t0 − ν, t0]} ,

where ||h(t, ϕ)||ν = sup−ν≤ξ≤0 ||h(t, ϕ(ξ))||.

We also assume that the sets Mt(n − 1)(ε), Mt,ν(n − 1)(ε)
are (n − 1)-dimensional manifolds in Rn, and any solution
W(t) =W(t; t0, ϕ0) of the IVP (2.1), (2.2) satisfying

||h(t,W(t; t0, ϕ0))|| ≤ H < ∞

is defined on [t0,∞).

Definition 2.1. The system (2.1) is said to be practically

globally exponentially stable with respect to the function h,
if given (λ,A), 0 < λ < A, t0 ∈ R+ and ϕ0 ∈ Mt0,ν(n − 1)(λ)
imply the existence of positive constants γ, p, such that

W(t; t0, ϕ0) ∈ Mt(n − 1)
(
A + γ||h(t+0 , ϕ0)||νe−p(t−t0)

)
,

whereW(t; t0, ϕ0) is a solution of the IVP (2.1), (2.2).

The class of piecewise-continuous Lyapunov-type
functions will be introduced as follows [13, 23–26, 29].

Definition 2.2. A function V : R+ ×R
n → R+ belongs to the

class Ωn if:

1. V(t,W) is continuous in (τk−1(W), τk(W)) × Rn,
k = 1, 2, . . . , locally Lipschitz continuous with respect to
its second argumentW, and V(t, 0) = 0 for t ≥ 0;

2. For each (t∗,W∗) such that τk(W∗) = t∗, t∗ ∈ R+,
W∗ ∈ Rn, k = 1, 2, . . . there exist the finite limits

V(t∗−,W∗)= lim
(t,W)→(t∗ ,W∗ )

t<t∗

V(t,W),V(t∗+,W∗)= lim
(t,W)→(t∗ ,W∗ )

t>t∗

V(t,W)
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and V(t∗−,W∗) = V(t∗,W∗).
For a function V ∈ Ωn, we will consider the following

derivative with respect to system (2.1), defined by [13]

D+V(t, ϕ(0)) = lim
χ→0+

sup
1
χ

[
V(t+χ,W(t+χ; t0, ϕ))−V(t, ϕ(0))

]
,

where (t, ϕ) ∈ R+ × PC.
The following lemma is necessary in the proof of our main

results.
Lemma 2.1. Assume that the function V ∈ Ωn is such that

for t ∈ [t0,∞), ϕ ∈ PC,

V(t+, ϕ(0) + ∆ϕ) ≤ V(t, ϕ(0)), t = τk(ϕ), k = 1, 2, . . . ,
(2.3)

and the inequality

D+V(t, ϕ(0)) ≤ −pV(t, ϕ(0)) + d, t , τk(ϕ), k = 1, 2, . . .
(2.4)

is valid whenever V(t + ξ, ϕ(ξ)) ≤ V(t, ϕ(0)), for −ν ≤ ξ ≤

0, p > 0 and d > 0.
Then

V(t,W(t; t0, ϕ0))

≤ sup
−ν≤ξ≤0

V(t+0 , ϕ0(ξ)) exp(−p(t − t0)) +
d
p
, (2.5)

for t ∈ [t0,∞).
Proof Let tl1 , tl1 > t0, be the first impulsive moment, i.e.

the first moment when the integral curve of the IVP (2.1),
(2.2) meets some of the hypersurfaces with equations t =

τk(W(t)), t ≥ t0, W ∈ Rn, k = 1, 2, . . . .
First, we consider the case t ∈ [t0, tl1 ]. From the properties

of the derivative D+V(t, ϕ(0)), we obtain

D+
{
V(t, ϕ(0)) exp(p(t − t0))

}
=

{
D+V(t, ϕ(0)) + pV(t, ϕ(0))

}
exp(p(t − t0)), t ∈ [t0, tl1 ].

(2.6)
Now, we integrate both sides of (2.6), and using (2.4) we

obtain

V(t,W(t; t0, ϕ)) exp(p(t − t0)) − sup
−ν≤ξ≤0

V(t+0 , ϕ0(ξ))

≤ d

t∫
t0

exp(p(τ − t0))dτ

whenever V(t + ξ, ϕ(ξ)) ≤ V(t, ϕ(0)) for −ν ≤ ξ ≤ 0.

The last inequality leads to (2.5) for t ∈ [t0, tl1 ].

Since tl1 = min{t : t = τk(W(t)), t > t0}, we get from
(2.3) that

V(t+l1 ,W(t+l1 ; t0, ϕ0)) ≤ V(tl1 ,W(tl1 ; t0, ϕ0))

≤ sup
−ν≤ξ≤0

V(t+0 , ϕ0(ξ)) exp(−p(t − t0)) +
d
p
.

Let tlk = min{t : t = τk(W(t)), t > tlk−1 }, and suppose that
(2.5) is satisfied for t ∈ (tlk−1 , tlk ], lk > 1. Then we will get as
above

V(t+lk ,W(t+lk ; t0, ϕ0)) ≤ V(tlk ,W(tlk ; t0, ϕ0))

≤ sup
−ν≤ξ≤0

V(t+0 , ϕ0(ξ)) exp(−p(t − t0)) +
d
p
.

The assertion of Lemma 2.1 follows by induction.

3. Main results

We will state our main practical exponential stability
results here.

Theorem 3.1. Assume that for system (2.1) assumptions A1−

A5 hold and, in addition:

1. 0 < λ < A are given and there exists a positive

constant q such that
∑n

i=1 |Vi| < Aq;

2. For the system parameters, there exists a p > q such

that p = p1 − p2, where

p1 = A min
1≤i≤n

(
B̄i −

n∑
j=1

|C ji|Ki

)
> p2 = A max

1≤i≤n

n∑
j=1

|D ji|Li,

A = min1≤i≤n Ai, A = max1≤i≤n Ai;

3. The impulsive functions Pik are such that

Pik(Wi(t)) = −γikWi(t), |1 − γik | ≤
A

A
,

where i = 1, 2, . . . , n, k = 1, 2, . . . ;

4. For the function h(t, x) there exists a function V ∈ Ωn

such that the next inequalities hold

||h(t,W)|| ≤ V(t,W) ≤ Λ(H)||h(t,W)||, t ∈ [t0,∞),W ∈ Rn,

where Λ(H) ≥ 1 exists for any 0 < H ≤ ∞.
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Then system (2.1) is practically globally exponentially

stable with respect to the function h.

Proof Consider an arbitrary solution W(t) =

(W1(t),W2(t), . . . ,Wn(t))T of (2.1) with an initial
function ϕ0 ∈ PC.

We define a Lyapunov function as

V(t,W(t)) =

n∑
i=1

∫ Wi(t)

0

sgn(s)
Ai(s)

ds, t ∈ R+.

We have from the above definition that

1

A
||W(t)|| ≤ V(t,W(t)) ≤

1
A
||W(t)||. (3.1)

First, we can easily show that condition (2.3) of Lemma
2.1 is satisfied. For t = τk(ϕ), ϕ ∈ PC, k = 1, 2, . . . , using
(3.1) and condition 1 of Theorm 3.1, we have

V(t+, ϕ(0) + ∆ϕ) ≤
1
A
||ϕ(0) + ∆ϕ|| =

1
A

n∑
i=1

|1 − γik ||ϕi(0)|

≤
1

A

n∑
i=1

|ϕi(0)| =
1

A
||ϕ(0)|| ≤ V(t, ϕ(0)). (3.2)

Next, we will prove (2.4). If t ≥ t0 and t , τk(ϕ), ϕ ∈ PC,
then, using again (3.1) and the conditions of Theorem 3.1,
we get

D+V(t, ϕ(0)) ≤ −
n∑

i=1

(
B̄i|ϕi(0)| −

n∑
j=1

|Ci j|K j|ϕ j(0)|

−

n∑
j=1

|Di j|L j|ϕ j(−s j(0))| − sgn(Wi(t))Vi

)

≤

(
− B̄i +

n∑
j=1

|C ji|Ki

)
V(t, ϕ(0))

+

n∑
j=1

|D ji|Li sup
−ν≤ξ≤0

V(t + ξ, ϕ(ξ)) +

n∑
i=1

|Vi|

≤ −p1V(t, ϕ(0)) + p2 sup
−ν≤ξ≤0

V(t + ξ, ϕ(ξ)) +Aq.

It follows from the last estimate and condition 2 of
Theorem 3.1 that, there exists a positive constant p > q,
such that

D+V(t, ϕ(0)) ≤ −pV(t, ϕ(0)) +Aq, (3.3)

whenever V(t + ξ, ϕ(ξ)) ≤ V(t, ϕ(0)) for −ν ≤ ξ ≤ 0.
Now, we apply (3.2), (3.3) and Lemma 2.1 to get

V(t,W(t)) ≤ A + sup
−ν≤ξ≤0

V(t+0 , ϕ0(ξ))e−p(t−t0) (3.3)

for t ∈ [t0,∞).
Let ϕ0 ∈ Mt,ν(λ) . Then from condition 4 of Theorem 3.1

and (3.4) it follows

||h(t,W(t; t0, ϕ0))|| ≤ V(t,W(t; t0, ϕ0))

≤ A + sup
−ν≤ξ≤0

V(t+0 , ϕ0(ξ))e−p(t−t0)

< A + Λ(H)||h(t+0 , ϕ0)||νe−p(t−t0), t ∈ [t0,∞).

Hence,

W(t; t0, ϕ0) ∈ Mt

(
A + Λ(H)||h(t+0 , ϕ0)||νe−p(t−t0)

)
for t ≥ t0, i.e., the system (2.1) is practically globally
exponentially stable with respect to the function h and the
proof of Theorem 3.1. is complete.

Among the different types of CGNNs, the type of BAM
neural network models attracts more attention [19, 20,
22, 25]. The goal of the next part of our paper is to
investigate the practical global exponential stability of BAM
CGNNs with time-varying delays and variable impulsive
perturbations.

We will apply our result to the following BAM neural
network model with time-varying delays and variable
impulsive perturbations of Cohen–Grossberg type:

ẆK (t) = −AK (WK (t))
[
BK (WK (t)) −

m∑
L=1

CKLFL(UL(t))

−

m∑
L=1

DKLGL(UL(t − sL(t))) − VK

]
, t , θk(W,U),

U̇L(t) = −ÂL(UL(t))
[
B̂L(UL(t)) −

n∑
K=1

ĈLK F̂K (WK (t))

−

n∑
K=1

D̂LKĜK (WK (t − ŝK (t))) − V̂L

]
, t , θk(W,U),

WK (t+) =WK (t) + PKk(WK (t)), t = θk(W,U),
UL(t+) = UL(t) + QLk(UL(t)), t = θk(W,U),

(3.4)

where K = 1, 2, . . . , n, L = 1, 2, . . . ,m, the parameters
CKL,DKL ∈ R, VK ∈ R, AK ∈ C[R,R+],
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BK , FL,GL, sL, PKk ∈ C[R,R], 0 ≤ sL(t) ≤ ν, ν = const >

0, t > sL are the same as in (2.1), and ÂL ∈ C[R,R+],
ĈLK , D̂LK ∈ R, V̂L ∈ R, B̂L, F̂K , ĜK ,QLk ∈ C[R,R], and
the continuous functions θk : Rn+m → R, k = 1, 2, . . . are
with identical properties.

Let ϕ0 ∈ PC[[−ν, 0],Rn], ψ0 ∈ PC[[−ν, 0],Rm]. We will
study the model (3.4) with an initial function φ0 = (ϕ0, ψ0)T .

Define a continuous function ĥ = ĥ(t,Z), ĥ : [t0 − ν,∞)×
Rn+m → R and consider the ĥ−manifolds

Mt(n + m − 1)(ε) = {Z ∈ Rn+m : ||ĥ(t,Z)|| < ε, t ∈ [t0,∞)},

Mt,ν(n + m − 1)(ε) =
{
φ ∈ PC[[−ν, 0],Rn] × PC[[−ν, 0],Rm] :

sup
−ν≤ξ≤0

||ĥ(t, φ(ξ))|| < ε, t ∈ [t0 − ν, t0]
}
.

Introduce the following assumptions:
A6. The functions θk(W,U) are continuous, k = 1, 2, . . . ,

θ0(W,U) ≡ t0 forW,U ∈ Rm and

t0 < θ1(W,U) < θ2(W,U) < . . . , θk(W,U)→ ∞

as k → ∞ uniformly onW ∈ Rn,U ∈ Rm.
A7. The functions ÂL, L = 1, 2, . . . ,m are continuous

on R and there exist positive constants Â
L

and ÂL such that

1 < Â
L
≤ ÂL(χ) ≤ ÂL for any χ ∈ R and L = 1, 2, . . . ,m.

A8. The functions B̂L, L = 1, 2, . . . ,m are continuous on
R, B̂L(0) = 0 and there exist positive constants ¯̂BL such that

B̂L(χ1) − B̂L(χ2)
χ1 − χ2

≥
¯̂BL,

for all χ1, χ2 ∈ R, χ1 , χ2 and L = 1, 2, . . . ,m.
A9. The activation functions F̂K , ĜK K = 1, 2, . . . , n are

continuous on R, F̂K (0) = 0, ĜK (0) = 0 and there exist
constants K̂K > 0 and L̂K > 0 such that

|F̂K (χ1) − F̂K (χ2)| ≤ K̂K |χ1 − χ2|,

|ĜK (χ1) − ĜK (χ2)| ≤ L̂K |χ1 − χ2|

for all χ1, χ2 ∈ R, χ1 , χ2, K = 1, 2, . . . , n.
With the useof a Lyapunov function V ∈ Ωn+m

V(t,Z(t)) =

n∑
K=1

∫ WK (t)

0

sgn(s)
AK (s)

ds +

m∑
L=1

∫ UL(t)

0

sgn(s)
ÂL(s)

ds,

the proof of the next theorem is similar to the proof of
Theorem 3.1.

Theorem 3.2. Assume that for system (3.4) assumptions A1−

A9 hold and, in addition:

1. 0 < λ < A are given and there exists a positive

constant q̂ such that
∑n
K=1 |VK | +

∑m
L=1 |V̂L| < Aq̂;

2. For the system parameters, there exists a p̂ > q̂ such

that p̂ = p̂1 − p̂2, where

p̂1 = A
(

min
1≤K≤n

(
B̄K−

m∑
L=1

|ĈLK |K̂K
)
+ min

1≤L≤m

( ¯̂BL−
n∑
K=1

|CKL|KL
))

> p̂2 = A
(

max
1≤L≤m

n∑
K=1

|DLK |LL + max
1≤K≤n

m∑
L=1

|D̂KL|L̂K

)
,

where

A = min( min
1≤K≤n

A
K
, min

1≤L≤m
Â
L

),

A = max( max
1≤K≤n

AK , max
1≤L≤m

ÂL);

3. The functions QLk are such that

QLk(UL(t)) = −δLkUL(t),

and

max
(
|1 − γKk |, |1 − δLk |

)
≤

A

A
,

where γ̂k = min1≤K≤n γKk, δ̂k = min1≤L≤m δLk, K =

1, 2, . . . , n, L = 1, 2, . . . ,m, k = 1, 2, . . . ;

4. For the function ĥ(t,Z) there exists a function V ∈

Ωn+m such that the next inequalities hold

||ĥ(t,Z)|| ≤ V(t,Z) ≤ Λ(Ĥ)||ĥ(t,Z)||, t ∈ [t0,∞),

where Λ(H) ≥ 1 exists for any 0 < Ĥ ≤ ∞.

Then system (3.4) is practically globally exponentially

stable with respect to the function ĥ.

Remark 3.1. Since the hybrid stability concept of
practical global exponential stability with respect to a
function h generalizes the exponential stability and the
practical stability notions, with Theorem 3.1 we extend
and complement the existing stability results for CGNNs
with impulses and delays. For example, our results extend
the results in [24–26] considering the practical stability
case. Also, we extend numerous exponential stability results
such as [19–21, 23], considering stability with respect to a
function h instead a separate state (steady state or an almost
periodic solution).
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Remark 3.2. The reported stability results can be applied
as control strategies, using appropriate impulsive functions.
In fact, the impulsive control is essential in many applied
problems [13–17]. In addition, since we consider the most
general case of variable impulsive perturbations, we extend
and generalize the results in [18–20, 22].

4. An example

As an example, let consider the following impulsive
Cohen–Grossberg-type neural network with time-varying
delays

Ẇi(t) = −Ai(Wi(t))

Bi(Wi(t)) −
2∑

j=1

Ci jF j(W j(t))

−

2∑
j=1

Di jG j(W j(t − s j(t))) − Vi

 , t , τk(W(t)),

W(t+) =

 1
3k 0
0 1

3k

W(t), t = τk(W(t)),

i = 1, 2, k = 1, 2, . . . ,

(4.1)

where

W(t) =


W1(t)

W2(t)

 , V1 = V2 = 0.03,

A1(W1) = 3 + 0.2 sin(W1), A2(W2) = 4 − 0.1 cos(W2),

B1(W1) = B2(W2) = 3Wi, i = 1, 2,

Fi(Wi) = Gi(Wi) =
|Wi + 1| − |Wi − 1|

2
, 0 ≤ si(t) ≤ 1,

C11 = 1, C12 = 0.5, C21 = 0.6, C22 = 0.5,

D11 = 0.2, D12 = 0.1, D21 = 0.15, D22 = 0.1,

the functions τk(W) = |W|+ 2k, k = 1, 2, . . . are continuous
and satisfy

t0 < τ1(W) < τ2(W) < . . . < τk(W)→ ∞ as k → ∞

uniformly on R2.

We can check that assumptions A2 − A4 are satisfied and
B̄1 = B̄2 = 3, K1 = K2 = L1 = L2 = 1.

Also, condition 1 of Theorem 3.1 is satisfied for A >

0.025 and condition 2 of Theorem 3.1 holds for A = 2.8,

A = 4.1 p1 = 3.92 > p2 = 1.435. In addition, the constants
γik, i = 1, 2, k = 1, 2, . . . are such that

|1 − γik | =
2.8
4.1

< 1.

Consider the continuous function h = |W1| + |W2| for
which condition 4 of Theorem 3.1 is achieved.

Since all conditions of Theorem 3.1 are satisfied, the
system (4.1) is practically globally exponentially stable with
respect to the function h. The stable behavior is represented
in Figure 1.

Figure 1. The practically exponentially stable
behavior of the model (4.1) with respect to the
function h.

5. Conclusions

In this paper, a discontinuous CGNN system with
time-varying delays and variable impulsive instants is
investigated. The generalized notion of practical global
exponential stability with respect to a manifold is introduced
for the model under consideration. Applying the Lyapunov
function approach, criteria are obtained. The new results
are applied to the case of BAM CGNNs. An example is
presented to illustrate the established criteria. With this
research we contribute to the development of the stability
theory of impulsive delayed CGNNs. The proposed concept
can be applied to all specific types of CGNNs, as well as, to
different types of models of diverse interest.
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