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Abstract: The mathematical analysis of the problem of irregularity of estimates inherent in the 
problem of parametric identification of aircraft mathematical models according to flight experiments 
data is carried out. It is shown that to ensure the reliability of identification results, usually it is not 
enough to use only observations of the input and output signals of the object, but it is necessary to 
attract additional information taken from the basic scientific and engineering disciplines related to 
the subject under study, and apply other special techniques. For the task of estimating the parameters of 
aircraft models using flight experiment data, the basic rules for performing identification are formulated. 
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1. Introduction 

The identification problem, as it is widely known [1–4], consists of finding an object model 
based on measurements of the object’s input and output signals. The identification theory [1,2,4] 
provides us with mathematical identifiability requirements, which enable us to obtain the solution. 
However, the application of identification methods to experimental data reveals another problem, of 
a fundamental nature. The manifestation of this problem consists of the following. Most of the 
existing identification algorithms give good results when tested on the data obtained by mathematical 
simulation. This simulation data normally includes the object deterministic signals, such as the 
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parameters of the aircraft motion, and the stochastic processes, such as measurement errors and 
object noise. Here, the expression “good results” means that the identification estimates are unbiased, 
and their variances follow the laws of mathematical statistics. However, when we start to apply the 
same identification algorithms to processing, for example, the flight test data, this satisfactory picture 
usually suffers considerable deterioration. Here, we often encounter the irregularity of identification 
estimates, where estimates corresponding to different sections of the flight may differ significantly 
from each other even when the data were obtained in the same flight modes, which implies the unity 
of the object model. At the same time, the degree of correspondence of the output signals of the 
model and the object often turns out to be quite good and approximately the same for all the 
compared sections. 

The general reason can be easily determined by finding out the fact how the testing based on the 
data generated using the model differs from processing measurements recorded in a real flight.  

In the case of testing, the assumptions on object models, observations, as well as statistical 
characteristics of object noise and observations that are used in identification correspond to the 
assumptions accepted in data generation. In the case of a real object, this correspondence is often 
disrupted, since our knowledge of the real object is often imperfect. From the point of view of 
identification, this means that there are unknown interferences in the experimental data that are not 
taken into account by the identification algorithm. It should be noted that structural or parametric 
differences in the models of the object and the measurement system generate, as a rule, deterministic 
interference, the influence of which cannot be taken into account in the framework of a stochastic 
formulation when independent noises are usually assumed. As a result, we obtain biased 
identification estimates. These biases depend on the degree of mismatch between the model and the 
object, as well as on the performed maneuver and the type of input signal. 

2. Mathematical analysis of the reasons for the irregularity of estimates of identification 

Let us formulate the problem described above mathematically. We will obtain an expression for 
the biases of parameter estimates caused by interference. 

Let us first consider the traditional problem formulation of the parametric identification, in 
which assumptions about object models, measurement systems and measurement noise correspond to 
true ones with high accuracy. It is known [1,4] that in this case, the parameter estimates should be biased. 

Let the object and observation models be given in the form 

𝑦′ሺ𝑡ሻ ൌ 𝑓ሺ𝑦ሺ𝑡ሻ, 𝑎, 𝑢ሺ𝑡ሻሻ,                  (1) 

𝑧ሺ𝑡௜ሻ ൌ ℎሺ𝑦ሺ𝑡௜ሻ, 𝑎, 𝑢ሺ𝑡௜ሻሻ ൅ 𝜂ሺ𝑡௜ሻ,             (2) 

where  𝑦ሺ𝑡ሻ, 𝑢ሺ𝑡ሻ are vectors of output and input signals, 
𝑧ሺ𝑡௜ሻ is an observation vector, 
𝑓ሺ⋅ሻ, ℎሺ⋅ሻ are known vector functions of vector arguments,  
𝜂ሺ𝑡௜ሻ is observation noise, which is a vector normal random sequence of the white noise type with zero 
mean and a known variance matrix 𝑅ሺ𝑡௜ሻ, 
𝑎 is a vector of unknown parameters to be identified. 

It is also assumed that the observation noise is not correlated with the signals of the system and the 
input signal 𝑢ሺ𝑡ሻ, which is a known function of time. 

In order to find parameter estimates, the following functional is to be minimized: 
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            𝐽ሺ𝑎ሻ ൌ ∑ ሺ𝑧ሺ𝑡௜ሻ െ 𝑧̂ሺ𝑡௜, 𝑎ሻሻ்𝑅ିଵሺ𝑡௜ሻሺ𝑧ሺ𝑡௜ሻ െ 𝑧̂ሺ𝑡௜, 𝑎ሻሻே
௜ିଵ ,          (3) 

where N  is the number of observations, 
𝑧̂ሺ𝑡௜, 𝑎ሻ is the vector of estimates of forecast, obtained by numerical solution of Equations (1), (2) 
under given initial conditions and 𝜂ሺ𝑡௜ሻ ൌ 0. 

Suppose that in the neighborhood of some point 𝑎௞, the functional 𝐽ሺ𝑎ሻ may be approximated by 
expansion into a Taylor series to terms of the second order. Then, by means of differentiating with 
respect to a  and equating the resulting derivative to zero, a value a  that delivers a minimum to the 
functional in the neighborhood of 𝑎௞ can be obtained: 

𝑎 ൌ 𝑎௞ െ ൬
ௗమ௃ሺ௔ೖሻ

ௗ௔ೖ
మ ൰

ିଵ
ௗ௃ሺ௔ೖሻ

ௗ௔ೖ
.                  (4) 

Differentiating (3) twice, taking into account (1), (2) and substituting the corresponding 
derivatives in (4) will result in the following: 
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In Equation (5), an approximate expression for the second derivative is used. Arguments in favor 
of the admissibility of this technique are considered in [1]. 

Let us introduce a notation for the sensitivity functions of the forecast by parameters: 

𝜙ሺ𝑡௜ሻ ൌ ௗ௭̂೅ሺ௧೔,௔ೖሻ

ௗ௔ೖ
.             (6) 

Let us now consider the neighborhood of the true values of the parameters 𝑎௞ ൌ 𝑎ист. Note that 
Equation (2) can be written as 

𝑧ሺ𝑡௜ሻ ൌ 𝑧истሺ𝑡௜ሻ ൅ 𝜂ሺ𝑡௜ሻ,             (7) 

where 𝑧истሺ𝑡௜ሻ ൌ ℎሺ𝑦истሺ𝑡௜ሻ, 𝑎ист, 𝑢ሻ. 
From Equation (5), the following Equation is obtained: 

 𝑎 ൌ 𝑎ист െ ሺ∑ 𝜙ሺ𝑡௜ሻ𝑅ିଵሺ𝑡௜ሻ𝜙்ሺ𝑡௜ሻே
௜ୀଵ ሻିଵ ൈ                       

ൈ ∑ 𝜙ሺ𝑡௜ሻ𝑅ିଵሺ𝑡௜ሻ ሺ𝑧истሺ𝑡௜ሻ െ 𝑧̂ሺ𝑡௜, 𝑎истሻሻ ൅ 𝜙ሺ𝑡௜ሻ𝑅ିଵሺ𝑡௜ሻ𝜂ሺ𝑡௜ሻே
௜ୀଵ               (8) 

In the right part of (8), 𝑧истሺ𝑡௜ሻ െ 𝑧̂ሺ𝑡௜, 𝑎истሻ ൎ 0,   𝑖 ൌ 1, 𝑁, since with the true values of the 

parameters, the estimates of forecast should coincide with the true values of the observations with 
high accuracy. 

The second term ∑ 𝜙ሺ𝑡௜ሻ𝑅ିଵሺ𝑡௜ሻ𝜂ሺ𝑡௜ሻே
௜ୀଵ  up to multiplier 𝑅ିଵሺ𝑡௜ሻ

𝑁ൗ   is equal to the estimate of 

the mutual correlation function of the signals )( it  and )( it  at zero shift. As N  increases, it 

tends to zero, since by definition, the observation noise 𝜂ሺ𝑡௜ሻ is not correlated with the useful signals 
of the system.  
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Thus, the second term in (8) is approximately equal to zero, and the minimum of the functional in 
the neighborhood of the point 𝑎ист is reached at 𝑎 ൎ 𝑎ист. So, the estimates are unbiased. 

Now let us assume that the observations contain the interference 𝜐ሺ𝑡௜ሻ, caused by the mismatch 
between the model and the object. In this case, 

𝑧ሺ𝑡௜ሻ ൌ 𝑧истሺ𝑡௜ሻ ൅ 𝜂ሺ𝑡௜ሻ ൅ 𝜐ሺ𝑡௜ሻ.            (9) 

Substituting (9) into (5) and taking into account (8) results in the following. 

𝑎 ൌ 𝑎ист െ ൭෍ 𝜙ሺ𝑡௜ሻ𝑅ିଵሺ𝑡௜ሻ𝜙்ሺ𝑡௜ሻ

ே

௜ୀଵ

൱

ିଵ

ൈ 

ൈ ෍ 𝜙ሺ𝑡௜ሻ𝑅ିଵሺ𝑡௜ሻ ሺ𝑧истሺ𝑡௜ሻ െ 𝑧̂ሺ𝑡௜, 𝑎истሻሻ ൅ 𝜙ሺ𝑡௜ሻ𝑅ିଵሺ𝑡௜ሻ𝜂ሺ𝑡௜ሻ

ே

௜ୀଵ

൅ 𝜙ሺ𝑡௜ሻ𝑅ିଵሺ𝑡௜ሻ𝜐ሺ𝑡௜ሻ ൎ 

 ൎ 𝑎ист െ ሺ∑ 𝜙ሺ𝑡௜ሻ𝑅ିଵሺ𝑡௜ሻ𝜙்ሺ𝑡௜ሻே
௜ୀଵ ሻିଵ ∑ 𝜙ሺ𝑡௜ሻ𝑅ିଵሺ𝑡௜ሻ𝜐ሺ𝑡௜ሻே

௜ୀଵ .          (10) 

Equation (10) shows that in the presence of interference interconnected with the signals of the 
system, the minimum of the functional (3) is reached at a point, shifted relative to 𝑎ист  by a 
magnitude proportional to the product of the interference and the sensitivity functions (6).  

For the interference caused by the mismatch between the model and the object, this product is 
generally not equal to zero, whereas the interference and the sensitivity functions are interrelated and 
determined by the type of input signal. 

It can be seen from formula (10) that the bias of the parameter vector is a decomposition of the 
N -dimensional interference vector along the basis formed by sensitivity functions, which are also 
considered as N -dimensional vectors. If the interference belongs to the subspace formed by the 
sensitivity functions, then the parameter biases completely compensate for the interference. This 
means that when the biased estimates (10) are substituted into the model (1)–(2), a high degree of 

correspondence (up to noise 𝜂ሺ𝑡௜ሻ,  𝑖 ൌ 1, 𝑁) of the output signals of the model and the object will be 

observed. Therefore, the detection of interference 𝜐ሺ𝑡௜ሻ and, accordingly, the fact of the bias of the 
parameter estimates turns out to be impossible in this case. 

Therefore, parametric identification provides reliable results only if the object models, 
measurement systems object noise and measurements used for identification correspond to the true 
ones with high accuracy, and all unknown quantities are evaluated during identification. 

If the tested object has factors that are unknown to the researcher and which cannot be taken into 
account in the used model or in the vector of the estimated parameters, then the identification estimates 
have biases, whose magnitude cannot be estimated by the degree of coincidence of the output signals 
of the model and the object. 

This problem also occurs in structural identification, with the difference that it becomes more 
complicated due to the multiplicity of possible structures.  

3. The study of the problems inherent in the identification task 

In this section, the general formulation of the identification problem will be discussed in more detail.  
In the well-known monograph by P. Eickhoff [2], the following formulation of the identification 
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problem is given, belonging to one of the founders of the identification theory, Zadeh [3]: 
“Identification is the determination by the input and output of such a system from a certain class of 
systems to which the system under test is equivalent.” Another mathematical meaning is given to this 
definition in [2]: “It is necessary to define a class of systems 𝐿 ൌ ሼ𝑆ሽ, a class of input signals 𝑈 and 
the concept of equivalence that is understood in the sense of an error criterion or a loss function, 
which is a functional from the output of the object 𝑦 and the output of the model 𝑦ெ, that is 𝐸 ൌ
𝐸ሺ𝑦, 𝑦ெሻ.” 

The purposes of identification are to find a model from a given class and the way to solve it and 
to analyze input and output signals. 

This formulation of the problem does not go beyond purely mathematical categories (class of 
systems, class of signals and the concept of equivalence). 

In the theory of identification, methods are developed to ensure the successful solution of the 
task. This is also confirmed by the testing of identification algorithms mentioned in the introduction 
based on data, generated using mathematical models. 

In this approach, the problem of correspondence of the considered mathematical models to the 
world of real objects must be solved at the stage of formation of the initial class of systems, that is, 
beyond the scope of the identification process. 

In the case of parametric identification, this approach means that before the start of parametric 
identification, a model has been formed that fully corresponds to the object, except a set of unknown 
parameters to be estimated. 

The main problem of applying identification to real objects, in our opinion, is that in many 
subject areas, the a priori models available at the time of the beginning of natural tests of the object 
do not meet the assumption mentioned above. Therefore, it is highly probable that input and output 
signals of the object and also measurement and object noises contain components that are not taken 
into account in the model. Their negative impact on the estimates of the identification is described in 
the previous section. 

The constructive way to move forward under such circumstances, we believe, is the joint use of 
identification and scientific and engineering disciplines responsible for this subject area.  

It should be borne in mind that in this case we go beyond the framework of classic identification 
theory [2,3], which examines input and output signals on a predetermined set of mathematical 
models, and consider a broader problem referring to research of physical objects. To solve it, it is 
advisable to develop a system of methodological recommendations, in which the identification itself 
is only one of the stages. 

The following parts of this article are devoted to the development of general rules that should 
guide the practical implementation of identification. We will consider the field of parameters 
identification of aircraft models using flight test data. The general nature of the rules suggests that 
they may be of interest in identifying objects of other types. 

4. Formation of general rules for implementing the identification of mathematical models of 
aircraft based on flight test data 

The above study allows us to formulate general rules for the implementation of the aircraft 
parameters identification using flight test data. 
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The rules are based on recognition of the fact that the experimental data may contain 
components that are not taken into account in the models used for identification, which produces 
biased identification estimates. Therefore, the main goal is to ensure the reliability of the obtained results. 

From what was said earlier, it follows that the identification of models of real objects is not a 
purely mathematical task; therefore, close analogues should be sought in the area of complex 
human-machine systems or high-tech production. For example, it is well known [5] that one of the 
basic principles of quality management of high-tech products is quality monitoring at all stages of 
the production process, that is, input monitoring of raw materials and components, monitoring of all 
technological operations and final output monitoring. This approach is fully applicable to ensuring 
the reliability of identification. It is necessary to check the compatibility of experimental data, the 
correctness of the functioning of identification algorithms, the convergence of the model and 
experiment in the terms of output signals, the consistency of the identification results with each other, 
their compliance with the laws of aerodynamics and the degree of consistency with a priori data. 
Therefore, the first rule is the need for reliability control at all stages of implementation of identification. 

From the formula for the bias of parameter estimates obtained in section 2, it follows that an 
unaccounted-for interference then creates biases of parameter estimates when it fully or partially 
belongs to the subspace determined by the sensitivity functions of the identified parameters. Those 
components of interference that do not belong to this subspace, first, do not affect parameter 
estimates and, second, are easily detected when comparing the output signals of the model and the 
object. It is obvious that the smaller the subspace of sensitivity functions is, the smaller the number 
of estimated parameters.  

Hence, the second rule follows: It is necessary to strive for the decomposition of the general 
identification problem into particular subtasks with a small number of parameters that are solved 
autonomously. Thus, in the problem of aircraft parameters identification, it is advisable to separate 
the verification of the measurements and registration system (data control) and the identification of 
the aircraft motion model (estimation of aerodynamic coefficients). In the process of identification, 
the various motion channels (pitch and lateral motion) should also be evaluated separately.   

In applied sciences and engineering practice, there is a well known approach where, instead of 
general problems, the solution of which is difficult or impossible, partial problems are successfully 
solved, based on knowledge from a specific subject area. Thus, the third rule involves the 
widespread use of known data about the object of identification contained in related scientific and 
engineering disciplines. 

In accordance with the fourth rule, identification should be considered as a human-machine 
process in which the key role belongs to the researcher, since it is he who ensures the correctness of 
the identification and the correct interpretation of the obtained results. In particular, it is necessary to 
provide for such a form of identification results that is convenient for a human researcher to perceive. 

The final rule is compactness. All work carried out in accordance with the previous rules should 
be carried out to the minimum required extent, as the identification of real technical objects is always 
carried out under strict constraints and in terms of time and the amount of labor of involved specialists. 

Thus, the following are general rules for practical aircraft parameters identification: 
1. reliability control at all stages of identification, 
2. decomposition of the general problem with subsequent complex verification, 
3. wide use of well-known scientific and engineering results obtained in this subject area, 



59 

Metascience in Aerospace  Volume 1, Issue 1, 53–65. 

4. recognition of the key role of the researcher making the final decision and the use in the 
identification process of the ability of a human researcher to analyze information presented 
in an informal (for example, graphical) form, 

5. compactness of all performed works. 

5. Case study of parametric identification 

In order to clarify the meaning of the general rules formulated above, a few specific cases are 
considered in this section. 

Case 1. One of the tasks solved in the identification of aerodynamic coefficients of aircraft 
according to flight experiments data is the choice of equations of motion of the object. In the 
discipline of flight dynamics, a wide range of models has been created, differing in degrees of 
simplification: the division of spatial motion into longitudinal and lateral, short- and long-period, 
linearization relative to a steady trajectory, the use of relations of the form 𝑠𝑖𝑛 𝛼 ൎ 𝛼, 𝑐𝑜𝑠 𝛼 ൎ 1 for 
small values of angular quantities, etc. These models were developed in order to reduce the amount 
of calculations, apply methods for studying linear systems, obtain analytical solutions and other 
reasons. For identification algorithms of nonlinear dynamic systems implemented numerically on 
modern computers, these considerations lose relevance. On the contrary, replacing exact ratios with 
approximations generates additional non-random interference associated with useful signals and, as 
shown above, is capable of creating biases in parameter estimates. Therefore, it is advisable to use 
for identification complete and very accurate equations of spatial motion of the aircraft, obtained 
from the basic laws of mechanics with minimal simplifications [6]. We consider one of these models 
below in Case 2. As for Case 1, it illustrates the rule of wide use of well-known results obtained in 
this subject area. 

Case 2. When identifying the aerodynamic coefficients of the aircraft, a model of the 
measurement system is used. Undetected errors of this model can lead to biases in the estimates of 
the identified parameters. Due to the rules of decomposition and reliability control at all stages, the 
model of the measurement system should be checked separately. To increase reliability, in addition to 
regular checks of the on-board measurement system according to the operating manual, the following 
comprehensive check is recommended, using the relations between the main flight parameters 
determined by the equations of motion.  

The following equations are derived from the general model of the spatial motion of the aircraft [6]:  
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where 𝛼, 𝛽 are the angles of attack and sideslip (rad); 
 𝜔௫, 𝜔௬, 𝜔௭ are angular velocities relative to body-fixed axes (rad/s); 
 𝜐,  𝛾 are angles of pitch and roll (rad); 
 𝑉 is true airspeed (m/s); 
 𝑎௫, 𝑎௬, 𝑎௭ are accelerations along body-fixed axes determined by the formulae 

𝑎௫ ൌ 𝑔 ሺ𝑛௫ െ 𝑠𝑖𝑛 𝜐ሻ, 

𝑎௬ ൌ 𝑔 ሺ𝑛௬ െ 𝑐𝑜𝑠 𝜐 𝑐𝑜𝑠 𝛾ሻ,                 (12)  

𝑎௭ ൌ 𝑔 ሺ𝑛௭ ൅ 𝑐𝑜𝑠 𝜐 𝑠𝑖𝑛 𝛾ሻ, 

where 𝑛௫, 𝑛௬, 𝑛௭ are overloads along body-fixed axes. 
The main feature of these equations is that they do not depend on the aerodynamic coefficients of 

the aircraft, since the accelerations included in the right parts can be calculated through the values of 
overloads measured in flight. 
Equations (11), (12) take the following vector form: 

𝑦′ሺ𝑡ሻ ൌ 𝑓ሺ𝑦ሺ𝑡ሻ, 𝑎, 𝑢ሺ𝑡ሻሻ, 

where 𝑦ሺ𝑡ሻ, 𝑢ሺ𝑡ሻ are vectors of output and input signals,  
 𝑎 is a vector of parameters to be identified. 

In this case, the vector 𝑦ሺ𝑡ሻ consists of the signals 𝛼ሺ𝑡ሻ, 𝛽ሺ𝑡ሻ, 𝑉ሺ𝑡ሻ, 𝜐ሺ𝑡ሻ, 𝛾ሺ𝑡ሻ. The vector of 
input signals includes the values of angular velocities measured in flight 𝜔௫, 𝜔௬, 𝜔௭ and overloads 
𝑛௫, 𝑛௬, 𝑛௭. 

The initial conditions 𝑦ሺ𝑡଴ሻ  are set based on the results of parameter measurements 
𝛼ሺ𝑡ሻ, 𝛽ሺ𝑡ሻ, 𝑉ሺ𝑡ሻ, 𝜐ሺ𝑡ሻ, 𝛾ሺ𝑡ሻ at the beginning of the processing section.  

Direct numerical integration of the system of differential Equations (11) taking into account (12) 
generally does not give positive results, as the constant components of the measurement errors of the 
input signals 𝜔௫, 𝜔௬, 𝜔௭ and 𝑛௫, 𝑛௬, 𝑛௭ create errors of the linear trend type at the output of the 
integrals, which does not allow comparing the output signals of the model and the object. To eliminate 
this effect, a vector of unknown parameters 𝑎்consisting of constant components of measurement 
errors of signals 𝜔௫, 𝜔௬, 𝜔௭ and 𝑛௫, 𝑛௬, 𝑛௭ is introduced: 

𝑎் ൌ ቂ𝐶ఠೣ
𝐶ఠ೤

𝐶ఠ೥
𝐶௡ೣ

𝐶௡೤
𝐶௡೥

ቃ. 

To find parameter estimates, some kind of parametric identification algorithm is applied [4]. After 
obtaining estimates of constant errors, numerical integration of Equations (11), (12) is performed. With 
a properly functioning measurement system, the output signals of the model should match well with 
the corresponding measurements made in flight. The mismatches are random and, for example, for 
angles of attack and pitch usually do not exceed 0.4 degrees. On the contrary, the presence of 
significant mismatches indicates unaccounted-for measurement errors. In some cases, the source of the 
error can be determined by visual analysis. For example, time-shift errors are easily detected on graphs, 
and they often occur in modern measuring systems due to inaccurate synchronization of information 
flows from various onboard systems. The use of this approach is discussed in more detail in [7,8] and 
further in case 3.  
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Case 3. In this case, the comparison of the flight data with simulation data is conducted. In 
Figure 1, the angle of attack for multistep aircraft control stick deviations channel is shown. 

 

Figure 1. The result of taking into account the time shifting in the angle of attack measurement channel. 

A comparison of the flight and simulated angles of attack 𝛼exp, 𝛼sim_1 shows the presence of a 

dynamic error of the time shift type. Additional analysis showed that a low-frequency filter was 
installed on board in the angle of attack channel, smoothing out measurement noise and creating delays 
of up to 0.25 s. After taking into account the specified filter, a high degree of compliance (signals 

𝛼exp, 𝛼sim_2 ) was obtained in the model. 

Case 4. The dynamic error revealed in the Case 3 can lead to various errors in the analysis of 

flight data. For example, in flight tests the relation с௬ሺ𝛼ሻ is calculated from experimental data. The 

values of the lift coefficient are determined by the formula  

            𝑐௬௘ሺ𝑡௜ሻ ൌ
ሺ௡೤ሺ௧೔ሻ ௖௢௦ ఈሺ௧೔ሻା௡ೣሺ௧೔ሻ ௦௜௡ ఈሺ௧೔ሻሻ௠௚ି௉ ௦௜௡ሺఈሺ௧೔ሻሻ

௤ௌ
,             (13) 

where P is the engine thrust and which is true under the condition 𝛽 ൎ 0. 
Figure 2 shows the dependence of С௬ሺ𝛼ሻ obtained by using the angle of attack measured in flight 

𝛼exp with delay of up to 0.25 s, as it was shown in case 3. The view of the graph leads to the idea of the 

presence of aerodynamic hysteresis, but according to aerodynamics, such a type of hysteresis may not 



62 

Metascience in Aerospace  Volume 1, Issue 1, 53–65. 

happen in small angles of attack. Here, we again employ the rule of the wide use of well-known results 
obtained in this subject area. Indeed, the actual reason—the dynamic error of the smoothing 
filter—was revealed above in case 3. In Figure 3, the same data are shown after correcting the angle of 

attack measurements by a time shift of 0.25 seconds ahead of time (𝛼exp_corr). As one can see, the 

nature of the dependence is approaching a straight line, which coincides with a priori aerodynamic 
characteristics of this aircraft. The remaining fluctuations characterize the level of non-excluded 
experimental errors.  

 

Figure 2. The effect of false aerodynamic hysteresis by the lift coefficient С௬ሺ𝛼ሻ, due to 

the delay in the measurements of the angle of attack (𝛼expሻ. 
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Figure 3. Refined experimental dependence of С௬ሺ𝛼ሻ after correction of the delay of the 
angle of attack measurements. 

Case 5. In the case of a properly functioning on-board measurement and registration system, the 
degree of compliance of the signals measured in flight and calculated in the model is very high even in 
intensive maneuvering modes. 

Figure 4 shows the convergence of signals of pitch and roll angles during the “barrel roll” maneuver. 

 

Figure 4. A graph demonstrating the convergence of signals of pitch and roll angles 
during the “barrel roll” maneuver. 
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As a result of a generalized analysis of more than 20 different flight intervals for proper 
measurements, the following values of standard deviation of mismatches were obtained: along the 
channels of the angles of attack and sideslip 0.1... 0.4 degrees, pitch angle 0.2 ... 0.4 degrees, roll angle 
0.3 ... 1.3 degrees, true airspeed 0.5... 0.8 m/s. Significant discrepancies usually indicate a violation of 
the correct operation of the measurement system. Therefore, in Figure 5, deviations of the pitch angle 
values in flight from the corresponding signal of the model characterize the errors of the aircraft 
artificial horizon (attitude indicator) due to vigorous maneuvering in the roll channel. 

 

Figure 5. Graphs of pitch and roll angles measured and estimated in the model. 

6. Conclusions 

The formulated general principles allow the practical implementation of identification methods 
to processing the flight test data. The cases of application to flight data processing are shown. The 
detailed presentation of this technique is given in [8,9]. The technique was successfully applied to 
refine the bank of aerodynamic data of several aircraft in the main operational range of flight modes 
and at the overcritical angles of attack [9].  
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