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Abstract: While immersive media services represented by virtual reality (VR) are booming, They are
facing fundamental challenges, i.e., soaring multimedia applications, large operation costs and scarce
spectrum resources. It is difficult to simultaneously address these service challenges in a conventional
radio access network (RAN) system. These problems motivated us to explore a quality-of-service
(QoS)-driven resource allocation framework from VR service perspective based on the fog radio ac-
cess network (F-RAN) architecture. We elaborated details of deployment on the caching allocation,
dynamic base station (BS) clustering, statistical beamforming and cost strategy under the QoS con-
straints in the F-RAN architecture. The key solutions aimed to break through the bottleneck of the
network design and to deep integrate the network-computing resources from different perspectives of
cloud, network, edge, terminal and use of collaboration and integration. Accordingly, we provided
a tailored algorithm to solve the corresponding formulation problem. This is the first design of VR
services based on caching and statistical beamforming under the F-RAN. A case study provided to
demonstrate the advantage of our proposed framework compared with existing schemes. Finally, we
concluded the article and discussed possible open research problems.

Keywords: virtual reality (VR); fog radio access network architecture (F-RAN); edge caching; fog
computing; statistical beamforming

1. Introduction

With the rapid development of wireless communication, the widespread application of artificial in-
telligence (AI) technology and the explosive growth of edge intelligence, the consumer electronics
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Figure 1. The C-RAN architecture.

services are getting more and more popular. New consumer services represented by the immersive ex-
tended reality (XR), metaverse, man-machine interaction and holographic communication put forward
stricter requirements on performance and function [1]. These services need not only the fundamental
connection assurance, but also the high-precision environment, network AI service and edge computing
resource. Meanwhile, they are facing fundamental challenges. Spectrum resources are very scarce, es-
pecially for the low-frequency spectrum. The costs of operation are increasing, which is mainly due to
the high energy consumption of large consumer electronics products. Consumers’ electronic applica-
tions are proliferating to meet billions of personalized user demands in the internet of everything (IoE)
[2]. In short, the mainstream communication mode such as the metaverse and immersive XR can bring
users a multidimensional and immersive experience. Further, better services raise stricter requirements
on the network bandwidth, latency, reliability, quality and efficiency. The above-mentioned character-
istics have promoted the industry and the academia to research the novel architecture and technology
for supporting diverse application scenarios [3]. As we know, the requirements for network charac-
teristics such as latency, rate, number of connections and energy consumption are usually different in
different scenarios [4]. Several requirements are even contradictory [5]. For example, when you drive
automatically, you care about the delay; if the delay exceeds 10 millisecond, it will seriously affect
safety [6]. While you watch a live broadcast of a high-definition concert, you focus on the timeliness
and picture quality and usually ignore even if the whole concert is delayed by a few seconds or even
a dozen seconds [7]. Oriented toward these requirements, the future network should be more service-
based and flexible [8]. Especially for different customized network requirements, it is a prerequisite to
build a more open ecosystem and introduce more participants [9].
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The network architecture, especially the radio access network architecture (RAN), is one of the
very important issues for the realization of the future communication vision [10]. In fact, the network
architecture started with the one generation (G), then went through the 2G, 3G, 4G and continued
to evolve to the 5G and the advanced 6G. The rapid evolution process of the network is essentially
a process of the continuous separation for base station functions, which aims to meet the diversified
needs of different scenarios [11]. The industry has successively proposed several RAN solutions, such
as the cloud radio access network (C-RAN) and fog radio access network (F-RAN).

Specifically, the literature [12] first proposed the C-RAN architecture, which involves the cloud
computing and cloud storage technology as shown in Figure 1. Different from the traditional distributed
base stations, the base station function is virtualized in the C-RAN environment. Specifically speaking,
the base station of the C-RAN is decomposed into two parts: One part is the remote radio head (RRH)
and the other is the baseband unit (BBU). Multiple BBUs constitute a centralized cloud server. The
cloud server is mainly used for high-capacity transmission and to support seamless coverage scenarios.
Each RRH performs signal processing via a virtual baseband base station, which is supported by the
processor. The BBUs and RRHs are connected through high-capacity backhaul links. So far, the
C-RAN has been applied to the multiple mobile communication operators and the communication
equipment providers [13]. It has also been applied to the experiment and update for the existing
mobile communication networks. The C-RAN has the advantages of reducing the consumption cost
and improving the resource utilization and flexibility of network deployment [14]. However, it also
has some potential inherent flaws. On the one hand, this is mainly due to the RRH node, which can
only perform simple processing for the signal such as radio-frequency signal amplification, frequency
conversion and digital-to-analog conversion. On the other hand, both the uplink and downlink data are
transmitted over a limited backhaul link; as a result, the burden of the backhaul link will become larger
and larger when the number of users increases. Finally, the bottleneck effect is bound to become more
prominent, which further reduces the spectrum and energy efficiency of the entire C-RAN network. It
also increases the data transmission delay from the cloud server to the client.

Further, the F-RAN architecture was put forward based on the C-RAN architecture. In fact, the fog
concept was first introduced in F-RAN [15], which is similar to the phenomenon of the “fog” nearer
to the ground “cloud” in the physical world. It can fully utilize different resources of the edge facil-
ities. In the F-RAN, the edge nodes, which have functions of storage and cooperative radio resource
management (CRRM), are collectively evolved to fog access points (F-APs). The F-APs can solve
the inherent defects of the C-RAN mainly due to the reuse characteristic of the content requested by
the existing network users. Based on this characteristic, the F-APs nodes can selectively cache part
of the data content with high popularity in advance by reasonably avoiding network busy hours [16].
As a result, the popular content can be sent to multiple request terminals simultaneously based on the
same resource block. Moreover, combined with the multiplexing characteristics of content, multiple
transmission modes can be deployed on the F-RAN network architecture for different practical sce-
narios. The F-RAN can provide a new resource dimension for improving the transmission efficiency.
Compared with the traditional C-RAN architecture, the F-RAN can make full use of the remote radio
frequency unit, fog access point and edge devices, which can collaborate on signal processing, radio
resource management, caching, and computing [17].

Consider virtual reality (VR) application in the F-RAN architecture. As we know, the emerging VR
video can provide an immersive experience by interactions of body movements [18]. This immersive
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Figure 2. The virtual reality service scenario.

experience is equivalent to a subjective feeling in a comprehensive and real experience, as shown in
Figure 2. In order to ensure the high quality experience for VR users, it is inevitable to adopt 360◦

video streaming in VR applications [19]. The 360◦ VR videos belong to immersive spherical videos.
It was usually mapped into a 3D geometry in which the users can look around during playback by
wearing a VR head-mounted display device [20]. However, the 360◦ VR videos need to take up a large
amount of bandwidth resources [21]. The large amount of data from 360◦ video streaming makes the
content storage and transmission more difficult. Therefore, how to efficiently transmit these large 360◦

VR videos in the limited bandwidth at acceptable quality levels is challenging for the current RAN
architecture [22].

Naturally, the F-RAN architecture is discovered as a promising RAN architecture for VR video
delivery. Due to only parts of the 360◦ VR video needed to be viewed in the application, the requested
three-dimensional stereoscopic video (SV) and two-dimensional monocular video (MV), but not the
whole stereoscopic panoramic video, should be transmitted in the downlink F-RAN [23]. The F-APs
in the F-RAN, which are with caching capacity, can just be utilized to cache MVs and SVs of some
viewpoints. That is to say, the F-APs, which are located between the cloud layer and the terminal layer,
only need to deliver the requested SVs and MVs, which can further help improve efficiency by avoiding
additional transmission and computation. Based on this idea, it is predictable that the VR video can be
deployed on the novel F-RAN architecture. However, the caching capacity in the F-RAN is generally
limited. It is difficult for the user to get all the requests. In addition, to promote the total resource
utilization, the transmission policy also needs to be designed carefully in such a network architecture.
Thus, a joint optimization design of the fog layer caching and wireless link beamforming is hopefully
proposed to effectively reduce the total network cost as well as ensure the user experience.

The main work of our research is summarized as follows.

• First, we made an overview on the existing VR and RAN architecture research. we then proposed
a mobile VR video delivery framework based on F-RAN architecture as shown in Figure 3. This
framework introduced the caching and beamforming strategies for the VR video delivery under
the F-RAN environment. In fact, this is an innovation and creative design on VR video services

Mathematical Biosciences and Engineering Volume 21, Issue 1, 1573–1589.



1577

Figure 3. The VR delivery based on F-RAN architecture.

based on caching and beamforming.
• Next, we focused on a cost model aimed at trading off the fronthaul cost and the transmission

power cost at the BSs. According to the cost model, an multi-objective optimization prob-
lem was derived to get an elaborate caching allocation and beamforming design. It is worth it
to emphasize that the optimizations of the caching and the beamforming strategy occur in two
timescales. Cache allocation is usually deployed in a long timescale, while the beamforming can
dynamically adapt to the instantaneous channel realization in a short timescale. We present an
innovative framework based on statistical channel state information (SCSI) to solve the different
two-timescale problem based in F-RAN.
• Finally, a tailored algorithm was proposed by utilizing the branch-bound (BB) method and other

relaxation techniques. Simulation demonstrates that our algorithm can obtain better performance.
We test the framework for VR video delivery experiments in a given F-RAN environment. We
also compare our proposal with the single solution.

To sum up, oriented toward various consumers’ requirements, the novel network architecture and ad-
vanced technologies need to be further discussed. We also discuss several research challenges and
opportunities, hoping that our work can give more inspiration on the upcoming design of caching and
delivery scheme, aiming to support various F-RAN-based service scenarios, especially in the direction
of VR video technology.

In section two, we introduce the F-RAN-based VR delivery scheme. In section three, we elaborate
the corresponding algorithm and implementation procedure for the two-stage caching and beamform-
ing design based on SCSI. In section four, a case study is provided to demonstrate the improvement.
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At the end, we conclude the article, and we put forward several issues for the future research in section
five.

2. F-RAN-based VR delivery framework

2.1. The F-RAN architecture

In the C-RAN, the storage layer, the control layer, as well as the communication processing func-
tions are all integrated into a cloud computing network layer. Limited fronthaul link capacity and the
increased demand on signal processing have become a bottleneck of the network performance gain.
In addition, the C-RAN cannot achieve a smooth transition and compatibility in the existing mobile
communication networks [24].

Later, the F-RAN architecture was successively proposed to overcome some drawbacks of the C-
RAN. The basic idea of the F-RAN is to take the advantage of the F-APs, which can achieve the local
distributed content service, the distributed signal processing and the distributed resource management.
Since the F-APs are closer to the user terminal, the services of low-latency are becoming convenient.
Specifically, the upgraded F-APs can be fully utilized to store part of the content, thereby avoiding the
high real-time or the large-scale requirements of wireless signal processing in the BBU pool, effectively
alleviating the pressure of large data transmission in the fronthaul link.

The F-RAN architecture has the features of ultra-low latency, proximity and network status aware-
ness. In addition, some advanced technologies, such as millimeter wave communication and massive
multiple input multiple output (MIMO) can also be well deployed in the F-RAN [25].

2.2. Characteristic of VR video transmission

The VR service is booming and has been rapidly commercialized in recent years, forming an ex-
tremely large potential market. The popularity of VR video can be attributed to two distinctive char-
acteristics: Innovative interaction mode and immersive experience [26]. In the actual application sce-
nario, the VR presents panoramic videos which simulate a virtual environment around users by a
spherical canvas. The data of the orientations and positions can be recorded quickly by the sensors in
the specific equipment when the user performs a moving action. Consider that the requirement for the
seamless VR video experiences is less than 10 ms. It is necessary to deploy high resolution and high
frame rate in VR video, which will affect the quality of viewing experience. Meanwhile it is difficult to
meet the deployment requirements of the increasing data size and the efficiency of transmission at the
same time. Thus, the VR video services, which require vltra-high transmission rate and looth vltra-low
latency are becoming an insurmountable challenge.

The existing research mainly focuses on either the single caching-level design or single VR video’s
delivery-level design. A new transmission scheme, which is proposed in the literature [27], can reduce
video transmission delay. In order to minimize consumption, on the one hand, a communications-
constrained mobile edge computing (MEC) framework is proposed for VR video; on the other hand,
a task scheduling framework is proposed aiming to analyze the tradeoffs between the caching and the
computing in [28]. However, some resource allocation strategies are based on a centralized mode
assumption. Heavy traffic also requires larger cache capacity, which will bring further burden.

The future VR video experience paradigm requires the consistent space-time of key parameters be-
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Figure 4. Different transmission mode on VR scenario.

tween physical space and virtual space, which puts forward ultra-high-precision timing and positioning
requirements for current wireless access and transmission. At the same time, the real-time perception
of the large dimensions of the physical space has generated massive heterogeneous data. These need
higher transmission bandwidth and large-capacity networks to support the deterministic transmission
of multidimensional information. However, it is not easy to fulfill these requirements simultaneously
in a traditional RAN system. As known, the fog computing as well as the fog caching are both impor-
tant on reducing the burden. Specifically, a careful design of the caching policy, i.e., how to allocate
capacity and how to deploy appropriate caching strategies is needed in F-RAN architecture.

Considering that only parts of 360◦ VR videos need to be viewed for the terminals, rather than
the whole stereoscopic panoramic video, only the requested MV and SV should be transmitted in
the downlink. In the downlink F-RAN, the F-APs can be utilized to cache MVs and SVs of some
viewpoints [29]. That is, the F-APs, located in the middle layer between the cloud and the terminal
end, only need to deliver the requested MVs and SVs, helping to reduce both latency and energy
consumption by avoiding transmission and computation.

Based on the above idea, it is anticipated that the emerging VR video service can be effectively
deployed in the F-RAN. The VR users can be satisfied in the F-RAN at a less powerful consumption
but a faster speed by deploying more functions at the edge F-APs. Therefore, the performance is
expected to be further improved through designing joint caching and delivery strategies in advanced
F-RAN architecture.
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1580

Figure 5. The flowchart of the designed algorithm.

2.3. Proposed solutions

Based on the theoretical analysis and transmission characteristic of VR video, we explore a tailored
quality of service (QoS)-driven resource allocation solution in the F-RAN architecture. The detailed
process is described below.

Framework: This is an innovation and creative design on VR video services based on caching
and beamforming in the F-RAN. The initial idea is to utilize the functions of F-APs and advanced
beamforming technology to solve the VR video delivery problem. Consider a downlink transmission
scenario with BSs and VR user group. The users are finally classified in a cluster if they have the same
requirement, and will be served by the multicast mode. This scenario also covers a special case when
each group has only one user, which is equivalent to a unicast transmission mode in this case. Different
transmission modes are illustrated in Figure 4. The F-APs of the F-RAN architecture can be used to
cache SVs and MVs of the VR video. When the users have a request, the requested MVs and SVs of
VR videos can be delivered by the F-APs, which will help reduce the consumption and resources.

Two-timescale deployment problem: The design is mainly divided into two parts; One part is the
design for the caching and the other is the design for the transmission level. It is worth it to emphasize
that the tradeoff between the cache size allocation and the beamforming strategy is usually happening
in two different timescales. To be specific, the beamforming is adapted to the instantaneous channel
information dynamically, while the cache size is optimized in a long-term statistical channel. Based
on the SCSI, we aim to jointly optimize the two parts to better serve the network transmission and
user experience. We then presented a compromise scheme based on SCSI to solve multiple-timescale
deployment challenge in F-RAN. In addition, we have taken into account the difference of the file
popularities to facilitate cache larger portions of more popular VR files.

Mathematical Biosciences and Engineering Volume 21, Issue 1, 1573–1589.
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Figure 6. Convergence behavior of the proposed BB-based algorithm.

Beamforming based on SCSI: As we know, the beamforming can match the instantaneous channel
real-time in a short time scale [30], but the cache allocation time slot is in a long-term in our framework.
This means that the conventional instantaneous channel information is not suitable in the proposed
architecture due to our joint design. Thus, we present a novel strategy based on the SCSI to solve the
above multiple-timescale deployment problem in the above considered F-RAN architecture. We finally
formulate a two-timescale beamforming and joint cache size allocation design problem, in which the
cache and the beamforming is optimized based on the SCSI. Our final goal is to substantially reduce
the total network cost for supporting better VR users’ experiences. By leveraging the statistical channel
information, we also develop a novel algorithm for optimizing the cache allocation and beamforming
design, as well as quantify how much cache size should be allocated to each BS.

3. Analysis and algorithm

The cost consumption, which is based on a joint cache size allocation and statistical beamforming
design, can be formulated as an optimization problem. However, the problem is not easy to solve.
On the one hand, the objective is nonsmooth and nonconvex, especially the signal to interference plus
noise ratio (SINR) constraints are also nonconvex [31]. On the other hand, it is necessary to emphasize
that we also consider the base station (BS) cluster, which can be dynamically optimized.

Our tailored algorithm is based on a novel argument cut technique, which can provide effective
relaxations for the nonconvex SINR constraints. As a result, the original nonconvex set can be reason-
ably translated into the convex envelope. In other words, with the help of argument cut theory [32],
we can develop efficient convex relaxations, particularly for SINR constraints [33]. After argument cut
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processing, the problem can be solved globally by using the interior-point method [34], which is a ma-
ture and complete solution for convex optimization. A specific flowchart of the algorithm is provided
in Figure 5. We can demonstrate that the argument cuts strategy is highly effective in this case.

Next, we describe the main steps of the proposed specific BB algorithm as follows, which will be
applied in our case study in the next section.

Initialization: We first initialize all intervals, then the problem can be reduced into a simpler solv-
able convex problem. We obtain an initial value of the algorithm, which is the optimal caching alloca-
tion and statistical beamforming accordingly.

Termination: We preselect a relative error tolerance as a termination algorithm threshold. We termi-
nate the algorithm if the criterion is less than the threshold. Otherwise, we branch it into some intervals
by the preset rule. The lower bound as well as the upper bound are the keys in avoiding unnecessary
branches and further enumerations. According to theoretical analysis, an appropriate lower bound and
upper bound can improve the efficiency of the algorithm significantly, and with that, we can branch
one by one.

Branch: If the problem has the least lower bound, and it does not meet the stopping cycle condition,
then the interval will be selected which leads the largest gap to be branched to smaller sub-intervals.
Subsequently, we partition the winning interval into two sets, which have equal size and all the others
are unchanged. Accordingly, we obtain two subproblems, which are tighter than the last. Once the
interval has been broken down into two parts, the corresponding original problem will be cut from
the original list, meanwhile two subproblems will be added into the library again when their optimal
objective values are equal to or less than the current bound.

The Lower Bound: The smallest bound of all lower bounds is a lower bound of the original problem.
The Upper Bound: We obtain an upper bound by appropriately scaling the obtained solution within

the feasible region. An upper bound is the best values from all of the known feasible solutions in each
iteration.

Based on the above steps, we have shown the main procedures of the proposed scheme. We em-
phasize again that both the upper bound and the lower bound are key in improving the efficiency of the
proposed BB algorithm, because the best upper and lower bound help detect inactive children prob-
lems, which further avoid unnecessary enumerations and branches. A specific convergence process is
demonstrated in Figure 6.

4. Case study

We provide a case study to demonstrate our proposed framework in the downlink. In this case, we
only consider the multicast transmission mode. The VR users requesting the same file are formed into
a VR group served by the multicast transmission mode. Accordingly, a BB-based optimal algorithm
for multicast transmission is shown in this section.

Suppose that each transmission time interval has enough number of frames to complete the content
delivery. We consider the transmission of VR video in F-RAN architecture with K single-antenna
mobile VR users and N multiple-antenna BSs. The total number of group is M. An independent group
obtains the service with the help of a group of cooperative BSs in one frame. The limited-capacity
fronthaul link acts as a bridge, which connects the BBU pool and the BS as shown in Figure 3. The
BBU is connected to a database that contains Z contents in which each content has equal size. Users

Mathematical Biosciences and Engineering Volume 21, Issue 1, 1573–1589.



1583

0 2 4 6 8 10 12 14 16 18 20

Number of iterations

0

5

10

15

20

25

30

B
a
c
k
h
a
u
l 
c
o
s
t

Beamforming optimization

Beamforming & caching joint optimization

Figure 7. Backhaul network cost.

can request one content in each time slot according to certain demand probabilities. For each BS, if the
requested VR content has been cached, it can access the VR content directly without backhaul cost.
Otherwise, it needs to request this content from the central processing (CP) through the backhaul link.

For convenience to the description, we have denoted as follows:
1) Denote γ =

[
γ1, γ2, ..., γM

]
as the SINR vector, where γm is the minimum required by user m.

2) Set the transmission rate of user m as Dm = b · log(1 + γm), where b is the channel bandwidth.
3)The k-th user’s SINR can be expressed as follows:

S INRM
k =

∣∣∣hH
k wm

∣∣∣2
M∑

i=1,i,m

∣∣∣hH
k wi

∣∣∣2 + K∑
j=1

∣∣∣hH
k v j

∣∣∣2 + σ2
k

,∀k ∈ Φm.

We make an average operation on the channel state information, then we can get the following expres-
sion:

E
(
SINRM

k

)
≥ γm, ∀k ∈ Φm.

Note E
(
hkhH

k

)
= Σk, and it can be written approximately as follows:

wH
mΣkwm∑M

i=1,i,m wH
i Σkwi +

∑K
j=1 vH

j Σkv j + σ
2
k

≥ γm.

There are two parts for the system cost: The backhaul cost and the transmission power consumption.
The backhaul cost is generally proportional to its transmission capacity and related to the cache, user’s
request and matching service between RRHs and the user. It is worth remarking that if the VR file
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has been cached in advance in the BS, it can access the VR file directly and will not produce the
backhaul link cost. Otherwise, it will produce extra backhaul cost. The backhaul cost can be derived
as a function about the transmission rate, which is expressed as:

CB =

M∑
m=1

N∑
n=1

sm,n(1 −Cz,m,n)Rm.

The total transmission power cost is expressed below:

Cp =

M∑
m=1

N∑
n=1

∥∥∥wm,n

∥∥∥2
2
.

wm,n is the beamforming vector for user m from BS n. The Cz,m,n = 1 indicates that the z-th video
content requested by the m-th VR user is cached in the n-th BS and zero otherwise. The original
problem can be finally formulated as:

min
{w,s,C}

CB

s.t. Cp ≤ P f

E(S INRk) ≥ γm∑
(z,m)

Ĉ(z,m),n ≤ Qn .

It is worth emphasizing that the multi-group multicast solution procedure is essentially the same to
single-group multicast. For the convenience of elaboration, we provide a single-group multicast ex-
pression and solution procedure. Specifically, the original problem can be finally formulated as:

PM : min
{w0,n},{s0,n}

Z∑
z=1

z−α

Z∑
j=1

j−α

N∑
n=1

s0,n(1 −Cz,0,n)R0 (4.1a)

s.t.
N∑
n=

∥∥∥w0,n

∥∥∥2
2
≤ P f (4.1b)

wH
0 E(h̃kh̃H

k )w0 ≥ 1, ∀ k ∈ Φ0 (4.1c)

∑
(z,0)

C(z,0),n ≤ Qn,∀n ∈ N . (4.1d)

• We aim to jointly optimize the edge caching Cz,m,n, the statistical beamforming wm,n and the
BS clustering sm,n to minimize the backhaul cost objective, under the transmission power cost
constraints (4.1b), the QoS (4.1c) and the cache size (4.1d). We also consider the difference in
file popularities in caching files.
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• Based on the SCSI, the 0,1 variable can be replaced by a continuous function. By adopting smooth
l0-norm approximation, the original problem can be written as an equivalent problem solved with
the BB method for multicast transmission. Compared with the local optimal solution in the pre-
vious literature [35], we obtain the global optimal solution by using our tailored algorithms.

We provide a global optimal solution corresponding to our framework.
Figure 6 shows convergence behavior. It shows that the gap between the upper bound and the

lower bound is reduced rapidly during the iterations. The explanation for this phenomenon is that
many infeasible subregions are effectively removed. Finally, the upper bound is nonincreasing, while
the lower bound is nondecreasing. The gap becomes increasingly smaller when the iteration number
increases.

Figure 7 illustrates the performance gain. A large performance gap between the single beamforming
strategy and the joint optimization is observed, further demonstrating effectiveness.

Figure 8 demonstrates the performance with setups (M,N) = (7, 3), (M,N) = (5, 3) and L ∈
{5, 6, 7, 8, 9, 10}. This provided the trend of the performance for different numbers of VR users. We
can observe from Figure 8 that the cost consumption decreases as the antennas number increases, also
illustrating the reality and feasibility of our proposed scheme.

5. Conclusions and future topics

In this paper, we first reviewed some relevant topics and then focused our attention on the challenges
of VR video delivery. First, an F-RAN-based framework was proposed for VR service in which the F-
APs can be utilized to cache some requests. Second, we provided a design describing how the requests
can be delivered more effectively based on SCSI. A joint statistical beamforming and edge caching
problem was formulated and solved under the QoS constraints in the downlink F-RAN. In addition, we
gave a case study, which further confirmed the advantages of our framework. At the end, the numerical
results demonstrated the considerable performance of the optimized scheme.

Based on the current research and combined with our research thinking, for one thing, network
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architecture is the basis for the realization of the immersive media services and is also a key issue
for 6G research. For another thing, the immersive scenarios represented by VR require not only the
connection and high-precision service, but also the caching technology and network AI services. In
addition, the immersive multimedia services have stricter requirements for network bandwidth, latency
and reliability, especially resource allocation. Finally, it is worth emphasizing that the design of the
algorithm is also crucial in the process of solving the optimization problem.

Correspondingly, we provide several research challenges and topics as follows, and hope that our
work can provide some inspiration in the the multimedia field.

Recommendation 1: Network architecture
The basic idea on the 6G evolution is to improve capabilities and user experience by focusing on

requirements. Thus, the new network architecture is based on the continuation of service-oriented
design, and it aims to achieve a simplified network architecture by these approaches: Architecture,
procedure and interface simplification. From this point of view, our proposed framework for VR
delivery is worth further research, especially for customized network requirements in different XR
application scenarios. How to optimize and make up for the shortcomings of the existing network
architecture is still an interesting study.

Recommendation 2: Caching technology
The immersive scenarios represented by VR require not only the connection service, but also high-

precision environment, caching resource and network AI services.
In our research, an F-RAN-based framework was proposed for VR service in which the F-APs with

caching capacity can be utilized to cache some requests. We believe that making full use of caching
capabilities to improve the users’ experience will be an inevitable trend. Our framework provides a
direction for the further development of the caching strategy. Caching issue is an advanced research
point at present. Thus, it’s a worthy study focusing on the the content-centric caching mechanisms and
cooperation caching mechanisms.

Recommendation 3: Resource allocation
The flexible 6G requires that the networks should support on-demand deployment and traffic

scheduling, as well as service loading. Especially for different customized requirements, agility and
flexibility for resource scheduling are not only important but also prerequisites for building a more
open ecosystem.

Resource allocation is a permanent topic in the communication system. A QoS-driven resource
allocation in F-RAN architecture is a study in our research. We explore a tradeoff between the BS
cache size allocation and the beamforming strategy allocation. It is meaningful to further explore how
to trade off the cost consumption in an effective manner in the entire network, particularly in the VR
video delivery problem.

Recommendation 4: Design of global algorithm
The 6G will introduce a more flexible resource cooperation scheme to satisfy users’ various require-

ments. The traffic adaptation between networks and services can be implemented, which aims to obtain
the best service experience of users. By introducing the idea of optimization theory, we innovatively
proposed two global optimization algorithms to obtain the optimal resource allocation scheme. In fact,
how to choose a reasonable optimization method is still critical in solving different resource alloca-
tion models. Thus, the design of the global algorithm is worth exploring, especially in new services
represented by immersive XR and Metaverse.
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