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Abstract: Automated pavement crack image segmentation presents a significant challenge due to the 
difficulty in detecting slender cracks on complex pavement backgrounds, as well as the significant 
impact of lighting conditions. In this paper, we propose a novel approach for automated pavement 
crack detection using a multi-scale feature fusion network based on the Transformer architecture, 
leveraging an encoding-decoding structure. In the encoding phase, the Transformer is leveraged as a 
substitute for the convolution operation, which utilizes global modeling to enhance feature extraction 
capabilities and address long-distance dependence. Then, dilated convolution is employed to increase 
the receptive field of the feature map while maintaining resolution, thereby further improving context 
information acquisition. In the decoding phase, the linear layer is employed to adjust the length of 
feature sequence output by different encoder block, and the multi-scale feature map is obtained after 
dimension conversion. Detailed information of cracks can be restored by fusing multi-scale features, 
thereby improving the accuracy of crack detection. Our proposed method achieves an F1 score of 70.84% 
on the Crack500 dataset and 84.50% on the DeepCrack dataset, which are improvements of 1.42% and 
2.07% over the state-of-the-art method, respectively. The experimental results show that the proposed 
method has higher detection accuracy, better generalization and better crack detection results can be 
obtained under both high and low brightness conditions. 
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1. Introduction 

Crack is one of the common pavement diseases, and pavement cracks will reduce the efficiency 
of road traffic, and can even lead to serious traffic accidents and endanger life safety. Therefore, timely 
detection, accurate evaluation and repair of cracks are one of the key tasks in pavement maintenance. 
Figure 1 shows some examples of pavement cracks. In the face of the huge stock of domestic roads, 
the traditional manual crack detection method has been unable to meet the current demand, so the 
intelligent crack detection method, based on pavement image, has gradually attracted wide attention. 
However, pavement cracks have complex topological structure, uneven light and noisy texture 
background [1], making effective crack detection a significant challenge. 

 

Figure 1. Examples of pavement crack. 

In recent years, deep learning has made significant breakthroughs in various computer vision 
tasks, and new deep neural network models are constantly emerging [2]. Deep convolutional neural 
networks (CNNs) [3,4] and Transformer neural network [5] are two representative models for semantic 
segmentation. Although CNN-based models have dominated this field since the advent of the fully 
convolutional network (FCN), the recent segmentation Transformer (SETR) [6] replaced the CNN 
encoder with a pure Transformer structure encoder, which altered the architecture of the current 
semantic segmentation models. However, the output feature map of Transformer has low resolution 
and lacks detailed information about cracks, and the decoding structure proposed by SETR does not 
effectively solve this problem, resulting in poor performance for detecting slender cracks. 

In this paper, we propose a multi-scale feature fusion network for pavement crack detection based 
on Transformer, including the vision Transformer (ViT) model, to extract crack features, dilated 
convolution to expand receptive field and upsampling to restore resolution and multi-scale feature 
fusion. Our method globally models the feature map and recovers the detailed information of cracks 
by fusing multi-scale features, so that we can achieve accurate segmentation of slender cracks and have 
a better generalization. 

The contributions of this work are as follows: 
(1) We propose an automatic crack segmentation method based on Transformer. Compared with 

existing pavement crack detection networks, our method has higher detection accuracy and better 
generalization.  

(2) To address the challenge that the ViT model can only output feature maps at a fixed resolution, 
we introduce a multi-scale feature fusion module as a solution. 
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(3) A study of the influence of different brightness levels on the crack segmentation model 
performance. 

(4) We demonstrate the effectiveness of various blocks and their combinations, such as dilated 
convolution blocks and feature fusion blocks. 

2. Related work 

2.1. Traditional crack detection methods 

Early researchers usually use digital image processing technology to realize the automatic 
detection of pavement cracks. The gray value of the crack and the gray value of the background often 
have obvious differences, and the crack can be effectively separated from the background by selecting 
the appropriate threshold [7–9]. However, the thresholding method is sensitive to noise and usually 
requires the addition of preprocessing and postprocessing operations. Edge detection is a method to 
segment an image based on the abrupt change and discontinuity of image gray level. At the boundary 
of the object, the gray value of the pixel often changes significantly [10]. Edge detection operators, 
such as Sobel [11] and Canny [12,13], can separate the crack from the background by calculating the 
gradient change of the crack boundary. However, edge detection is an ill-posed problem, and no edge 
detector can respond only to the features of the target object in the image [14]. 

Although the crack detection methods based on digital image processing can achieve good 
detection results, the quality of the input image is required to be high, and the performance of these 
detection methods will be seriously affected when the crack and background contrast is not obvious, 
the light is uneven, or there is noise interference. 

2.2. Crack detection using deep convolutional neural networks 

In recent years, deep learning, especially deep convolutional neural networks, has been widely 
used in image classification, object detection, semantic segmentation and other fields, automatic 
extraction of image features by deep neural network and back propagation. 

Ronneberger et al. [4] proposed U-Net based on FCN [3] structure. The network is composed of 
encoder and decoder, has simple structure and fast training speed, and has been widely used in 
biomedical image segmentation field. Liu et al. [15] first applied U-Net in the field of crack 
segmentation, and achieved good results in small datasets. After the success of U-Net network in the 
field of crack detection, some scholars improved the U-Net network by adding the attention mechanism 
to enhance the identification of crack, so as to obtain more accurate semantic information [16–18]. 
Chen et al. [19] proposed an encoder-decoder network based on the SegNet [20] model and initialized 
with pretrained weights, which has high crack detection performance and generalization ability. Liu et 
al. [21] proposed a deep hierarchical convolutional neural network named DeepCrack, which consists 
of a fully convolutional network and a deeply supervised net (DSN), and the final feature map 
aggregates the multi-scale and multi-level features of different convolutional layers. The features of 
different convolution stages are directly supervised by DSN, and the end-to-end pixel-level crack 
segmentation is realized. Ren et al. [22] proposed a deep full convolutional neural network 
CrackSegNet, in which a dilated convolution and pyramid pooling module [23] were added to the 
network, and the context information was obtained by increasing the receptive field, thus realizing the 
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effective segmentation of concrete cracks. 
However, due to the limited size of convolutional kernel, it is difficult for convolutional neural 

networks to obtain a larger receptive field. Although this problem can be solved by deepening the 
number of layers in the network, it will make the model too complicated and increase the calculation 
cost. 

2.3. Crack detection using Transformer neural networks 

Transformer model first emerged in the field of natural language processing, and was first applied 
to the task of image classification in [24], where the ViT model was proposed. In 2020, Zheng et al. 
[6] proposed the SETR segmentation algorithm based on the Transformer model, which uses the ViT 
to extract image features, providing a sequence-based image semantic segmentation perspective for 
subsequent researchers. CrackFormer [25] model adopts the self-attention mechanism to encode and 
decode the feature map, and combines the output of the corresponding encoder and decoder by scaling-
attention block to obtain the clear crack boundary. SegFormer [26] model abandons position 
embedding and designs a layered Transformer encoder, which uses overlapping patch merging to 
downsample the feature map to obtain multi-scale features. The decoder only uses linear layers, which 
reduces the complexity of the network and achieves good segmentation results. SegCrack [27] model 
adopts the same encoder as SegFormer. When decoding, it uses lateral connection to restore the feature 
map scale layer by layer, and then fuses the feature maps of all scales to form a multi-scale feature 
map, which presents a more powerful representation by combining local features with global features. 
Feng et al. [28] used swin Transformer [29] to encode the crack image, and input the features of 
different encoder stages into the multi-layer perceptron (MLP) layer to unify the channel and size. 
Efficient and accurate segmentation of pavement cracks can be achieved by fusing the features of 
different stages. The TransMF [30] model uses a symmetric encoder and decoder structure, and added 
the fusion module. The encoder uses a hybrid model of convolution and Swin Transformer to model 
the crack from a local and global perspective, and the fusion module fuses both encoding and decoding 
features. The influence of noise can be reduced and the correlation between contexts can be 
strengthened. 

Compared with convolution operation, Transformer uses self-attention mechanism dynamic 
modeling to discover the importance of feature sequences, and adopts a sequence-to-sequence learning 
method with less inductive bias [31]. It can achieve better results in the detection of cracks, and has 
gradually become one of the mainstream methods of crack detection. 

3. The proposed method 

As shown in Figure 2, the crack detection process consists of two main parts: training the network 
model and crack detection. First, the original crack image is inputted into the trained network model, 
and then the detected crack prediction map is outputted. 
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Figure 2. Flow chart of model training (left) and crack detection (right). 

3.1. Network architecture 

In this paper, we proposed a multi-scale feature fusion network for pavement crack detection 
based on Transformer. The network architecture is shown in Figure 3, which is composed of encoder 
and decoder network. The encoder network adopts ViT model as the backbone, which is composed of 
Patch Embedding, Position Embedding and Transformer Encoder. The dilated convolution block with 
different combinations of dilation rates is added after the backbone, which can capture multi-scale 
information. The decoder consists of upsampling block, convolution block and the multi-scale feature 
fusion block proposed in this paper. The decoder network recovers the resolution of the feature map 
output by the encoder network layer by layer and fuses the multi-scale features to obtain the final 
segmentation result. 
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Figure 3. Network structure of proposed method. 

3.2. Encoder network 

3.2.1. Backbone 

The Transformer encoder of ViT adpots the Pre-LN Transformer architecture [32], this structure 
puts the layer normalization block of Transformer model inside the residual structure, which can 
improve the convergence speed. In the encoding stage, first, the input image is split into 16 × 16 patches, 
and each patch is flattened into a one-dimensional vector, which named token. Then, the token is layer 
normalized, activated by the GeLU function and add position embeddings. Finally, the tokens are input 
into Transformer encoder to extract crack image features. The encoder is stacked with 12 identical 
encoder blocks. Each encoder block is composed of layer norm, multi-head self-attention, dropout and 
MLP block. Inside the encoder block, the input data distribution is unified into Gaussian distribution 
through the Layer Norm layer at first, then self-attention and full connection operation are performed. 
The self-attention formula [5] is as follows: 

 Attention 𝑄, 𝐾, 𝑉 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 𝑉 (1) 

where, 𝑄 , 𝐾 , 𝑉  are three matrices, obtained from the input features through three linear 
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transformations, 𝑄 refers to the feature matrix of the crack area that needs to be attended to, 𝐾 refers 
to the feature matrix of all locations in an entire image, 𝑉 refers to the feature matrix of the location 
that corresponds to 𝐾. The matrix 𝐾 is used to compute similarity with matrix 𝑄, in order to perform 
a weighted average of the corresponding matrix 𝑉  based on attention score. When the similarity 
between the matrix 𝑄 and matrix 𝐾 is high, the corresponding matrix 𝑉 is given a higher weight, 
and vice versa. This allows crack features to stand out while suppressing unnecessary information. 𝑑  
is the dimension of the matrix 𝐾. 

3.2.2. Dilated convolution block 

In order to improve the detection effect of slender cracks, it is necessary to enlarge the receptive 
field to obtain long-distance dependence. The receptive field of the feature map can be increased 
without reducing the resolution by employing the dilated convolution, thereby capturing the context 
information [33]. 

As shown in Figure 4, the dilated convolution block combines convolutions with different dilation 
rates, and the receptive fields of each layer are 3, 7 and 15, respectively. The feature sequence output 
from the backbone network is dimensionally transformed to obtain the feature map of size 16 × 16 × 
768. In the dilated convolution block, the receptive field can cover the main part of the feature map. 
By fusing the feature maps of different receptive fields, it is helpful to obtain the context information 
and further extract the crack features. 

 

Figure 4. Dilated convolution block. 

3.3. Decoder network 

Low-level features contain more deatil information, which is helpful to restore the crack boundary 
and improve segmentation accuracy. This paper designed a simple and efficient feature fusion block. 
A linear layer is added after the output of the encoder block of the 3rd, 6th and 9th layers of Transformer 
encoder, respectively. The length of the feature sequence is changed by setting different numbers of 
neurons, which are 256 × 8192, 256 × 4096 and 256 × 2048, respectively. After converting the 
dimension of the feature sequence, three feature maps with different scales are obtained, and the sizes 
of the feature maps are 128 × 128 × 128, 64 × 64 × 256 and 32 × 32 × 512, respectively. 

In the upsampling block, the resolution of the feature map is increased to two times and the 
channel number is reduced to one half of the original feature map, and fused with the feature map of 
the same scale, then the fused feature map is input to the convolution block for twice convolution 
operation, and batch norm and RuLU activation function operations are added after each convolution. 
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Repeat the above operations to recover the resolution of the feature map layer by layer and fuse the 
multi-scale features, so as to obtain the final crack segmentation map. 

4. Experimental and results 

To validate the proposed methodology and conduct comparative analysis with other approaches, 
we selected two standard crack datasets, namely Crack500 [34] and DeepCrack [21], for our 
experimentation.  

(1) The Crack500 dataset contains a variety of complex pavement backgrounds and various types 
of asphalt pavement cracks, including 3368 pavement crack images with 640 × 360 pixels, each of 
which has a corresponding binary image labeled with pixel-level cracks. Among them, 2244 images 
are used for training and 1124 images are used for testing. 

(2) The DeepCrack dataset contains multi-scale and multi-scene concrete pavement cracks, 
including 537 concrete pavement crack images with 544 × 384 pixels and their corresponding crack 
labels. 300 images are used for training and 237 images are used for testing. 

Before training the model, the dataset was extended. Each image in the Crack500 dataset was 
clipped at the circumference and center with 256 × 256. After clipping, we count the total number of 
pixels of cracks in each crack image and crack pixels less than 1000 were deleted, then the crack image 
was rotated at 4 different angles, 90° each time. Due to the small amount of DeepCrack dataset, in 
addition to the above operation, horizontal flip operation has been added. When testing, only crop and 
delete operations were performed. After data expansion, there are 21704 images for training and 3278 
images for testing on Crack500 dataset, and 7888 images for training and 900 images for testing on 
DeepCrack dataset. 

The experimental environment is Nvidia GeForce RTX3090 GPU, implemented on PyTorch 
framework. The unified size of input image for network model training and testing is 256 × 256 × 3. 

4.1. Loss function 

Pavement crack segmentation is a binary classification task, the binary cross entropy (BCE) loss 
function is used to measure the model’s ability to correctly classify each pixel at the pixel level. The 
BCE loss is defined as follows: 

 𝐿 ∑ 𝑦 log 𝑦 1 𝑦 log 1 𝑦  (2) 

where 𝑁  represents the total number of pixels contained in the image, 𝑦   and 𝑦  represent the 
ground truth and prediction of point 𝑖, respectively.  

Due to the small proportion of crack pixels, the BCE loss function will bias the network towards 
learning background features. The Dice loss function [35] focuses more on preserving the detailed 
information of cracks in the image, especially for detecting crack boundaries with good performance. 
The Dice loss is defined as follows: 

 𝐿 1
∑

∑ ∑
 (3) 

We combine the Dice loss function and BCE loss function. The combined loss function pays more 
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attention on crack region, and can effectively eliminate the problem caused by the imbalance of 
positive and negative samples [36]. The loss function of combination [37] is defined as: 

 𝐿 𝐿 𝛼𝐿   (4) 

where 𝛼 is the weighting factor to balance the importance between the BCE loss function and the 
Dice loss function. 

4.2. Evaluation indicators 

In this paper, precision (𝑃𝑟), recall (𝑅𝑒), and F1 score are used to evaluate the results of pavement 
crack detection, which are defined as: 

 𝑃𝑟   𝑅𝑒   F1  (5) 

where 𝑇𝑃 refers the number of pixels correctly detected and classified as crack in the detection results, 
𝐹𝑃 refers the number of background pixels misclassified as cracks, 𝐹𝑁 refers the number of pixels 
in the cracks misclassified as background. 

4.3. Experimental details 

In order to verify the effectiveness of the proposed method, the following three sets of 
experiments are designed: 1) Model comparison experiments: Each model was trained and tested on 
DeepCrack and Crack500 datasets respectively, and the F1 score and other indicators of each model 
were compared; 2) Comparison experiment of generalization: The models were trained on the 
Crack500 dataset, and then the DeepCrack testset was copied three times, one was enhanced the 
brightness by 1.5 times, one was reduced the brightness to 0.5 times, and the other remained the same. 
Then the three testsets were tested separately to compare the generalization of each model; 3) Ablation 
experiment: DeepCrack dataset was used to train and test the models that removed the feature fusion 
block and the dilated convolution block, and the influence of each block on the model was evaluated. 

During the experiment, batchsize is set to 16, the epoch is set to 50, the initial learning rate is set 
to 1e-5 reduced by the decay rate 0.5 after every 5 epochs, the optimizer uses Adam, 𝛼 is set to 0. 2. 

4.4. Experimental results and analysis 

To illustrate the effectiveness of the proposed method, other state-of-the-art ones were selected as 
comparative methods, including CNN-based methods, such as U-Net [15] and CrackSegNet [22], and 
Transformer-based methods, such as SETR [6], SegFormer [26] and SegCrack [27]. The SETR adopts 
two different decoder designs named SETR-MLA and SETR-PUP, respectively, the backbone of them 
are both ViT-B/16. The backbone of SegCrack and SegFormer are MiT-B2. 

4.4.1. Model comparison experiment 

Tables 1 and 2 present the quantitative results of seven models on the Crack500 dataset and the 
DeepCrack dataset. According to the results, we have the highest 𝑃𝑟 and F1 score, although Re is 
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slightly lower than CrackSegNet and U-Net, it is still higher than the other methods. Since U-Net and 
CrackSegNet sacrifice 𝑃𝑟 for higher 𝑅𝑒, objects in a wider range will be identified as crack in the 
actual detection process, it will lead to serious false positive problems. Our method comprehensively 
considers the importance of 𝑃𝑟 and 𝑅𝑒, achieves the highest F1 score of 70.84% and 84.50% on the 
two datasets, respectively, which are 1.42% and 2.07% higher than the second method. 

Table 1. Comparison results of various methods on Crack500 dataset. 

Methods 𝑃𝑟 𝑅𝑒 F1 

U-Net 64.49% 81. 25% 69.08% 

CrackSegNet 65.64% 78.30% 68.43% 

SegCrack 67.12% 77.64% 69.42% 

SegFormer 64.53% 77.15% 67.44% 

SETR-PUP 65.69% 78.48% 68.90% 

SETR-MLA 65.69% 72.53% 66.29% 

Ours 68.06% 79.11% 70.84% 

Table 2. Comparison results of various methods on DeepCrack dataset. 

Methods 𝑃𝑟 𝑅𝑒 F1 

U-Net 83.92% 85.92% 82.43% 

CrackSegNet 74.59% 91.63% 79.94% 

SegCrack 83.34% 82.21% 80.28% 

SegFormer 82.61 % 82.54% 80.29% 

SETR-PUP 82.50% 80.21% 79.35% 

SETR-MLA 69.48% 75.31% 69.99% 

Ours 85.98% 86.20% 84.50% 

The segmentation results of various methods on the Crack500 dataset and DeepCrack dataset are 
shown in Figures 5 and 6. It can be seen that Transformer-based models, such as SegFormer, SETR-
MLA and SETR-PUP are less affected by noise, because of larger receptive field, however, satisfactory 
results cannot be achieved when detecting slender crack. Benefited from its special structure, U-Net 
has the better segmentation result in slender crack by fusing feature maps of different layers, however, 
due to the small receptive field of the low-level feature map, there is still much noise in the 
segmentation results in Figures 4 and 5. Our method uses Transformer to extract crack features and 
fuses multi-scale features, which can effectively eliminate the negative impact of noise on performance 
and realize accurate segmentation of slender crack under complex background. It can be seen from 
precision-recall (P-R) curves in Figure 7, our method outperforms the other compared methods. 
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Figure 5. Detection results of different methods on the Crack500 dataset. 

 

Figure 6. Detection results of different methods on the DeepCrack dataset. 
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Figure 7. P-R curves on Crack500 dataset (left) and DeepCrack dataset (right). 

4.4.2. Comparison experiment of generalization 

To test the generalization ability of each model, after training the model on the Crack500 trainset, 
they are tested separately on the DeepCrack testset. The experimental results are shown in Table 3. 

Table 3. Generalization experimental results on DeepCrack testset. 

Methods 𝑃𝑟 𝑅𝑒 F1 

U-Net 56.11% 86.40% 61.75% 

CrackSegNet 63.81% 81.44% 66.91% 

SegCrack 65.24% 85.31% 70.32% 

SegFormer 66.59% 85.01% 70.06% 

SETR-PUP 65.13% 86.84% 71.93% 

SETR-MLA 57.23% 81.77% 64.42% 

Ours 68.22% 90.25% 75.19% 

According to the results of generalization experiment on DeepCrack dataset, the 𝑃𝑟、𝑅𝑒 and F1 
score of the our method are 1.63%, 3.41% and 3.26% higher than the second method, respectively, 
demonstrating that the proposed model has high generalization ability. 

In addition, considering crack detection is often affected by light in the actual work. In order to 
simulate different light conditions, the testset of DeepCrack is processed with brightness enhancement 
and brightness decrease, respectively, the processed testsets are shown in Figure 8. The two testsets 
are tested separately, and the experimental results are shown in Tables 4 Table 5. 
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Figure 8. Crack images at different brightness. 

Table 4. Results on DeepCrack testset after brightness enhancement. 

Methods 𝑃𝑟 𝑅𝑒 F1 

U-Net 60.55% 72.69% 59.77% 

CrackSegNet 52.84% 75.54% 56.71% 

SegCrack 72.89% 74.98% 67.52% 

SegFormer 78.26% 70.58% 67.98% 

SETR-PUP 67.50% 83.37% 71.59% 

SETR-MLA 53.89% 83.39% 62.21% 

Ours 72.11% 86.54% 75.78% 

Table 5. Results on DeepCrack testset after brightness decrease. 

Methods 𝑃𝑟 𝑅𝑒 F1 

U-Net 38.82% 89.24% 48.05% 

CrackSegNet 49.22% 44.01% 39.46% 

SegCrack 76.08% 70.55% 65.70% 

SegFormer 61.98% 75.20% 59.05% 

SETR-PUP 49.81% 87.81% 59.94% 

SETR-MLA 69.55% 53.13% 53.86% 

Ours 70.29% 82.48% 71.44% 

It can be seen from the experimental results that the CrackSegNet performs poorly when the 
brightness is high, while other models are less affected. In the case of low image brightness, all models 
are affected to some extent when detecting cracks. U-Net has the highest 𝑅𝑒, however, its 𝑃𝑟 and F1 
score are also the lowest among all models. CrackSegNet is difficult to distinguish crack from the 
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background when the image brightness is low, so all evaluation indicators are the lowest. Our method 
is the least affected, F1 score can reach more than 70%, satisfactory crack segmentation results can 
still be obtained under this condition. As shown in Figure 9, our method can accurately detect cracks 
from the background in both brightness enhancement and dark conditions, it is further proved that our 
method has better generalization and can achieve better detection results under different lighting 
conditions. 

 

Figure 9. Crack segmentation results at different brightness. 

4.4.3. Ablation experiment 

To ascertain the effectiveness of the feature fusion and dilated convolution blocks, we performed 
ablation experiments on the DeepCrack dataset. The dilated convolution block is abbreviated as “DC”, 
and the feature fusion block is denoted by “FF”, The experimental results are detailed in Table 6. 

Table 6. The results of ablation experiment on the DeepCrack dataset. 

Methods 𝑃𝑟 𝑅𝑒 F1 

Ours 74.64% 91. 21% 80. 40% 

Ours(DC) 84.53% 84 23% 82. 92% 

Ours(FF) 83.77% 86. 94% 83. 49% 

Ours(FF+DC) 85. 98% 86. 20% 84. 50% 

Table 6 presents the F1 score of the model, which amounts to 80.40% when the feature fusion 
block and dilated convolution block are not integrated. However, the inclusion of these blocks 
individually results in an increase of 3.09% and 2.52% in the F1 score, respectively. Remarkably, when 
both blocks are integrated, the F1 score rises by 4.10%. These findings serve as compelling evidence 
to support the effectiveness of dilated convolution and multi-scale feature fusion for crack detection. 

According to the above three experiments, it has been fully demonstrated that the proposed method 
in this paper has the advantages of high accuracy and high generalization, and has the ability to identify 
road cracks under different lighting conditions. 
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5. Conclusions 

In this paper, a multi-scale feature fusion method for pavement crack detection based on 
Transformer is proposed. In the encoding stage, the ViT model is adopted as the backbone, modeling 
the crack images from a sequence-to-sequence perspective. Compared to convolutional neural 
networks, it has a larger receptive field and can capture global information, which can better extract 
the crack features, and the dilated convolution block is added to increase the receptive field of the 
feature map, to further obtain the context information. In the decoding stage, we propose a multi-scale 
feature fusion module. The linear layer is employed to adjust the length of the feature sequence output 
by different encoder blocks of Transformer model, and then it is converted into feature maps of 
different scales. By fusing multi-scale semantic features, the detailed information can be recovered, 
and the accuracy of crack detection can be improved. We compare our method with other methods on 
Crack500 and DeepCrack datasets, and F1 scores of our method are 70.84% and 84.50%, respectively, 
which are better than other methods. In addition, in the generalization experiments, the proposed 
method has better generalization ability and can accurately identify cracks under different light 
conditions. The effectiveness of the dilated convolution block and feature fusion block is verified by 
setting ablation experiments.  

The proposed method can reduce labor costs, improve the detection efficiency and the accuracy 
of crack detection and can be extended to biomedical field such as the identification of retinal diseases 
from optical coherence tomography [38,39]. Although the proposed method has good performance, it 
also has some limitations. On the one hand, Transformer encoder needs a large amount of data for 
training. Manual annotation is time-consuming and subject to subjective influence, which will 
inevitably generate errors. On the other hand, the parameters and calculations of Transformer are very 
large, and we spent 10 hours training the model on the Crack500 dataset and 3.5 hours on the 
DeepCrack dataset, which took more time compared to training other models. Next, further 
investigation will be performed to improve the accuracy of crack detection, reduce the model's 
complexity and improve the detection efficiency of the model. In addition, exploration on other 
detection fields by using this method will be performed too. 
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