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Abstract: Texture segmentation plays a crucial role in the domain of image analysis and its recognition. 
Noise is inextricably linked to images, just like it is with every signal received by sensing, which has 
an impact on how well the segmentation process performs in general. Recent literature reveals that the 
research community has started recognizing the domain of noisy texture segmentation for its work 
towards solutions for the automated quality inspection of objects, decision support for biomedical 
images, facial expressions identification, retrieving image data from a huge dataset and many others. 
Motivated by the latest work on noisy textures, during our work being presented here, Brodatz and 
Prague texture images are contaminated with Gaussian and salt-n-pepper noise. A three-phase 
approach is developed for the segmentation of textures contaminated by noise. In the first phase, these 
contaminated images are restored using techniques with excellent performance as per the recent 
literature. In the remaining two phases, segmentation of the restored textures is carried out by a novel 
technique developed using Markov Random Fields (MRF) and objective customization of the Median 
Filter based on segmentation performance metrics. When the proposed approach is evaluated on 
Brodatz textures, an improvement of up to 16% segmentation accuracy for salt-n-pepper noise with 
70% noise density and 15.1% accuracy for Gaussian noise (with a variance of 50) has been made in 
comparison with the benchmark approaches. On Prague textures, accuracy is improved by 4.08% for 
Gaussian noise (with variance 10) and by 2.47% for salt-n-pepper noise with 20% noise density. The 
approach in the present study can be applied to a diversified class of image analysis applications 
spanning a wide spectrum such as satellite images, medical images, industrial inspection, geo-
informatics, etc. 
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1. Introduction  

Image segmentation is a necessary and important process in analyzing and recognizing images. 
Some of its applications are retrieving images, analyzing medical images, machine learning, industrial 
inspections and pattern analysis. Various well-established segmentation techniques include clustering-
based approaches, thresholding, level set method, edge-based and parametric methods, etc. 
Contemporary image segmentation techniques that deliver better performance than the most recent 
advanced techniques are suggested in [1–3]. A computationally efficient Convolutional Neural 
Network (CNN) model is developed in [1] using the attention mechanism and adding dilated 
convolution to enhance segmentation performance for small regions in medical images. A fast and 
accurate satellite cloud image segmentation technique is suggested in [2] using CNN to extract small 
regions by fusing together feature information, assigning weights to features based on their importance, 
and optimizing it using the channel attention technique. Segmentation of natural and medical images 
is reported in [3] using the contemporary clustering technique. These researchers developed a novel 
structure for storing prior information about the image at the region and pixel levels. This structure 
helps the clustering process to efficiently identify pixels belonging to the same class and reduces the 
similarity of pixels belonging to different classes. 

Texture segmentation has been regarded as a well-known research area since it uses image texture 
as a fundamental feature. Researchers have found that it is not easy to come to an agreement on a 
unique acceptable texture definition because of the multi-faceted properties of texture. Texture, 
according to Haralick [4], is a reoccurrence of pixel-grey levels in a neighborhood. They performed 
the classification of texture into various categories such as fine, coarse, irregular or regular. 
Researchers around the globe are working on various texture research domains, namely, texture-based 
classification and segmentation, shape extraction using texture, synthesizing texture, etc. The 
application of texture analysis includes retrieving images from large databases, diagnoses of medical 
images, natural scene synthesis, climate predictions, 3D imaging, shape extraction, industrial 
inspections, etc. 

Researchers broadly divided texture analysis approaches into four categories, namely, signal 
processing method, model-based approach, structural and statistical approach [5–7]. The model-based 
approach tries to capture the process used for texture generation [8]. Some examples of model-based 
approaches include Fractal models [9,10], auto-regression models and Markov random field (MRF) 
models [11,12]. The MRF-based model is found to be very useful for texture-based image 
segmentation and classification. In the statistical approach, the texture is described using statistical 
measures estimated from pixels in a local neighborhood. The traditional examples of statistical 
approaches include local binary patterns (LBP) and gray level co-occurrence approaches. Both of these 
approaches use local statistics for texture feature extraction and they are widely used for texture 
classification [13–16]. 

Signal processing approach for texture feature extraction is also called the transform-based 
approach and it performs feature extraction based on frequency content in textures. Some remarkable 
examples of this approach are pseudo-Wigner distribution [17–20], Law’s filters [21] and Gabor 
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filters [22–25]. The structural approach is based on the view that textures are made up of texture 
primitives. In this approach, it is common to identify placement rules that describe texture [4]. The 
primitives are extracted by edge detection with Laplacian of Gaussian [26], adaptive region extraction 
or mathematical morphology [27]. 

The relevant literature on texture segmentation in the past three decades has been reviewed for the 
present study. Texture segmentation using Gabor filters with conventional classifiers [20,22–24,28,29] 
has been discussed here, in particular. Markov Random Fields (MRF) based texture segmentation for 
medical and SAR images have been proposed in [29–32]. In the past few years, deep learning 
approaches using convolutional neural networks (CNN) have been used for texture analysis because 
of their excellent performance for applications in image processing and computer vision. However, 
most of the literature is available for texture synthesis [33–35] and texture classification [36–44] and 
only a few approaches are published on texture segmentation. An approach using CNN for texture 
segmentation is reported in [38], which uses the CNN network for feature extraction and support vector 
machine for classification. An approach in [45] performs texture segmentation using CNN based on a 
fully convolutional network. It utilizes information in both deep network layers and shallow layers to 
perform segmentation. U-net-based texture segmentation is performed in [46], and its performance 
comparison is made with four classic approaches. Texture feature extraction is performed using both 
CNN and curvelet transform in [47]. They achieved texture segmentation based on information in deep 
and shallow layers of the network. The technique in [48] used a Siamese CNN for feature extraction 
and performed texture segmentation using the region merging approach. All of these researchers have 
focused on augmentation in the segmentation accuracy of noise-free textures. 

The Prague texture benchmark is created to assess the quantitative performance of texture 
segmentation approaches and to perform their ranking [49]. Therefore, this benchmark is used for 
experimentation in this study [49]. Around 11 plus modern texture, segmentation techniques are 
evaluated on the Prague benchmark. None of these approaches is evaluated on textures tainted with 
noise. As per the literature survey performed for this study, many researchers performed 
experimentation on Brodatz textures. Therefore, the segmentation approach proposed in this study is 
evaluated on Brodatz textures. In many of the practical applications, Gaussian and salt-n-pepper noise 
degrade texture images during image acquisition and transmission [50–52]. According to a recent 
study [53–55], researchers have begun working on textures contaminated with noise for various 
applications. These applications include retrieving and analyzing texture images contaminated with 
noise. They used a few databases, namely, Brodatz, Outex, Curet and STex, in experimentation, by and 
large. As per the most recent literature, some additional restored texture-based applications are thyroid 
cancer diagnosis [56] and automated quality evaluation of vegetables [57]. As per the literature 
reviewed for this study, researchers concentrated on augmenting the accuracy of texture segmentation 
techniques and the segmentation problem of textures tainted with noise is so far not addressed to the 
expected extent. The approach proposed for the segmentation of restored textures in this investigation 
is motivated by recent literature in [56,57] and the need for the segmentation of noisy textures. 

This study aims to perform the segmentation of noisy color textures and achieve high 
segmentation accuracy. According to this literature review, the majority of researchers experimented 
on non-contaminated textures. However, in actual applications, noise gets captured during the 
measurement process and it has a negative impact on results of segmentation techniques. Therefore, it 
is crucial to assess how well texture segmentation methods perform on texture images that have been 
contaminated by various noises, including Gaussian, salt-n-pepper, Poisson, and Speckle noise. As 
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per [58] 25 plus texture databases are available for experimentation and noisy texture segmentation is 
not so far explored to the expected extent on all such databases. 

A three-phase segmentation approach using MRF and Customized Median Filter (CMF) is 
developed as part of this study and is utilized for the segmentation of noisy benchmark textures in the 
Brodatz and Prague datasets. In the first phase of this approach, texture images are contaminated by 
Gaussian and salt-n-pepper noise in this study. Color Block Matching 3D (C-BM3D) algorithm is used 
to perform restoration of texture benchmark images contaminated by Gaussian noise. This algorithm 
is used for restoration because of its excellent performance among 15 recent approaches [59–63]. A 
bio-inspired Cellular Automata (CA) algorithm delivers excellent restoration performance among 
recent 14 approaches for salt-n-pepper noise [61,63,64] and it preserves edge information unlike to 
Median filter, Median filter’s variants and many other algorithms [64]. Therefore, it is used for the 
restoration of textures contaminated by salt-n-pepper noise. The performance of denoising algorithms, 
namely, C-BM3D and CA, is excellent in terms of the restoration metrics viz. SSIM (structural 
similarity index) and PSNR (peak signal-to-noise ratio). The remaining two phases perform 
segmentation of restored texture images obtained in the first phase. 

In a novel segmentation approach presented here, the closeness of the segmented results to ground 
truth is quantitatively determined using segmentation performance parameters, namely, SSIM, MSE 
and PSNR and the window size of the Customized Median Filter (CMF). This approach produces 
optimal segmentation results better than most recent approaches, namely, fuzzy color aura matrices 
(FCAM) [65], Karabag [46], and Kiechle [31], even after degrading the texture benchmark images 
with Gaussian and salt-n-pepper noise. As per the literature survey and to the best of our knowledge, 
Median filter is yet not customized based on segmentation performance parameters to get optimal 
segmentation results. The proposed approach also delivers excellent performance for scale and 
rotational variance, even though that is not an immediate objective of this investigation. The proposed 
approach achieves higher accuracy due to the excellent restoration performance of denoising 
algorithms along with color-based discrimination used in the proposed texture segmentation technique. 
It is concluded from visual inspection of color benchmark textures in Brodatz and Prague benchmark 
that most of these benchmark images contain texture classes that have distinct colors and the variation 
of color in a texture segment is very small. Therefore, the classes in these benchmark images can be 
separated precisely based on color features. The approach developed herein has applications in the 
analysis of human skin and hair [66], medical image analysis, an inspection of industrial objects [67] 
and texture-based retrieval and analysis [53], etc. 

The further part of this paper is organized as follows: Restoration methods used in the first phase 
of the proposed technique and the remaining two phases of the proposed segmentation technique using 
MRF and Customized Median filter are depicted in Section 2. The results along with experimentation, 
are discussed in Section 3, followed by a conclusion in Section 4. 

2. Materials and methods 

2.1. Restoration methods in the first phase 

Cellular Automata (CA) algorithm is used for restoring texture images contaminated with salt-n-
pepper noise. It is described in the first part of this section. C-BM3D approach is used for restoring 
texture images contaminated with Gaussian noise. The second part of this section describes the C-
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BM3D algorithm. 

2.1.1. Restoration of textures tainted with salt-n-pepper noise 

CA algorithm is used for different tasks in analyzing, processing and recognizing images [64,68]. 
Herein, texture images contaminated by salt-n-pepper noise are restored using this algorithm. An 
exhaustive description of this algorithm is presented in [64]. The entire input image is treated as a 2D 
lattice. This algorithm decomposes the entire image into a small array of pixels for filtering noise. Let's 
establish a few notations for the description of the CA algorithm. 𝑃௠௔௫ and 𝑃௠௜௡ are used to indicate 
the pixel's maximum and minimum values, respectively. In this study, 𝑃௠௔௫ ൌ 255 and 𝑃௠௜௡ ൌ 0 
because pixel value is represented using 8 bits. A 3 by 3 window’s center pixel is denoted by the 
symbol 𝑃௜,௝. It further denotes neighborhood by 𝑁. There are eight neighbor pixels to the center pixel 
in a 3 by 3 window. Hence, 𝑁 ൌ 8 in the present study. However, theoretically, there is no higher 
limit on neighborhood size in CA algorithm. A 3 by 3 window’s pixel values are listed in an array 
denoted by 𝑃  in ascending order, excluding the center pixel. The study uses 𝐼ோ,  𝐼   and 𝐼஻  to 
designate the three components of the color image. 

A set of three local rules are used to update the state of the corrupted pixel. These rules are used 
to determine the new state of the pixel under processing based on the state of its neighboring pixels. 
Let us first discuss the need for the CA algorithm using Eqs (1) and (2) in general, is described in the 
next part of this section and later on, it discusses this algorithm analytically for this study. In general, 
the CA algorithm needs a set of pixels 𝑃ሺ𝑟, 𝑡ሻ specified by Eq (1). The pixels in this set are associated 
with each pixel in a 2D image array at the time instants 𝑡 ൌ 0, 1, 2, 3, … ; in the CA algorithm. 

𝑃ሺ𝑟, 𝑡ሻ ൌ  ሼ𝑃ଵሺ𝑟, 𝑡ሻ, 𝑃ଶሺ𝑟, 𝑡ሻ, … , 𝑃௠ሺ𝑟, 𝑡ሻሽ               (1) 

where each pixel in the input image is denoted by 𝑟 and the total number of neighbor pixels of the 
pixel under processing is denoted by 𝑚. 

𝑃௝ሺ𝑟, 𝑡 ൅ 1ሻ ൌ  𝑅௝ ቀ𝑃ሺ𝑟, 𝑡ሻ, 𝑃൫𝑟 ൅ 𝛿ଵ, 𝑡൯, 𝑃൫𝑟 ൅ 𝛿ଶ, 𝑡൯, … , 𝑃൫𝑟 ൅ 𝛿௤, 𝑡൯ቁ    (2) 

The new state of the pixel 𝑃௝ሺ𝑟, 𝑡 ൅ 1ሻ is determined using Eq (2). In this equation, 𝑅௝is 𝑗௧௛ 

rule in a set of rules 𝑅 ൌ  ሼ𝑅ଵ, 𝑅ଶ, … , 𝑅௡ሽ. In this study, total rules are three. Hence, 𝑛 ൌ 3. Herein, 

𝑟 ൅ 𝛿௤ indicates one of the pixels in the neighborhood of the center pixel in a 3 by 3 window. Herein, 

the maximum value of 𝑞 ൌ 8. The rule 𝑅௝ is applied on pixels residing in the neighborhood of the 
center pixel under processing to determine the new state of the pixel 𝑃௝ሺ𝑟, 𝑡 ൅ 1ሻ. The set of rules is 
the same for all pixels in an image matrix. Equation (2) indicates that the new state at time 𝑡 ൅ 1 is 
determined based on states at time 𝑡. However, sometimes the next state of the pixel at instant 𝑡 ൅ 1 
is determined using previous states at time instants, namely, 𝑡 െ 1, 𝑡 െ 2, 𝑡 െ 3, … , 𝑡 െ 𝑘 . The 
previous states are used in this study to determine the new state. 

The pixel being processed in this approach is the central pixel of a 3 × 3 window. The CA 
algorithm assumes that neighbors of pixels on the boundary have zero values. When salt-n-pepper 
noise contaminates the image, it assigns either a maximum value of 255 or a minimum value of zero 
to the corrupted pixel. Corrupted pixels with the values of 255 and 0 regarded as being in the maximum 
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and minimum states, respectively. 
The CA algorithm presented here uses three simple local rules to denoise a noisy pixel. These 

rules are applied on a 3 by 3-pixel window in the noisy image. The value of the center pixel of this 
window and its 8-pixel neighbors are used to determine the next state of the pixel. 

The center pixel is under processing in a 3 by 3 window located at the indices ሺ𝑖଴, 𝑗଴ሻ in a 2D 
image matrix that can take a total of 256 values as shown by Eq (3) assuming that one pixel in an 
image is represented by 8-bits. 

𝑃ሺ௜బ,௝బሻ
௧ ∈ ሼ0, … … , 255ሽ         (3) 

Equation (4) represents Moore (M) neighborhood for the pixel located at indices ሺ𝑖଴, 𝑗଴ሻ in an 
image array. 

𝑁ሺ𝑖଴, 𝑗଴ሻெ ൌ ሼሺ𝑖, 𝑗ሻ: |𝑖 െ 𝑖଴| ൑ 𝑟, |𝑗 െ 𝑗଴| ൑ 𝑟ሽ      (4) 

As discussed previously in this subsection 8-neighborhood is used in the CA algorithm presented 
here. Therefore, 𝑁 ൌ 8  in this equation. The range of the neighborhood is denoted by 𝑟  in this 
equation and its value is one. It means the size of the neighborhood is 3 by 3. The three rules used in 
the CA algorithm presented here are described in Eqs (5)–(7) as follows. One of these equations is 
applied to eight pixels in the neighborhood of the pixel under processing to determine its new state. 
The set of indices of all the pixels in the neighborhood of the pixel under processing is denoted by 
ሺെ𝑟 ൑ 𝑖, 𝑗 ൑ 𝑟ሻ in all these three equations and 𝑁 ൌ 8 (8-neighborhood). 

𝑃𝑛𝑒𝑤ሺ௜,௝ሻ
௧ାଵ ൌ 𝑚𝑒𝑎𝑛ି௥ஸ௜,௝ஸ௥൫𝑃ሺ௜,௝ሻ

௧ ൯,         

𝑖𝑓 ∀ 𝑃ሺ௜േ௥,௝േ ௥ሻ
௧ ∈ 𝑁,   ∃𝑃ሺ௜േ௥,௝േ ௥ሻ

௧ ൌ 𝑃௠௜௡ 𝑜𝑟 𝑃ሺ௜േ௥,௝േ ௥ሻ
௧ ൌ 𝑃௠௔௫    (5) 

Equation (5) stated above represents rule-1 in the pseudo-code of the CA algorithm described in 
the last part of this subsection and 𝑟 ൌ 1 in this equation. This equation states that the new state of 
the pixel under processing is the mean of all the values of pixels in the neighborhood of the center 
pixel in a 3 × 3 window excluding the pixel with values of 𝑃௠௜௡ and 𝑃௠௔௫. 

𝑃𝑛𝑒𝑤ሺ௜,௝ሻ
௧ାଵ ൌ  𝑃௠௔௫  𝑖𝑓 ∀ 𝑃ሺ௜േ௥,௝േ ௥ሻ

௧ ∈ 𝑁, 𝑃ሺ௜േ௥,௝േ ௥ሻ
௧ ൌ 𝑃௠௜௡ 𝑜𝑟 𝑃ሺ௜േ௥,௝േ ௥ሻ

௧ ൌ 𝑃௠௔௫  (6) 

Equation (6) stated above represents rule-2 in the pseudo code of the CA algorithm described in 
the last part of this subsection and 𝑟 ൌ 1 in this equation. This equation states that the new state of 
the pixel under processing is 𝑃௠௔௫ if all the values of pixels in the neighborhood of the center pixel 
in the 3 × 3 window is either 𝑃௠௜௡ or 𝑃௠௔௫. 

𝑃𝑛𝑒𝑤ሺ௜,௝ሻ
௧ାଵ ൌ 𝑚𝑒𝑎𝑛ି௥ஸ௜,௝ஸ௥൫𝑃௜,௝

௧ ൯,         

𝑖𝑓 ∀ 𝑃ሺ௜േ௥,௝േ ௥ሻ
௧ ∈ 𝑁,  𝑃ሺ௜േ௥,௝േ ௥ሻ

௧ ് 𝑃௠௜௡ 𝑜𝑟 𝑃ሺ௜േ௥,௝േ ௥ሻ
௧ ് 𝑃௠௔௫     (7) 

Equation (7) stated above represents rule-3 in the pseudo code of the CA algorithm described in 
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the last part of this subsection and 𝑟 ൌ 1 in this equation. This equation states that the new state of 
the pixel under processing is the mean of all the values of pixels in the neighborhood of the center 
pixel in a 3 × 3 window. It means all pixels in the neighborhood have a value greater than zero and 
lesser than 255. 

𝑇௜௧௘௥ ൌ ቀ ௗ

ଵ଴
ቁ ൅ 1          (8) 

Equation (8) states the formula for the total iterations of the CA algorithm 𝑇௜௧௘௥ required to be 
applied on the entire noisy input image. In this equation, 𝑑 indicates the percentage of salt-pepper 
noise density. 
Steps in the CA Algorithm: 

1) Read the color RGB input image 𝐼ሺ𝑥, 𝑦ሻ. 
2) Separate three color components of the input image 𝐼ሺ𝑥, 𝑦ሻ, namely, 𝐼ோ, 𝐼  and 𝐼஻. 
3) Let us denote the center pixel in a 3 x 3 window by 𝑃௜,௝ and let 𝑃 denote all the pixels in  

  neighborhood of 𝑃௜,௝  
4) If the center pixel 𝑃௜,௝ satisfies the condition 0 ൏  𝑃௜,௝  ൏ 255, it is considered a non- 

   corrupted pixel, and its value is unchanged. 
5) Visit pixel 𝑃௜,௝ at the center of the 3 × 3 window in one of the three image components. 
6) If 𝑃௜,௝  is a noisy pixel and its value is zero or 255 for salt pepper noise, then 
 Rule 1: If 𝑃௠௜௡ ൌ 0 and 𝑃௠௔௫ ൌ 255, then 𝑃௜,௝ = the mean of pixels in 𝑃, excluding the 

    pixels with values of 𝑃௠௜௡ and 𝑃௠௔௫ as per Eq (5). 
 Rule 2: 𝑃௜,௝ ൌ 255 if all the elements in 𝑃 are either zero or 255 as per Eq (6). 
 Rule 3: 𝑃௜,௝ = the mean of all the elements in 𝑃, if 𝑃௠௜௡  ൐ 0 and 𝑃௠௔௫ ൐ 255  
   as per Eq (7). 
7) Repeat Steps 5 and 6 for every pixel in each of the three components of the entire noisy image 

  𝐼ሺ𝑥, 𝑦ሻ for total iterations 𝑇௜௧௘௥ as per Eq (8). 
8) Combine the three denoised channels, namely, 𝐼ோ, 𝐼  and 𝐼஻ to get a restored RGB image. 
The CA algorithm applies Step 5 to Step 6 on each of the three-color channels of the input image 

𝐼ሺ𝑥, 𝑦ሻ and these three channels of the denoised image are concatenated to get the final noise-free image. 

2.1.2. Restoration of textures tainted with Gaussian noise 

This section discusses the Color Block Matching 3D (C-BM3D) algorithm. This algorithm is 
applied to noisy texture image that has been contaminated by Gaussian noise. The mathematical and 
theoretical components of this method are fully explained in [59,60,62]. This restoration algorithm 
consists of two phases, both of which are briefly discussed here. Let us define some notations for the 
analytical description of this algorithm. Let 𝑧௥௚௕  denote noisy color image and noisy YUV color 
space image is denoted by 𝑧௒௎௏. The variance of red, green and blue components of the noisy image 

is denoted by 𝜎ோ
ଶ, 𝜎ீ

ଶ and 𝜎஻
ଶ respectively. True noise-free image is denoted by 𝑦௥௚௕. We denote 3D 

chunks in YUV color space components of the noisy image by 𝑧௒, 𝑧௎ and 𝑧௏, respectively in both 
phases of this algorithm. The noise model of the image is represented as 𝑧௥௚௕ ൌ  𝑦௥௚௕ ൅ 𝜂௥௚௕, where 
𝜂௥௚௕ is Gaussian noise. The 3D chunks obtained from the initial denoised image in the second phase 

of this algorithm are denoted by 𝑦ො௒
௜௡௜௧௜௔௟, 𝑦ො௎

௜௡௜௧௜௔௟ and 𝑦ො௏
௜௡௜௧௜௔௟. 
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The input-tainted RGB image 𝑧௥௚௕ is first transformed into a YUV color space image 𝑧௒௎௏. A 
YUV color space input image is split up into 2D chunks in the first stage. Every 2D chunk is treated 
as a reference block 𝑅, as shown in Figure 1. The sets of 3D chunks are created in an image by 
grouping 2D chunks that resemble a reference chunk based on ℓଶ distance [59,60]. Figure 2 shows 
the grouping of 2D chunks to get 3D chunks on an artificial image. This figure simplifies how the 
grouping of 2D chunks is performed to get 3D chunks. 

 

Figure 1. Chunks grouping process in a noisy image. 

 

Figure 2. Similar chunks grouping in artificial image. 

The remainder part of the present section discusses the analytical details of this algorithm in brief. 
More subtle mathematical details are presented in [59,60]. The formula for weighted average in the 
first phase of this algorithm is given in Eq (9) as follows. 

𝜔௫ೃ
௛௧ ൌ  ൝

ଵ

ఙమே೓ೌೝ
ೣೃ  

 ,     𝑖𝑓  𝑁௛௔௥
௫ೃ  ൒ 1

1,        𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
       (9) 

where 𝜔௫ೃ
௛௧  denotes the weight used in the first phase of this algorithm, and the hard thresholding 

operation in the first phase is denoted by ℎ𝑡. The left-top coordinate of the reference chunk is denoted 
by 𝑥ோ. The Gaussian noise variance is denoted by 𝜎ଶ. Dimension of reference chunk with the left-top 

coordinate 𝑥ோ is  𝑁௛௔௥
௫ೃ . 

The formula for weighted average in the second phase of this algorithm is given in Eq (10) 
as follows. 
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𝜔௫ೃ
௪௜௘ ൌ  𝜎ିଶ ቛ𝑊ௌೣೃ

ೢ೔೐ቛ
ଶ

ିଶ
         (10) 

where weight used in the second phase is denoted by 𝜔௫ೃ
௪௜௘. The second phase uses the Wiener filter, 

and  𝑤𝑖𝑒 stands for the Wiener filter in the above equation. The symbol used to denote ℓଶ- norms is 
‖∙‖ଶ. Gaussian noise variance is denoted in this equation by 𝜎ିଶ. The matched chunks coordinates 

are stored in the set 𝑆௫ೃ
௪௜௘. 

Transforms are applied on these 3D sets, namely, 𝑧௒ , 𝑧௎  and 𝑧௏ . Transforms used in this 
algorithm's phases are discrete cosine transforms or Wavelet transforms. Hard-thresholding operation 
is performed on the transform coefficients in the first phase to filter out noise. Inverse 3D 
transformation is applied on 3D chunks, followed by a weighted averaging of overlaying 2D chunks 
to obtain an initial denoised image using the formula in Eq (9). 

Six 3D chunks are created in the second phase of this algorithm. A 2D chunk matching procedure 
is applied on the original texture image contaminated with noise to yield three 3D chunks, namely, 𝑧௒, 
𝑧௎ and 𝑧௏ out of the total six 3D chunks. A 2D chunk matching procedure is applied to the three 
denoised image components obtained in the first phase, namely, 𝑦ො௒

௜௡௜௧௜௔௟ , 𝑦ො௎
௜௡௜௧௜௔௟  and 𝑦ො௏

௜௡௜௧௜௔௟  to 
yield the remaining three 3D chunks. In the second phase, noise is filtered by replacing the hard-
thresholding operation with the Wiener filter. The remaining restoration procedure is the same as the 
first phase of this algorithm. Steps in both phases of this algorithm are described as follows. 
Steps in the First Phase of the C-BM3D Algorithm: 

1) Transform the color RGB input image 𝑧௥௚௕ to YUV color space 𝑧௒௎௏ image.  
2) Divide each of the three components of the YUV image into 2D chunks. 
3) Each of the total 2D chunks is treated as a reference chunk, and the set of 2D chunks similar 

 to the reference chunk is put together to get a 3D set of similar 2D chunks, namely 𝑧௒, 𝑧௎ 
 and 𝑧௏. 

4) Apply transforms such as Wavelet (db2, db4, db6) or DCT on each of the 3D sets obtained in 
 step-3. 

5) Apply hard-thresholding operation on transform coefficients to filter noise. 
6) Compute inverse 3D transform of 3D chunks obtained in Step 5. 
7) Apply the weighted averaging formula in Eq (9) on overlapping 2D chunks to get the initial 

 restored estimate of the three YUV image components, namely, 𝑦ො௒
௜௡௜௧௜௔௟ , 𝑦ො௎

௜௡௜௧௜௔௟  and 
 𝑦ො௏

௜௡௜௧௜௔௟. 
Steps in the Second Phase of the C-BM3D Algorithm: 

1) Divide each of the three components of the noisy YUV image 𝑧௒௎௏ into 2D chunks. 
2) Each of the total 2D chunks is treated as a reference chunk, and the set of 2D chunks similar 

 to the reference chunk are put together to get three 3D sets of similar 2D chunks, namely 𝑧௒, 
 𝑧௎ and 𝑧௏. 

3) Divide each of the three components of the denoised image 𝑦ො௜௡௜௧௜௔௟  obtained in the first 
 phase into 2D chunks. 

4) Each of the total 2D chunks in three components is treated as a reference chunk, and the set 
 of 2D chunks similar to the reference chunk are put together to get another set of three 3D 
 sets of similar 2D chunks, namely, 𝑦ො௒

௜௡௜௧௜௔௟, 𝑦ො௎
௜௡௜௧௜௔௟ and 𝑦ො௏

௜௡௜௧௜௔௟. 
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5) Apply transforms such as Wavelet (db2, db4, db6) or DCT on each of the six 3D sets obtained 
 in Steps 2 and 4. 

6) Apply Wiener filter on transform coefficients 𝜔௫ೃ
௪௜௘ in Eq (10) to filter noise. 

7) Compute inverse 3D transform of six 3D chunks obtained in Step 6. 
8) Apply the weighted averaging formula in Eq (10) on overlapping 2D chunks to get the final 

 restored estimate of the noisy YUV image 𝑧௒௎௏. 
9) Convert YUV denoised image 𝑦ො into an RGB image. 

2.2. MRF based segmentation phase 

The segmentation problem formulation is discussed in the first part of this section. The label 
energy component in the segmentation model is described in the second subsection, followed by the 
feature energy component description in the third subsection. 

2.2.1. Segmentation problem formulation in MRF framework 

Let us define some of the notations used in formulating the segmentation model. Let 𝑆 ൌ
ሼ𝑠ଵ, 𝑠ଶ, … , 𝑠௠ሽ, where 𝑆 is the 2D image array and 𝑚 is the total number of pixels in 𝑆. The feature 
vector for each pixel 𝑠 is denoted by 𝑦௦

௞. Herein, 𝑘 denotes 𝑘௧௛ feature vector in the feature space. 
The total number of feature vectors is denoted by 𝑛. We denote the feature random field by 𝑌 and 
𝑌 ൌ  ሼ𝑦௦

௞|𝑠 ∈ 𝑆ሽ . We denote a label assigned to a pixel 𝑠  after segmentation by 𝑥௦   and the total 
number of classes in the image by 𝐿 . The set containing unique labels in the entire image to be 
segmented is Λ ൌ ሼ1, 2, … , 𝐿ሽ. The set of entire labels on 𝑆 forms a random field 𝑥 ൌ  ሼ𝑥௦, 𝑠 ∈ 𝑆ሽ. 
Optimal labelling obtained after segmentation is 𝑥ො  and it is obtained by maximizing posterior 
probability 𝑃ሺ𝑥|𝑌ሻ. 

𝑥ො ൌ arg max
௫ ∈ ஐ

𝑃ሺ𝑌|𝑥ሻ 𝑃ሺ𝑥ሻ                (11) 

In above Eq (11), Ω is a set containing entire possible labelling configurations. In MRF-based 
segmentation, the posterior probability 𝑃ሺ𝑥|𝑌ሻ of a pixel 𝑠 belonging to a class in a 2D image array 
is maximized. However, maximizing posterior probability in terms of conditional probability 𝑃ሺ𝑌|𝑥ሻ 
is mathematically not tractable. Therefore, the task of maximizing posterior probability is transformed 
into minimizing an energy function [69] using an optimization algorithm, namely, simulated annealing 
in this study. The Gibbs distribution and Bayesian framework are used to formulate the model-based 
segmentation problem as an energy function [28,30,69]. Label energy and feature energy are the two 
energy terms that make up the total energy for this model. Here, the total energy is denoted by 𝑈ሺ𝑥, 𝑌ሻ. 
The sum of label energy  𝑈௟ሺ𝑥ሻ and feature energy 𝑈௙ሺ𝑌ሻ gives total energy 𝑈ሺ𝑥, 𝑌ሻ. 

2.2.2 Label energy component 

Hammersley Clifford’s hypothesis states that if 𝑥 is MRF, it is also Gibb’s random field (GRF) [69], 
and it follows Gibbs distribution indicated in Eq (12) as follows. 
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𝑃ሺ𝑥ሻ ൌ  ଵ

௓
 𝑒𝑥𝑝൫ି ௎೗ሺ௫ሻ൯ ൌ  ଵ

௓
 ൫𝑒𝑥𝑝൫ି ∑ ௏೎ሺ௫಴ሻ೎ ∈ ഒ ൯൯          (12) 

where 𝑃ሺ𝑥ሻ is prior labelling probability, and 𝑍 is the normalization constant. 𝑈௟ሺ𝑥ሻ is label energy 
and 𝑉஼ stands for clique potential of a clique 𝐶 in 4-neighborhood. 𝑥஼ is the label configuration for 
the clique 𝐶. The entire set of cliques in the 4-neighborhood is denoted by 𝜍. 

𝑉஼ ൌ  𝛿ሺ𝑥௦, 𝑥௧ሻ ൌ  ቄ൅1          𝑖𝑓 𝑥௦ ്  𝑥௧
െ1         𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

      (13) 

Equation (13) simplifies Eq (12) for the prior probability component to the following equation. 

𝑃ሺ𝑥ሻ ൌ  ଵ

௓
exp൫െ ∑ 𝛿൫𝑥௦ ,𝑥௧൯ሼ௦,௧ሽ∈஼ ൯       (14) 

Equation (14) can be transformed to label energy 𝑈௟ as follows. 

 𝑈௟ሺ𝑥ሻ ൌ  𝛽 ∑ 𝛿൫𝑥௦ ,𝑥௧൯ሼ௦,௧ሽ∈஼         (15) 

where 𝛽 is constant, and it specifies weight for the contribution of prior components. Its value usually 
is 𝛽 ൒ 2.0. 

2.2.3 Feature energy component 

Input texture image is converted to Luv color space image, and it is used as feature image. This 
feature data is multivariate, and its probability 𝑃ሺ𝑌|𝑥௦ሻ follows multivariate Gaussian distribution 
specified in Eq (16) as follows. 

𝑁ሺ𝜇௠, Σ௠ሻ ൌ  ଵ

ඥሺଶగሻ೙|ஊ೘|
 𝑒𝑥𝑝 ቀെ ଵ

ଶ
 ሺ𝑌 െ 𝜇௠ሻ ∑ ሺ𝑌 െ  𝜇௠ሻ்ିଵ

௠ ቁ        (16) 

where a class in the feature image is denoted by 𝑚 and the covariance of this class is denoted by Σ௠. 
The mean of class 𝑚 is 𝜇௠. Total feature vectors are three in this study and denoted by 𝑛. A pixel in 
a class 𝑚 can have a label in the set Λ ൌ ሼ1, 2, … , 𝐿ሽ. Total classes 𝐿 in the texture image can be a 
number with any value between three and 16 depending upon the texture benchmark image. The 
features of the Luv image are assumed to be independent in this study. Therefore, likelihood probability 
𝑃ሺ𝑌|𝑥ሻ takes the form in Eq (17) as follows. 

𝑃ሺ𝑌|𝑥ሻ ൌ  ∏ 𝑃ሺ𝑦௦
௞|𝑥௦ሻ௦ ∈ௌ ൌ  ∏ ଵ

ටሺଶగሻ೙หஊೣೞห
exp ቀെ ଵ

ଶ
 ൫𝑦௦

௞ െ 𝜇௫ೞ
൯ ൫𝑦௦

௞ െ  𝜇௫ೞ
൯

்
ቁ௦ ∈ௌ  (17) 

Equation (17) can be transformed to feature energy of entire image 𝑈௙ሺ𝑌ሻ as follows. 

𝑈௙ሺ𝑌ሻ ൌ  ∑ ቆln ቆටሺ2𝜋ሻ௡หΣ௫ೞ
หቇ ൅  ଵ

ଶ
 ൫𝑦௦

௞ െ  𝜇௫ೞ
൯ ∑ ൫𝑦௦

௞ െ  𝜇௫ೞ
൯

்ିଵ
௫ೞ

ቇ௦ ∈ௌ      (18) 

Total energy is sum of Eqs (15) and (18) 
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𝑈ሺ𝑥, 𝑌ሻ ൌ  ∑ ቆln ቆටሺ2𝜋ሻ௡หΣ௫ೞ
หቇ ൅  

ଵ

ଶ
 ൫𝑦௦

௞ െ  𝜇௫ೞ
൯ ∑ ൫𝑦௦

௞ െ  𝜇௫ೞ
൯

்ିଵ
௫ೞ

ቇ௦ ∈ௌ ൅ 𝛽 ∑ 𝛿ሺ𝑥௦,  𝑥௧ሻሼ௦,௥ሽ∈஼ (19) 

where 𝑌 represents features of the entire image and 𝑦௦
௞ is 𝑘௧௛ feature for pixel 𝑠. 

Total energy 𝑈ሺ𝑥, 𝑌ሻ is minimized using simulated annealing to get segmentation results using 
MRF in the second phase. Minimizing energy means maximizing posterior probability 𝑃ሺ𝑥|𝑌ሻ. A 
small portion of each texture segment is chopped to estimate MRF parameters, namely, covariance and 
mean. The segmentation results obtained using MRF and Customized Median Filter are discussed 
together for the sake of simplicity in the next subsection. 

2.3. The proposed segmentation approach using MRF and customized median filter 

The energy in Eq (19) is minimized using simulated annealing to get segmentation results on the 
restored input image using MRF in the second phase of the proposed approach. The first image on the 
left most side in the first row in Figure 3 is a restored texture benchmark image in the Prague benchmark 
database. The second image in the first row is the ground truth of this restored image. The third image 
in the first row from the left side in the first row of this figure is the result obtained by minimizing 
energy in the MRF model. 

 

Figure 3. Qualitative results of the second and third phases of the proposed method 
obtained using MRF and CMF. (*Note: Dimensions of filter window are denoted by m and 
n. The number in parentheses shows segmentation accuracy.) 

When the machine segmented result accuracy is 100%, the segmentation result will be the same 
as the ground truth. However, the segmented output obtained by minimizing energy using MRF has 
sharp boundaries, and it contains small dots and tiny islands. The aim of the proposed approach is to 
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obtain the highest accuracy on the restored texture image. The segmented result will be close to the 
ground truth if we remove dots and tiny islands, ideally without changing the boundaries in the 
segmented result. The Customized Median Filter (CMF) objectively improves segmented results 
obtained by minimizing energy in the MRF model to reach close to the ground truth using segmentation 
performance parameters, namely, SSIM, MSE and PSNR. Each segmentation performance parameter 
objectively determines the closeness of the segmented result to ground truth. As CMF is applied to the 
result obtained in the second phase of the proposed technique (result obtained by minimizing energy 
in MRF model), iteratively with odd dimensions of CMF window results, go on improving. The 
dimensions of the CMF window are denoted by 𝑚 ൈ 𝑛 in Figure 3. 

The segmentation performance parameters are evaluated for every iteration of CMF. The dots and 
tiny islands go on disappearing with an increase in iterations, and the segmentation result improves 
over the iterations. The optimal segmented result is achieved for the iteration and CMF window 
dimensions for which segmentation performance parameters, namely, SSIM, MSE and PSNR, reach 
close to their ideal values. Each segmentation performance parameter value is estimated using ground 
truth and the segmented result obtained at every iteration of CMF. When the segmented result reaches 
objectively close to ground truth, the SSIM parameter value will be close to 1, the MSE value will be 
close to zero, and PSNR will be very high. This study achieves objective closeness of machine-
segmented results to ground truth using CMF and segmentation performance parameters. As per the 
literature survey and to the best of the authors’ knowledge, the Median filter is yet not customized 
based on segmentation performance parameters to obtain optimal segmentation results. 

Table 1. CMF window dimensions estimation using SSIM, MSE and PSNR quantitative parameters. 

Window Size (m × n) SSIM MSE PSNR (dB) Accuracy 
3 × 3 0.8881 0.1489 21.12 95.57 
5 × 5 0.8994 0.1295 21.64 95.89 
7 × 7 0.9142 0.1049 22.34 96.30 
9 × 9 0.9290 0.0795 23.33 96.76 
11 × 11 0.9417 0.0619 24.56 97.26 
13 × 13 0.9547 0.0444 25.88 97.71 
15 × 15 0.9611 0.0381 26.86 98.00 
17 × 17 0.9663 0.0346 28.13 98.28 
19 × 19 0.9696 0.0326 28.71 98.44 
21 × 21 0.9714 0.0317 29.11 98.56 
23 × 23 0.9723 0.0314 29.43 98.64 
25 × 25 0.9725 0.0340 29.43 98.68 
27 × 27 0.9729 0.0367 29.26 98.75 
29 × 29 0.9733 0.0384 29.03 98.79 
31 × 31 0.9726 0.0399 28.80 98.77 
33 × 33 0.9717 0.0411 28.48 98.75 
35 × 35 0.9706 0.0417 28.21 98.72 

As reported in [70] performance of the SSIM metric is better than MSE and PSNR. SSIM 
considers structural information and boundaries while objectively determining the closeness between 
the segmentation result of an image and its ground truth. Hence, optimal segmentation of texture image 
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is achieved when SSIM reaches its expected ideal value of one. The largest value of SSIM is 0.9733, 
and it reaches for the window having dimensions of 29 by 29. The segmentation output for these 
dimensions of CMF is optimal. A quantitative metric developed by Hoover in [71] is used for accurate 
measurement, and this metric is known as correct segmentation (CS). Gabor filter and local binary 
patterns are used as features in literature with Luv color space for color texture segmentation [72]. 
These feature increase feature space dimensions and hence computations. Here, CMF eliminates these 
features and reduces the computations needed for color texture segmentation. 

The segmentation accuracies are obtained using a Customized Median Filter and MRF approach 
for restored six class Prague texture images which have been tainted with 20% density of salt-n-pepper 
noise, as shown in the rightmost column in Table 1. These accuracies are obtained based on three 
metrics, namely, MSE, SSIM and PSNR and different dimensions of the CMF window, as shown in 
Table 1. As stated previously, optimal segmentation results are achieved when SSIM reaches its 
expected highest value close to one. As per Table 1, the highest value of SSIM is 0.9733, and the 
window dimensions for this value are 29 by 29. The accuracy achieved for this value of SSIM is 98.79%. 
The window dimensions for the largest accuracy of 98.68% are 25 × 25 for the PSNR metric, and the 
value of PSNR for this case is 29.43 dB. The largest accuracy of 98.64% is obtained for the smallest 
value of MSE = 0.0314. Based on the discussion presented here, let us define a rule for the determining 
optimal window dimensions of CMF. 
Rule: When CMF is applied iteratively on the segmented results obtained using the MRF model on the 
input image, the optimal window dimensions are those for which the segmentation performance 
parameter value is closest to its ideal value. For example, the ideal value of SSIM is one in this study.As 
shown in Table 1, the SSIM value close to its ideal value is 0.9733 for CMF window dimensions of 29 
by 29. The accuracy obtained for this window dimensions is the largest, which is 98.79%. 

 

Figure 4. Plot of SSIM versus accuracy for variable window dimensions. (Note a: Filter 
window dimensions are not shown due to limited space.) 

Figure 4 shows the plot of the SSIM metric against segmentation accuracy along with the 
dimensions of the Customized Median Filter’s window. As window dimensions of CMF increase, 
SSIM value increases. This increases the closeness of the segmented machine result to ground truth. 
When SSIM reaches the most considerable value, close to one accuracy is highest. This figure indicates 
that SSIM reaches the largest value, close to one, for CMF window dimensions of 29 by 29. 

The plot of MSE versus accuracy and the plot of PSNR versus accuracy is shown in Figures 5 
and 6, respectively. These two graphs shown below describe results obtained using CMF and 
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segmentation performance parameters, namely, MSE and PSNR. 

 

Figure 5. Plot of MSE versus accuracy for variable window dimensions. (Note b: Filter 
window dimensions are not shown due to limited space.) 

 

Figure 6. Plot of PSNR versus accuracy for variable window dimensions. (Note c: Filter 
window dimensions are not shown due to limited space.) 

When the MSE value is obtained from the segmented result, and ground truth reaches the smallest 
value close to zero, the accuracy is highest. The smallest value of MSE = 0.0314 is reached for CMF 
window dimensions of 23 by 23. The PSNR value obtained using ground truth as the ideal result, and 
the segmented machine result is the largest for CMF window dimensions of 25 by 25. The largest 
PSNR value in Figure 6 is 29.43 dB, and the highest accuracy obtained for this PSNR value is 98.68%. 
However, optimal segmentation of texture image is achieved when SSIM reaches its expected ideal 
value of one, as discussed previously in this section. 

3. Results and discussion 

Texture benchmark images from Brodatz and Prague datasets are used to evaluate the proposed 
approach’s segmentation performance for the reasons discussed in the introduction section. There are 
two benchmark images from the Brodatz dataset and 80 benchmark images from the Prague dataset. 
Prague benchmark images are constructed from snipped pieces of 114 parent textures. Each of these 114 
textures has 10 distinct types of textures [49]. In the Prague dataset, the lowest number of classes is 3, 
while the highest number is 12. The Prague benchmark is developed for evaluating the performance 
of unsupervised and supervised texture segmentation approaches. 

The benchmark images from the Brodatz dataset are deteriorated with zero mean Gaussian noise 
with several steps of variance values, namely, 10, 20, 30, 40 and 50. These tainted textures are restored 
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using the C-BM3D algorithm. The graphs for restoration performance in terms of SSIM metric and 
PSNR metric for this algorithm are shown in Figures 7 and 8, respectively, for Brodatz texture images. 
The SSIM metric values are very near to the expected value of one. The PSNR metric values are also 
very high, as expected. The PSNR metric value is 28.84 dB for a variance value of 50, as shown in 
Figure 8. The proposed color texture segmentation approach is applied to noisy Bordatz textures and 
the results are discussed in the following part of this section. 

 

Figure 7. Denoising results in terms of SSIM metric on Brodatz images for Gaussian noise. 

 

Figure 8. Denoising results in terms of PSNR metric on Brodatz images for Gaussian noise. 

Table 2. Segmentation performance on 16-class Brodatz texture image. 

Noise type Noise parameter Approach Accuracy (CS) SSIM 
None None MRF without noise 98.82 NPd 

Salt-Pepper 20% noise density MRF with CA 98.62 0.9544 
 70% noise density MRF with CA 98.54 0.8950 
Gaussian Variance 10 MRF with C-BM3D 98.14 0.9060 
 Variance 50 MRF with C-BM3D 97.60 0.8288 
No noise None Deep learning using U-net [46] 82.50 NP 

*Note d: NP stands for Not Provided for this algorithm. 

The performance of the proposed segmentation approach on the restored 16-class Brodatz image 
is shown in Table 2. The segmentation performance metrics used here are the CS metric and the SSIM 
metric. The CS metric computes the percentage of correctly labeled pixels using ground truth and 
SSIM metrics evaluate the closeness of ground truth to segmented result. 

The accuracy achieved on this benchmark image without degrading it with noise using a deep 
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learning algorithm with U-net is 82.50% [46]. The accuracy achieved on the restored benchmark image 
contaminated with Gaussian noise having variance 50 is 97.60% and the accuracy achieved on the 
same benchmark image restored after tainting with 70% salt-n-pepper noise density is 98.54%. These 
higher values of the accuracies are achieved even though there is a loss of information in the restored 
image. The SSIM metric values are near to the expected value of one. This indicates that the 
segmentation performance of the proposed approach in terms of CS and SSIM metrics is robust. 

 

Figure 9. Segmentation performance on the restored 16-Class Brodatz image. (Note: The 
number in parentheses shows segmentation accuracy.) 

The segmentation performance on the restored 16-class Brodatz image is shown in Figure 9. This 
figure shows that all texture segments are separated nicely even though the information is lost during 
the restoration process for both Gaussian and salt-n-pepper noise. Qualitative segmentation results are 
not provided for this image using U-net in [46]. 

Table 3. Segmentation performance on the restored five-Class Brodatz image. 

Noise type Noise parameter Approach Accuracy (CS) SSIM 
None None MRF without noise 98.82 NPe 

Salt-Pepper 20% noise density MRF with CA 98.70 0.9571 
 70% noise density MRF with CA 98.65 0.8991 
Gaussian Variance 10 MRF with C-BM3D 98.16 0.9314 
 Variance 50 MRF with C-BM3D 97.80 0.8748 
No noise None Deep learning using U-net [46] 97.40 NP 

*Note e: NP stands for Not Provided for this algorithm. 

The segmentation performance of the approach developed in this study on 5-class Brodatz texture 
images is shown in Table 3. The segmentation accuracy achieved on this restored image which was 
tainted with 70% salt-n-pepper noise, is 98.65%, and the accuracy obtained on the same restored image, 
which was tainted with Gaussian noise, is 97.80%, and it is higher than recent deep learning algorithm 
using U-net suggested in [46]. 

PSNR and SSIM are used as metrics to measure the performance of the CA algorithm. Table 4 
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demonstrates the quantitative denoising results of this algorithm on 80 Prague texture images in terms 

Table 4. Quantitative denoising results of the CA algorithm on Prague textures. 

of mean values of these metrics. This table indicates that even with a salt-n-pepper noise density of 70% 
the value of the SSIM metric is 0.9043, and it is very near to its expected value of one. The PSNR 
value for 70% salt-n-pepper noise density is 27.19 dB, and it is very large. 

 

Figure 10. Segmentation performance on 5-Class Brodatz image. (Note: Segmentation 
accuracy is shown by the number in parentheses.) 

Figure 10 demonstrates subjective segmentation outputs for a five class Brodatz image. This 
figure shows that classes are nicely separated with excellent boundary performance even though the 
information is lost during the restoration process. This indicates the robust performance of the 
segmentation approach developed in this study. 

PSNR and SSIM are used as metrics to measure the performance of the C-BM3D algorithm. 
Figures 11 and 12 demonstrate the quantitative denoising results of this algorithm on 80 Prague 
textures in terms of mean values of PSNR and SSIM, respectively. 

 

Figure 11. Denoising results in terms of SSIM metric on Prague textures for Gaussian noise. 

Noise type Noise parameter Algorithm SSIM PSNR 
Salt-n-Pepper Noise 20% noise density CA 0.9859 35.48 dB 
Salt-n-Pepper Noise 70% noise density CA 0.9043 27.19 dB 
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Figure 12. Denoising results in terms of PSNR metric on Prague textures for Gaussian noise. 

All 80 images were tainted with Gaussian noise. As shown in these figures, five values of variance 
are used to degrade Prague texture images. SSIM metric values for all the variance values are very 
near to their expected value of one. PSNR metric values are also very high for these five variance 
values. The results of segmentation obtained on 80 Prague texture images in terms of CS and SSIM 
metrics are shown in Table 5. This table indicates that the segmentation performance of the approach 
developed here is better than three recent approaches reported in [65], [31] and [45]. The most recent 
approach in [65] achieves 91.27% accuracy on noise-free textures. The proposed approach achieves 95.70% 
accuracy on noise-free textures. This approach achieves accuracies of 95.35 and 92.78% on textures 
contaminated with Gaussian noise having variances of 10 and 50, respectively. These accuracies are 
higher than the most recent approach in [65] even after degradation by Gaussian noise. The accuracy 
of the proposed technique is 93.74% on textures contaminated by 20% salt-n-pepper noise and is higher 
than the most recent technique given in [65]. The SSIM metric quantitatively measures the degree of 
closeness of ground truth to the segmentation result. The mean value of the SSIM metric is near to its 
expected value of one. This indicates excellent segmentation performance in terms of the SSIM metric. 

Table 5. Segmentation results on the restored texture benchmark images from the Prague 
texture dataset. 

Noise Type Noise Parameter Approach Accuracy (CS) SSIM 
None None MRF without noise 95.70 0.9140 
Salt-Pepper 20% noise density MRF with CA 93.74 0.8838 
 70% noise density MRF with CA 89.71 0.8495 
Gaussian Variance 10 MRF with C-BM3D 95.35 0.8788 
 Variance 50 MRF with C-BM3D 92.78 0.8682 
No noise None FCAM [65] 91.27 NPf 
No noise None EWT-FCNT [47] 98.78 NP 
No noise None Kiechle [31] 77.73 NP 
No noise None Deep learning using FCNT [45] 79.34 NP 

*Note f: NP stands for not Provided for these two algorithms. 

A comparison of the subjective segmentation output of the proposed technique with four modern 
techniques is shown in Figure 13. 
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Figure 13. Comparison of segmentation outputs of the proposed technique with 
contemporary techniques. 

The row named FCNT (Fully Convolutional Network) shows the results obtained using FCNT 
algorithm in [45]. The fourth row with the name Kiechle shows the result obtained using the recent 
approach in [31]. The fifth row, named EWT-FCNT (Empirical Wavelet Transform-FCNT) are the 
result of the approach in [47]. The sixth row with the name FCAM shows the results of the approach 
in [65]. The remaining next three rows show subjective performance using the proposed technique. 
The row labeled noise-free shows results obtained on noise free Prague textures. The segmentation 
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performance on these six restored images which were contaminated with Gaussian noise having 
variance ten is shown in the row named Gaussian-10. The row named SP Noise-20 shows the 
segmentation result obtained on the six restored images which were tainted with 20% salt-n-paper 
noise density. The technique presented in this study delivers better boundary performance than the 
techniques in [65], [31] and [45]. The segmentation performance for restored images, namely, tm1-1-
1, tm3-1-1 and tm19-1-1 in the second and third columns is better than the recent approaches in [65], [45] 
and [31] despite information loss during the restoration of noisy images. The segmentation 
performance for the other three restored images is better for some texture segments in these images 
and the results for other texture segments are degraded. The reasons for the degradation of results are 
discussed in the last part of this section. 

 

Figure 14. Results of the proposed technique on natural color images. 

The technique presented in this paper is evaluated and tested on noisy natural color images from 
the color image dataset developed at Simon Fraser University to prove the robustness of this technique. 
Figure 14 shows two natural color images in the first column, and the second column of this figure 
shows these images contaminated by Gaussian noise having a variance of 20. Restored images are 
shown in the third column, and segmented denoised images are shown in the fourth column. The upper 
input image contains three objects: one cap with holes, one mug with a handle, and a blue box. These 
three objects are appropriately segmented along with their boundaries. The holes on the cap and handle 
of the mug are adequately detected. However, the shadows of the objects are undesirable and the 
vertical black line due to the reflection effect on the upper portion of the mug is also undesirable. The 
bottom input image contains four color objects and these objects are correctly segmented along with 
their boundaries. However, undesirable effects of shadow and reflection exist in the segmented image. 
These effects can be rectified by capturing images under proper lighting conditions or by using an 
advanced algorithm in the pre-processing stage after capturing images. 

The segmentation approach developed in this study offers high segmentation accuracy than recent 
approaches, namely, FCAM in [65], the deep learning approach with U-net in [46], the approach in [31] 
and FCNT in [45]. It is concluded from visual inspection of color benchmark textures in the Brodatz 
and Prague datasets that most of these benchmark images contain texture classes with distinct colors 
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and a very small variation of color in a texture segment. Therefore, the classes in these benchmark 
images can be separated precisely based on color features. When the texture image is transformed to 
Luv color space, discrimination between texture classes is robust and hence precise boundary detection 
is possible because Luv space is uniform Euclidean space [73]. Variation in the color shade in a texture 
class leaves dots and tiny islands in the segmented images when only the Luv image is used as a feature. 
These dots and tiny islands are removed using a Customized Median Filter. This filter allows 
homogeneous separation of texture classes. Thus, Luv color features and the Customized Median Filter 
together deliver high segmentation accuracy. The tainted texture images are restored before applying a 
segmentation algorithm to them. Information loss in restored images degrades segmentation performance 
because SSIM and PSNR metrics values reduce due to information loss in the texture images. 

If two different colors exist in one texture segment, the segmentation approach developed herein 
will not be able to treat it as a single class because the proposed algorithm uses color as features. In 
the texture image named tm15-1-1 in Figure 13, left most class contains two colors, namely, white and 
black in a single texture class and both white and black color exists on the boundaries of this class. 
Therefore, boundary detection performance degrades for this image along with accuracy. In texture 
image named tm6-1-1 in Figure 13 contain two texture segments at the left-top part with very close 
color shades. Therefore, these two textures tend to merge and degrade accuracy along with boundary 
detection performance. The existence of more than one color in a single class degrades color distance 
estimation among classes to discriminate them in Luv color space. These reasons are applicable to all 
texture images for the degradation of segmentation performance. 

4. Conclusions and future directions 

When compared to the four latest methods for both noise-free and noise-contaminated textures, 
the authors were able to achieve segmentation accuracy greater than the three latest techniques, on 
both Brodatz and Prague benchmark textures, using the proposed three-phase technique. When the 
proposed approach is evaluated on Brodatz textures, an improvement of up to 16% segmentation 
accuracy for salt-n-pepper noise with 70% noise density and 15.1% accuracy for Gaussian noise (with 
a variance of 50) has been made in comparison with the benchmark approaches. On Prague textures, 
accuracy is improved by 4.08% for Gaussian noise (with variance 10) and by 2.47% for salt-n-pepper 
noise with 20% noise density. Higher accuracies could be achieved on highly contaminated texture 
images due to the superior performance of the proposed technique achieved using a Customized 
Median Filter and excellent performance of restoration algorithms used herein. Another metric used to 
evaluate segmentation results is SSIM and it is concluded that as this metric degrades, segmentation 
accuracy exhibits a declining trend. The approach developed as part of this study has applications in 
retrieving textures contaminated with noise, analyzing satellite and medical images, industrial 
inspections and geo-informatics, etc. As a future investigation for this technique, texture images can 
be tainted with Poisson and Speckle noise or the combinations of various other noise types, including 
salt-n-pepper and Gaussian noise. 
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