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Abstract: Due to the complexity of three-dimensional (3D) human pose, it is difficult for ordinary 

sensors to capture subtle changes in pose, resulting in a decrease in the accuracy of 3D human pose 

detection. A novel 3D human motion pose detection method is designed by combining Nano sensors 

and multi-agent deep reinforcement learning technology. First, Nano sensors are placed in key parts of 

the human to collect human electromyogram (EMG) signals. Second, after de-noising the EMG signal 

by blind source separation technology, the time-domain and frequency-domain features of the surface 

EMG signal are extracted. Finally, in the multi-agent environment, the deep reinforcement learning 

network is introduced to build the multi-agent deep reinforcement learning pose detection model, and 

the 3D local pose of the human is output according to the features of the EMG signal. The fusion and 

pose calculation of the multi-sensor pose detection results are performed to obtain the 3D human pose 

detection results. The results show that the proposed method has high accuracy for detecting various 

human poses, and the accuracy, precision, recall and specificity of 3D human pose detection results 

are 0.97, 0.98, 0.95 and 0.98, respectively. Compared with other methods, the detection results in this 

paper are more accurate, and can be widely used in medicine, film, sports and other fields. 

Keywords: pose detection; EMG signal; feature extraction; nano sensor; multi-agent deep 

reinforcement learning; pose solution 

 

1. Introduction 

With the in-depth research in the field of computer vision, human pose detection has received 

more and more attention, especially in medical, film, sports and other fields [1,2]. Three-dimensional 

(3D) human pose detection refers to solving human motion pose with the aid of intelligent technology, and 
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generating motion pose models in 3D space to enhance people's understanding of motion 

behavior [3,4]. Due to the complex structure and diverse poses of 3D human, the difficulty of data 

acquisition is limited, and meanwhile, the wide application and high precision data demand in many 

fields such as video surveillance, behavior recognition and human-computer interaction make 3D 

human pose estimation a major hotspot and difficult problem in the field of computer vision. Therefore, 

it is important to study 3D human pose detection methods. In 3D human pose detection research, the 

acquisition of human EMG signals using sensors is the basic step, and with the continuous 

development and advancement of sensor technology, Nano sensors have emerged. Compared with 

traditional sensors, Nano sensors are smaller, accurate, and more suitable for human EMG signal 

acquisition. There are many technical approaches for 3D human pose detection, and multi-intelligent 

deep reinforcement learning is the current popular learning technique. Multi-intelligent deep 

reinforcement learning is a new technical approach that uses deep learning to sense environmental 

features and reinforcement learning methods to find the optimal strategy in a shared environment of 

multiple intelligences. It integrates the advantages of deep learning and reinforcement learning to solve 

complex tasks using the cooperation of multiple intelligences, and is currently widely used in many 

fields such as human pose research. 

At present, there are many human pose detection methods. However, they show many 

shortcomings in practical applications. For example, X. Song, L. Fan [5] proposed a human pose 

detection method based on 3D multi-view basketball movement data set. The convolution neural 

network framework used is VGG11. After the RGB basketball motion image passes through the 

semantic segmentation network, the image containing the target object is obtained, and the image is 

input into the constructed feature fusion network model. After feature extraction of RGB image and 

depth image, respectively, RGB feature, local feature and global feature of point cloud are spliced and 

fused to form feature vector. According to the result of feature vector extraction, human pose detection 

is realized. However, in practical applications, this method has low accuracy. W. Ren et al. [6] 

proposed a human pose detection method based on fuzzy logic and machine learning. Acquire human 

pose images, and classify human pose using hybrid fuzzy logic and machine learning methods. The 

pose detector uses relatively small data sets for training, inputs all data to the pose detector, and obtains 

the detection results of human pose. This method has the problem of low recognition rate of human 

pose, and has a certain gap with the ideal application effect. W. Ding et al. [7] proposed a human pose 

detection method based on multiple features and rule learning. First, we define a 219-dimensional 

vector containing angle features and distance features. Then, in the process of human pose 

classification, the rule learning method is combined with bagging and random subspace methods to 

create different samples and features, to improve the classification performance of the sub- classifier 

for different samples. Finally, according to the results of feature extraction and classification, the 

human pose is detected to obtain more accurate human pose detection results. However, the accuracy 

of this method is low, and the practical application effect is poor. J. Wang, X.H. Liu [8] proposed a 

human pose detection method based on depth sensors. The Kinect depth sensor is used to collect human 

skeleton information, and the direction cosine method is used for feature extraction. The feature vectors 

are sent to the BP neural network for training and recognition, and the human pose detection results 

are obtained. However, this method has the problem of low recall rate, which has a certain gap with 

the ideal application effect. D. He, L. Li [9] proposed a human pose detection method based on Kinect. 

First, use Kinect to obtain the spatial coordinates of human joints. Then, calculate the angle through 

two-point method, and define the pose library. Finally, the pose detection results are obtained by 
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analyzing the pose detection using the angle matching of the pose database. However, the specificity 

of this method is low, and the actual application effect is not good. 

However, in practical application, it is found that the traditional 3D human pose detection 

methods have low accuracy, accuracy, precision, recall and specificity of human pose detection, and 

the actual application effect is not good. To solve the problems of the above methods, a new 3D human 

pose detection method based on Nano sensors and multi-agent deep reinforcement learning is proposed. 

Unlike traditional methods, this paper uses advanced Nano sensor to acquire human EMG signals and 

introduces deep reinforcement learning networks to build a multi-intelligent deep reinforcement 

learning detection model for detection and analysis. It is expected to obtain more efficient 3D human 

pose detection results with the help of advanced instrumentation and popular technical means. The 

contributions of this paper are as follows: 

(1) The Nano sensor is used to collect the human EMG signal, with the advantages of higher 

accuracy, easier use and longer lifetime of Nano sensors, the accuracy and efficiency of EMG signal 

acquisition are improved to provide important data guarantee for subsequent 3D human pose detection. 

(2) The deep reinforcement learning network is introduced to build the multi-agent deep reinforcement 

learning pose detection model, which combines the advantages of deep learning and reinforcement 

learning while enhancing the interaction between the intelligence and the environment, helps to 

improve the pose detection accuracy and efficiency.(3)Based on the feature extraction and de-noising 

of the EMG signal, a multi-intelligence deep reinforcement learning structure was used for feature 

extraction again to increase the feature extraction accuracy. 

2. Methodology 

2.1. Establishment of Nano sensing electromyography signal acquisition scheme 

The Nano gold flexible sensor [10] was designed with the Nano gold flexible material and PDMS 

as the substrate as the basis for the EMG signal acquisition. Compared with conventional sensors, 

Nano sensors have the advantages of higher accuracy, easier use and longer lifetime. The composition 

of Nano gold flexible sensor is shown in Figure 1. 
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Figure 1. Composition of Nano gold flexible sensor. 

It can be seen from the analysis of the structure in Figure 1 that the Nano gold flexible sensor is 

mainly composed of sensitive elements, conversion elements, conversion circuit, auxiliary power 

supply, display, recorder, and data processing instruments. The sensitive elements are mainly arranged 

in key parts of the human. The sensitive elements are used to capture relevant signals, convert and 
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transform the signals, store them in the recorder, and obtain EMG signals through the displayed reality. 

Different from conventional sensors, Nano sensors are mainly used to obtain EMG signals during 

human motion based on their resistance changes. The resistance change formula is: 

                   1 1 2 2
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                           （1） 

where d  is the resistance change value; 
1d  represents island resistance; 

2d  refers to gap resistance; 

d  is the resistance of suspension beam. In the process of application, the muscle contraction intensity 

of different parts of the human varies greatly, resulting in different electromyography signals for the 

human. To obtain the electromyography signal data required for 3D human pose detection, according 

to the principle of electromyography signal generation, the Nano sensor is pasted in the appropriate 

position. The generation process of EMG signal is shown in Figure 2. 
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Figure 2. EMG signal generation. 

According to Figure 2, All EMG signals are determined by the human central nervous system. 

After the influence of delay function and shock function, a single EMG signal is formed, and then all 

the information collected by Nano sensors is collected to generate the final physiological EMG signal. 

The completion of each pose of human requires the joint participation of multiple muscle parts. 

According to the sensing range of Nano sensors, Nano sensors are placed separately for key joints such 

as elbow joints and knee joints to ensure that the collection range of EMG signals covers all parts of 

the human. 

2.2. Feature extraction of surface EMG 

According to the collection results of EMG signals, the features of surface EMG signals are 

extracted. The EMG signal itself belongs to a pure bioelectricity signal. However, there is always some 

interference information in the EMG signal collected by the Nano sensor [11]. To reduce the impact 

of interference information on the feature extraction of surface EMG signal, the concept of blind source 

separation [12] is adopted in this paper to reconstruct the observed signal. 
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where  is muscle power signal matrix. Q  represents the reconstruction matrix.  is surface EMG 

signal.   represents the source signal matrix after removing the noise source. 

The blind source separation technology is used to extract the EMG signal source and noise source, 

respectively, and the acquired EMG signal is de-noised through Principal Component Analysis (PCA) 

reconstruction strategy [13]. During the operation, the signal-to-noise ratio (SNR) of the source signal 

can be expressed as 
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where  is the SNR, lg stands for logarithmic function, 
1  stands for platform period data.

2  is the 

data of the rest period. 

PCA processing technology is used to count the SNR of all surface muscle power signals and sort 

them in descending order. The source signal with low SNR is regarded as the noise source signal, 

which is removed from the data set to obtain the surface muscle power signal after noise removal, and 

then extract the time-domain and frequency-domain features [14]. In which, the time domain features 

are mainly extracted by data statistical analysis. There are four kinds of time-domain features 

extracted in this paper, which are average absolute value, slope change, waveform length and zero 

crossing points. 
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where M is the average absolute value.  represents the number of sampling points of a segment of 

EMG signal, i  is the sampling point,
ix  represents the original data of the sampling point, C is the 

slope change,   is the slope. is the threshold, L  represents the waveform length,  is the number of 
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zero crossings, sgn stands for step function. 

     In addition to time-domain characteristics, analyzing the EMG signal from the frequency domain 

perspective can find that there is a large amount of frequency domain features information in the 

surface EMG signal. In this paper, the spectral analysis method [15] is used to extract the average 

power frequency and median frequency. 
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where F  is the average power frequency, E  is the median frequency, f represents EMG signal 

frequency,  stands for power spectral density function. f   is the median frequency. 

Through the above operations, the feature extraction of surface electromyography signal is 

completed, which is used as the key input of the subsequent 3D human pose detection and input into 

the multi-agent deep reinforcement learning detection model. 

2.3. Construction of multi-agent deep reinforcement learning detection model 

After the EMG signal is de-noised by blind source separation technology, the time-domain and 

frequency-domain features in the surface EMG signal are extracted, and combined with the feature 

extraction results, a multi-agent deep reinforcement learning detection model is constructed to ensure 

the accuracy and efficiency of motion pose detection. The multi-intelligent deep reinforcement 

learning detection model combines the advantages of deep learning and reinforcement learning, at the 

same time, due to the operation in the multi-agent environment, the interaction between the agent and 

the environment is enhanced to ensure the accuracy and efficiency of motion pose detection. 

 In the multi-agent environment, deep reinforcement learning technology is introduced to build 

the multi-agent deep reinforcement learning detection model, further analyze the feature information, 

and output the 3D human local pose detection results. The detection model built in this paper, Figure 

3 is the centralized multi-agent deep reinforcement learning structure. 
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Figure 3. Centralized multi-agent deep reinforcement learning structure. 

It can be seen from the analysis of Figure 3 that the EMG characteristic signal is input into the 

centralized multi-agent deep reinforcement learning network to obtain data features, and determine the 

human pose through joint behavior and joint reward. To facilitate the analysis, the multi-agent 

reinforcement learning process shown in Figure 2 can be regarded as a Markov game process. Under 

the action of the agent state space, observation space and other joint spaces, the feature data of EMG 

can be iteratively trained. Among them, each agent can obtain local pose observation results based on 

feature data of EMG signal, and then transfer the current observation results to the next operation step 

through the transfer function [16]. When the detection model is used for learning, the loss function 

exists in the agent operation process, and the following mathematical expression is obtained 

                         1( ; )j j

j t t jy r O v += +                              （10） 

where j  represents an agent, jy  represents the output result of the agent,   stands for discount 

factor, t represents the time, r  is the reward function, O represents local observation space, v is 

the loss function. 

When conducting deep reinforcement learning detection in a multi-agent environment, we can 

summarize the information such as the agent's interaction track and local state to form a local 

experience track, which is convenient for extracting the agent's intention and guiding subsequent 

agents to interact with the environment [17]. In the process of 3D human pose detection, the potential 

intention of the agent will affect the subsequent detection results. The maximum likelihood target 

optimization principle is adopted to complete the training of the encoder and decoder: 
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where   stands for likelihood target,  represents encoder,  represents decoder, g  represents the 

interaction between agent and environment, G  represents the number of interactions,T  represents the 

execution cycle,U is the transfer function, log stands for logarithmic function, a  stands for learning 
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rate, b represents the interactive trajectory. 

After the encoder and decoder are updated, a generator with the re-projection network as the 

core [18] is designed and added to the back of the decoder to form a complete multi-agent deep 

reinforcement learning detection model. Using the optimized detection model, the 3D pose matching 

the two-dimensional observation results is obtained. 

2.4. Acquisition of 3D human pose detection results 

Considering that each Nano sensor intelligently covers part of the human, the detection result is 

the local pose of the human based on one sensor to collect the EMG signal. To obtain the overall 3D 

human pose detection results, data fusion and pose solution are required. Therefore, the 3D human 

pose detection process is shown in Figure 4. 

It can be seen from the analysis of Figure 4 that Nano sensors are placed in key parts of the human 

to collect human EMG signals. After the EMG signal is de-noised by blind source separation 

technology, the time-domain and frequency-domain features of the surface EMG signal are extracted. 

In the multi-agent environment, build a multi-agent deep reinforcement learning pose detection model, 

and detect the human motion pose when judging. If so, it is necessary to fuse the multi-sensor pose 

detection results with the pose solution to obtain the 3D human pose detection results; If not, it is 

necessary to recollect the EMG signal until the detection results are obtained. 
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Figure 4. 3D Human Pose Detection Process. 

This paper combines Kalman filtering and complementary filtering technologies to design a new 

data fusion method to fuse 3D human pose information detected by multiple Nano sensors [19]. In 
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which, depending on the complementary filtering algorithm, linear complementary fusion results can 

be output 

                        1 1 2 2 m me e e   = + + +                           （12） 

where  represents pose fusion result, e is the weight coefficient, represents the pose result detected 

by a single Nano sensor, m is the number of Nano sensors. 

Considering that there may be nonlinear state data in 3D human pose detection results, the paper 

uses PI control technology [20] to design nonlinear complementary filters to obtain new pose 

fusion results 
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1K  is the scale parameter, 
2K is the integral parameter, I  represents the frequency domain complex 

variable involved in Laplace transform. 

Kalman filter is introduced to perform autoregressive analysis on the output results of nonlinear 

complementary filter. Recursive processing is performed from the perspectives of state vector and 

observation vector [21], to generate state update equation and state observation equation 
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where X  represents the updated state vector, Z  represents the observation vector,  represents the 

state transition matrix,  represents the noise input matrix,   is the process noise, J  stands for 

observation matrix,V stands for observation noise. 

After the data fusion processing is completed through the above calculation, a new pattern 

classifier is proposed using support vector machine technology, and the fused data is input into the 

classifier to generate 3D human pose detection results. 

3. Experimental results and analysis 

Relying on Nano sensors and multi-agent deep reinforcement learning technology, after 

completing the design of 3D human pose detection method, to verify its effectiveness, experimental 

tests are performed. 

3.1. Data sets 

Select two public data sets to ensure smooth experiment, and conduct model training and testing, 

respectively. Data set1: The NinaPro data set (www.ninapro.hevs.cn) is selected for model training 

before the experiment. The data set consists of eight databases, each of which contains many surface 

electromyography signals. Among them, the data in database DB1–DB7 are all original EMG signals. 
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The more special one is database DB8, in which motion direction, acceleration and other contents are 

added. Data set2: UCI data set (www.ics.uci.edu/~mlearn/MLRepository.html). A database for 

machine learning, this data set has 559 datasets and its number is growing, the UCI data set is a 

commonly used standard test dataset. This includes the UCI Human Activity Recognition dataset, 

which is based on sensor data collected by smartphones for activity recognition, and is primarily 

derived from volunteers between the ages of 19 and 48. 

Considering that the detection method proposed in the paper relies on EMG signal unfolding, the 

NinaPro data set was selected for model training before the start of the experiments to ensure that the 

multi-intelligent deep reinforcement learning detection model has a good detection performance. To 

reduce the computational time, the DB8 EMG database, which is more comprehensive in the NinaPro 

dataset, is used in the paper to train the detection model built above, obtain the optimal parameter 

information, and then develop 3D human pose detection. To demonstrate the performance of the 

proposed method for 3D human pose detection. For the UCI database, some experimental data were 

selected to form data set 2. The data set 2 contains alpine ski rappelling motion pose and human open 

pose. A group of 20 professionals wearing Nano sensors will demonstrate different sliding and 

descending poses and record data information of the human in different movement poses. 

To obtain the EMG signals of various parts of the human in motion in an all-round way, placement 

points are set at various joints of the human, and Nano sensors are pasted at corresponding parts of the 

human, as shown in Figure 5. 
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(a)Motion pose                   (b) Open pose 

Figure 5. Placement point of Nano sensor. 

Set a sliding window of fixed size to collect the sensing signal required for the experiment in data 

set 2. The five types of human glide pose included in data set 2 are straight sliding, inclined sliding, 

lateral sliding, plough sliding and plough turning, two types of open pose of humans are lying down 

and standing up, as shown in Figure 6. 

A total of 5000 images were used in this experiment, including 3000 images from data set 1 and 

2000 images from data set 2. Four thousand images were randomly selected for training, and the 

remaining 1000 images were used for testing. 

After preprocessing the data set, input it into the multi-agent deep reinforcement learning 

detection model described above, perform multiple iterative training, and record the model parameters 

when the detection model is in the optimal state, as shown in Table 1. 
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Figure 6. Pose categories of the slide down action contained in dataset 2. 

Table 1. Model Parameters. 

Parameter name Parameter value 

Input layer node 20 

Output layer node 5 

Sequence length 128 

Number of hidden layers 5 

Hidden layer node 20 

Learning rate 0.001 

Batch_ size 1000 

Sub agent field of view 9 × 9 

3.2. Evaluation index 

In addition to the detection of proposed method, this experiment also applies the methods of 

HPDM [5], HPDFLML [6], HPDMF [7], HPDDS [8] and HPDMK [9] to perform 3D human pose 

detection experiments. 

(1) 3D human pose detection results: The proposed method and the several detection methods are 

used, and the detection data set 1 is used to obtain the 3D human pose detection results of each method. 

According to the detection results, the corresponding confusion matrix is generated to intuitively 

describe the recognition effect of different detection methods on human sliding pose. 

(2) Accuracy: In dataset 2, the straight sliding motion is selected as the research object. By using 

the other methods and the detection of proposed method, all the straight glide pose can be extracted. 
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Compare the pose detection results of each method with the actual pose, and calculate the accuracy of 

the detection results of different methods to describe the advantages of the proposed method. 

                   A
 

   

+
=

+ + +
                                     （15） 

where A  stands for accuracy,  represents true positive, represents true negative,   indicates false 

negative,   is false positive. 

 Precision: Fifty groups of human pose data are selected for each type of sliding pose in dataset 2 

to form a test dataset containing 250 groups of data. The detection of proposed method, as well as the 

methods in HPDM [5], HPDFLML [6], HPDMF [7], HPDDS [8] and HPDMK [9] are used to complete 

the detection of the pose of the inclined glide. According to the detection results of different methods 

and the actual pose distribution, calculate the precision of the detection results 

                              P


 
=

+
                                （16） 

where P is precision. 

Recall rate: Three hundred groups of glide pose data are randomly selected from dataset 2 for 

lateral glide pose detection. Summarize the recognition results of different detection methods for 

sideslip pose, and determine the recall rate of each 3D human pose detection method 

                             R


 
=

+
                                 （17） 

where R is recall rate 

Specificity: Using the detection of proposed method and the several detection methods, all plough 

turning poses are detected from dataset 1, and the specificity is calculated according to the 

detection results. 

                             S


 
=

+
                                （18） 

where S is specificity. 

3.3. Results and discussion 

According to the detection of proposed method, feature extraction is carried out for the de-noised 

EMG signal, and then the multi-agent deep reinforcement learning detection model is input. The fusion 

processing and pose solution are performed for the detection results. The 3D human pose detection 

results are shown in Figure 7. 
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Figure 7. 3D human pose detection results of the proposed method. 
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Figure 8. Comparison of confusion matrix corresponding to pose detection results of 

different methods. 
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According to Figure 7, there is no cross between the five types of detection results using the 

detection of proposed method: straight sliding, inclined sliding, lateral sliding, plough sliding and 

plough turning, lying down, standing up these seven types of test results do not exist in the case of 

cross. Each type is well gathered together, which shows that this method can accurately identify each 

type of glide pose, indicating that the pose detection of proposed method is feasible. According to the 

experimental design, the confusion matrix corresponding to the pose detection results of different 

methods is obtained, as shown in Figure 8.    

According to the data in Figure 8, it can be seen that the detection accuracy of the proposed 

method for inclined sliding, lateral sliding, plough sliding and plough turning, lying down, standing 

up is kept above 90%, even up to 98%. As for other pose detection of other methods, there are 3D 

human pose detection accuracies below 90%, especially the methods in HPDDS [8] and HPDMK [9] 

for inclined sliding, lateral sliding, plough sliding and plough turning, lying down, standing up. The 

maximum detection accuracy of the method in HPDMF [7] is 90%, and the maximum detection 

accuracy of the methods in HPDM [5] and HPDFLML [6] is 92%. It can be seen that the proposed 

method has a lower detection error for 3D human pose compared with other methods. This is because 

this paper constructs a multi-intelligent deep reinforcement learning detection model, and the 

combination of deep learning and reinforcement learning effectively reduces the detection error. 

At the same time, the accuracy comparison results of different detection methods are summarized 

in Table 2. 

Table 2. Comparison results of accuracy. 

Number of 

experiments 

Proposed 

method 

HPDM 

[5]method  

HPDFLML 

[6]method 

HPDMF 

[7]method 

HPDDS 

[8]method 

HPDMK 

[9]method 

10 0.96 0.85 0.86 0.88 0.87 0.81 

20 0.97 0.86 0.87 0.81 0.84 0.82 

30 0.96 0.89 0.88 0.84 0.88 0.88 

40 0.96 0.90 0.81 0.90 0.86 0.84 

50 0.94 0.91 0.89 0.89 0.87 0.85 

60 0.96 0.90 0.90 0.87 0.86 0.84 

 

It can be seen from Table 2 that the maximum accuracy rate of this method is 0.97, which is 0.06, 

0.07, 0.07, 0.09 and 0.12 higher than that of HPDM [5] method, HPDFLML [6] method, HPDMF [7] 

method, HPDDS [8] method and HPDMK [9] method, respectively. It indicates that the accuracy rate 

of the proposed method is higher, and shows that the multi-intelligent body deep reinforcement 

learning detection model constructed by proposed method can achieve the goal of accurate 3D human 

pose detection. 

According to the data in Figure 9, we can see that the maximum accuracy rate of the proposed 

method is 0.98, 0.06 higher than the method in HPDM [5], 0.07 higher than the method in 

HPDFLML [6], 0.09 higher than the method in HPDMF [7], 0.12 higher than the method in HPDDS [8], 

and 0.14 higher than the method in HPDMK [9]. This shows that compared with other methods, the 

accuracy of the proposed method is higher, and it can achieve accurate 3D human pose detection.  

The efficiency of this paper in using multi-intelligent deep reinforcement learning for pose 

detection research is fully verified. 
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Figure 9. Comparison Results of Accuracy. 

The recall comparison results of different detection methods are shown in Table 3. 

Table 3. Comparison results of recall rate. 

Number of 

experiments 

Proposed 

method 

HPDM 

[5]method  

HPDFLML 

[6]method 

HPDMF 

[7]method 

HPDDS 

[8]method 

HPDMK 

[9]method 

10 0.95 0.89 0.81 0.86 0.81 0.68 

20 0.94 0.90 0.82 0.85 0.79 0.78 

30 0.91 0.87 0.88 0.82 0.76 0.71 

40 0.94 0.85 0.85 0.88 0.78 0.75 

50 0.93 0.88 0.86 0.81 0.82 0.72 

60 0.93 0.81 0.81 0.86 0.79 0.79 

 

It can be seen from the results in Table 3 that the maximum recall rate of this method is 0.95, 

which is 0.05, 0.07, 0.07, 0.13 and 0.18 higher than that of HPDM [5] method, HPDFLML [6] method, 

HPDMF [7] method, HPDDS [8] method and HPDMK [9] method, respectively, indicating that the 

recall rate of this method is higher, indicating that this method can ensure the integrity of 3D human 

pose accurate detection results. The reason for this is that this paper uses Nano sensor to acquire the 

EMG signals on the human surface, and the quality of the data acquired is guaranteed, which in turn 

improves the integrity of the detection results. 

The specificity comparison results of different detection methods are shown in Figure 10. 

According to the results in Figure 10, we can see that the maximum specificity of the proposed method 

is 0.98, 0.06 higher than the method in HPDM [5], 0.09 higher than the method in HPDFLML [6], 

0.11 higher than the method in HPDMF [7], 0.16 higher than the method in HPDDS [8], and 0.18 

higher than the method in HPDMK [9]. This shows that the specificity of the proposed method is 

higher than the method in the experimental comparison, which can achieve accurate 3D human pose 

detection. To sum up, the accuracy and precision of this method have reached 0.97 and 0.98, 

respectively, the recall rate is 0.95, and the specificity has also reached 0.98. Compared with the other 

five 3D human pose detection methods, the pose detection error of this method is significantly reduced. 
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Figure 10. Comparison results of specificity. 

4. Conclusions 

As the application scenarios of 3D human pose detection methods become more and more 

complex, to meet the requirements of pose detection, this paper combines Nano sensors and multi-

agent deep reinforcement learning technology to establish a pose detection method with good 

performance. The results show that the detection accuracy of the proposed method is more than 90% 

for straight sliding, inclined sliding, lateral sliding, plough sliding, plough turning, lying down and 

standing up. The accuracy and precision of the proposed method are 0.97 and 0.98, respectively, the 

recall rate is 0.95, the specificity is 0.98, the pose detection accuracy is higher, and the practical 

application effect is better.  However, the data used in the experimental process are not massive 

enough, and the data sets used are mostly volunteer body data with relatively good kinematic functions, 

which have some deviation from the real-life human pose, especially the subtle information 

characteristics in the process of human pose transformation. Therefore, in the future there is a need to 

conduct experiments using a larger number and more types of data to improve the shortcomings of 

proposed method and expand the application scope of proposed method. 
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