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Abstract: Deep learning has provided powerful support for person re-identification (person re-id)
over the years, and superior performance has been achieved by state-of-the-art. While under practical
application scenarios such as public monitoring, the cameras’ resolutions are usually 720p, the captured
pedestrian areas tend to be closer to 128 × 64 small pixel size. Research on person re-id at 128 × 64
small pixel size is limited by less effective pixel information. The frame image qualities are degraded
and inter-frame information complementation requires a more careful selection of beneficial frames.
Meanwhile, there are various large differences in person images, such as misalignment and image
noise, which are harder to distinguish from person information at the small size, and eliminating a
specific sub-variance is still not robust enough. The Person Feature Correction and Fusion Network
(FCFNet) proposed in this paper introduces three sub-modules, which strive to extract discriminate
video-level features from the perspectives of “using complementary valid information between frames”
and “correcting large variances of person features”. The inter-frame attention mechanism is introduced
through frame quality assessment, guiding informative features to dominate the fusion process and
generating a preliminary frame quality score to filter low-quality frames. Two other feature correction
modules are fitted to optimize the model’s ability to perceive information from small-sized images.
The experiments on four benchmark datasets confirm the effectiveness of FCFNet.
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1. Introduction

Video surveillance is an important part of the security protection system. By aggregating
surveillance video data together, a large area with multiple cameras can be monitored. However, with
the rapid growth of monitoring data, limited professional identification personnel even have difficulty
in analyzing and processing large amounts of data with high precision. The drawbacks of inaccurate
and inefficient traditional manual visual inspection are more obvious. Under the modern situation of
increasing demand for security, intelligent analysis of video content based on deep learning can
effectively improve the efficiency of the monitoring system.

The whole body information of pedestrians, which is collected by cameras at the top view angle, can
be used to lock and identify pedestrians. But there is generally no overlap between multiple cameras
during the deployment of image acquisition devices for practical application scenarios. The research
of Person Re-Identification (person re-id) [1, 2] in the field of computer vision enables cross-camera
tracking of a given pedestrian, thus solving the problem that person retrieval becomes more difficult
without continuous field-of-view information. The vigorous development of deep learning enables
person re-id processing models to demonstrate more accurate decision-making power in an optimized
process, which can adapt to the rapid growth of mass monitoring video data [3–5].

Based on surveillance video data, many excellent person re-id research works emerge, they mainly
focus on two key points: extracting image spatial information and promoting temporal information
cooperation. In order to extract pedestrian features from images adequately, many methods have to
pay attention to how to deal with the variances of person re-id, such as handling pedestrian area
misalignment [6–8], resolving the noise of image [9–11], adapting to imaging condition
differences [12–14], and so on. The methods of mining local details of pedestrians also show their
advantages [15–18]. To exert the informative value of video sequences, many methods to study
temporal relationships between frames were developed to fuse frame-level features, such as utilizing
RNN [19–21], temporal attention [22–24], optical flow [25, 26], and so on. Most outdoor surveillance
cameras capture the entire scene at a megapixel resolution (1280 × 720 = 921,600). As shown in
Figure 1, the pedestrian areas are detected and clipped from the scene with a pixel height of
approximately half the common person re-id pixel height of 256, closer to 128 × 64. Fewer pixels
mean less effective information, and the overall quality of frames in the entire video sequence is
decreased, it is more difficult to fully distinguish interfering pixels from pedestrian pixels, and not all
frames can provide beneficial information for feature construction.

(a) 86 × 39 (b) 103 × 45 (c) 142 × 55

Figure 1. Examples of video images collected from real-world surveillance. According to
the pixel sizes of person areas indicated under each subgraph, the heights of person areas
marked by red boxes are closer to 128.
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In this paper, we propose a Person Feature Correction and Fusion Network (FCFNet), which can
extract person spatial features better by eliminating both misalignment and noise interference as much
as possible under the limited information of small-sized images. On the other hand, the overall
reduction of information also makes some low-quality frame images unable to provide more help to
enhance the robustness of person features. The total amount of these low-quality frame images cannot
be underestimated, which wastes valuable storage resources and searching time. We study filtering
low-quality frames to improve the proportion of important information while ensuring recognition
accuracy. The combination of person feature correction and frame filtering promotes the integration
of valuable information in the spatial dimension of frames and the temporal dimension of the entire
video. In conclusion, the main contributions of this paper are threefold:

1) For the monitoring scenes with less pixel information, we guide the redundant backgrounds
deletion of 128 × 64 size person images based on affine transformation to reduce the
entanglement of unrelated information with subsequent re-id features.

2) We introduce a pixel-level attention mechanism to enhance the attention of irregular pedestrian
areas, reduce the interference of noise, and mine more discriminative features in the spatial
dimension.

3) We utilize the inter-frame attention mechanism to obtain the importance score of each frame
image in the video sequence, which ensures the identification accuracy while reducing resource
allocation on frames that have little help in feature representation.

2. Related work

The critical points of video-based re-id are to extract robust person representations in both spatial
and temporal dimensions. We succinctly present typical works closely related to ours in this section
from two aspects: extracting image spatial information and promoting temporal information
association.

2.1. Extracting image spatial information

The video sequence is essentially composed of multiple frame images. Some image-based person
re-id works also provide rich ideas for extracting spatial features. Early on, there are many hand-crafted
feature representation-based approaches have been proposed to deal with various conditions [27–30],
mainly focusing on investigating pose, background, viewpoint, and illumination changes.

The maturity of deep learning is complemented by the emergence of large-scale datasets [3–5],
the methods combined with deep neural network shows their ability to extract high-level features.
Representation learning and metric learning are the two most basic directions for person re-id [1,
2], their loss measurement ideas are different. The representation learning based methods [31, 32]
can automatically extract representation features from original images according to mission objectives
through neural networks, and deal with person identification from the perspective of verification or
classification. Geng et al. [31] calculated the loss of classification error based on the predicted ID, and
judged whether two pictures belong to the same pedestrian to obtain verification loss. And the metric
learning based methods [33, 34] often use loss measures such as Contrastive Loss and Triplet Loss to
reduce the similarity between different person features and the diversity of the same person features.
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On the basis of these two directions, many studies have explored different challenges in mining richer
person information.

To learn a sufficiently generalizable model, some studies [15, 17, 35] additionally utilized the
attributes of pedestrian pictures, such as gender, hair, clothing, and so on. Lin et al. [15] used output
features to simultaneously predict the ID information and various pedestrian attributes of persons,
which enhances the generalization ability of the network. Li et al. [17] explored the alignment
between human attributes and corresponding local areas, learned the semantic information of the
attributes that remain unchanged in multiple domains. Considering the image variances due to noise,
misalignments and different perspectives, and so on. Hou et al. [16] proposed BiCnet with two
branches, each appended with multiple parallel spatial attention modules, focusing on different
complementary regions in consecutive frames. Wang et al. [11] semantically aligned the active
regions corresponding to specific human body key points in multiple channels of different images,
suppressing the negative impact of occlusion on global feature extraction. Wang et al. [8] proposed a
framework containing three branches, inserted a full attention block into an attention branch
combining foreground and background information to create attention information in channel
direction and spatial direction to adapt to pedestrian misalignment. There are also methods [6, 7] for
aligning pedestrian regions based on affine transformations. Zheng et al. [36] used verification loss to
constrain the training and proposed an attention-driven two-branch structure model to adapt to spatial
positioning and viewpoint variance. Li et al. [14] considered that the features of the same pedestrian
under different viewpoints have different discrimination abilities, inferred aggregated multi-view
features from single-view images, and achieved a comprehensive description of pedestrian appearance
to improve recognition performance. Li et al. [13] further focused on the risks of privacy leakage and
data loss that could arise when addressing the diversity of camera views and body postures. To
capture the nuances of pedestrian differences, some studies focus on dividing the entire feature map
by predefined strips [37, 38], combining local features with global features [39], and so on. Wang et
al. [18] fully aggregated the local features from the same body part to obtain corresponding class
markers, enabling domain alignment and classification of human body parts without pseudo-label
prediction. In addition, Zhu et al. [12] focused on different camera imaging conditions and light
variation differences to solve individual cross-domain problems.

With less pixel point information, it is more laborious to distinguish between interfering pixels
and pedestrian pixels in a small range of sensing fields. After multilayer convolution, the person
information becomes more entangled with unrelated information in the deep features. Eliminating
specific variance is not robust enough in harsh scenarios.

2.2. Promoting temporal information association

Compared with several pictures, video sequences hold more spatiotemporal information for person
re-id. Video-based person re-id further studies how to better fuse frame-level features based on
extracting spatial information of images. Common time-domain modeling methods for aggregating
inter-frame features are temporal pooling, RNN [19–21], temporal Attention [22–24], 3D
Convolution [40] and so on.

McLaughlin et al. [19] adopted CNN-RNN network architecture, took RGB and optical flow
information as inputs, attached RNN to the convolution layer to allow time information to flow in
time steps, and then aggregated features of all time steps based on temporal pooling. Rahman et
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al. [24] proposed a time domain model based on the fully convolutional network to generate the
attention score of video frames. They treated time attention as a sequential annotation problem. The
final feature vector of video level is the average of attention pooling and conventional temporal
pooling. Zhao et al. [23] re-weighted the frame features based on person attribute groups. Similar to
Lin et al. [15], they designed a multi-task network to recognize the pedestrian ID and attributes
simultaneously, learned the weights of each frame based on different attribute groups, and
concatenated the fused grouping features and global features as re-id metrics. Gao et al. [22] proposed
an attention generation network based on time convolution to extract inter-frame information. The
extracted spatial feature sequence is taken as the input of the temporal convolutional layer, and the
temporal attention of inter-frame features can be obtained by using a concise and effective attention
generation structure. Li et al. [41] proposed combining short-term and long-term modeling when
fusing the features of frames. Dilated Convolution is used to convolute the adjacent frames of the
current frame together to achieve short-term modeling. Based on the relationship between frames, the
information contained in all frames is selectively given to the current frame to simulate long-term
modeling.

Although simple in structure, temporal convolution can provide effective help for the weighted
fusion of frame-level features. Most research methods consider fully integrating the entire video
sequence information. However, with the reduction of pixel size and overall degradation of video
frame quality, many frame images may not be able to provide help for the formation of person
features with high recognition, or even interfere with the feature expression.

3. Person feature correction and fusion network

In actual video surveillance scenes, the captured images tend to have smaller pixel sizes. Compared
with the commonly used 256 × 128 sizes, all frames have less discriminative information, and contain
more interferences that are difficult to distinguish from pedestrian pixels, such as misalignment and
image noise. In this section, we first demonstrate an overview of our FCFNet, then present the design
of each sub-modules from two aspects: correcting the frame-level features and fusing high-quality
features.

3.1. Overview of the proposed method

The entire flowchart shown in Figure 2 includes a backbone, two processes, and three sub-modules.
The first process is the pre-training based on the backbone ResNet-50 [42] to generate frame quality
scores, which can help us filter frames suitable for the overall video-level feature expression. The
Frame Quality Assessment Module (FQAM) uses temporal convolution to introduce an inter-frame
attention mechanism, which weights the frame-level features “Res5f” of a video in parallel, enhances
the comparability of features, and promotes the dominant role of features with rich content information.
The convolutional output obtained by this module can reflect the frame quality from specific values
after numerical scaling. Then, we ensure the model detection capability by filtering the appropriate
proportion of low-quality frames and conducting subsequent experiments using lightweight datasets.

The second process is to insert two sub-modules on the basis of backbone to compel the feature
correction of person areas, we use the initial uncorrected features “Res2c” and “Res4f” output from
the second stage “Conv2” and fourth stage “Conv4” of the ResNet-50 in the first process to eliminate
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the variances, reducing the resource occupation of irrelevant information in the feature construction
process. Inspired by the success of Spatial Transformer Networks (STN) [43] in classification tasks,
we designed a global alignment module (GAM), which uses high-level semantic features “Res4f” to
guide the affine transformation from shallow “Res2c” to align pedestrian areas, and eliminates most
of the redundant background interference at the front of the model input. To further adapt to irregular
pedestrian areas, we develop the Pixel-Wised Attention Module (PWAM), which introduces the pixel-
level attention mechanism to focus the model on the human body. With the cooperation of GAM and
PWAM in front and back of the network, features that are helpful for pedestrian identification can be
extracted from small-size images and then fused into video-level features by FQAM to give full play
to the data advantage of video-based re-id.

Original video sequence Filtered frame sequence
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Figure 2. Illustration of the structure and workflow of the proposed FCFNet. It possesses
three key sub-modules (i.e., PWAM, GAM and FQAM). The FCFNet first pre-trains the
backbone, generating middle-level features and frame importance scores. Different sub-
modules are embedded parallelly in different locations of the backbone.

3.2. Correcting large variances from image features

We design PWAM and GAM for reducing the background noise influence and aligning person areas,
respectively, and the two sub-modules act on the model simultaneously to correct frame-level features
in parallel.
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3.2.1. Pixel-Wised attention module

In this parallel sub-module, we employ an attention-based method to reduce the attention resources
allocated to the image noise parts under the convolutional receptive field, eliminate interference such
as occlusions and hybrid backgrounds, and propose the Attention Generate Module (AGM). As shown
in Figure 2, AGM is followed by two “Conv Block” connected by MaxPool to output the final features,
where “Conv Block” is composed of a convolutional layer, a Batch Normalization (BN) layer and a
ReLU activation layer.

The AGM presented in Figure 3 fetches the middle-level features “Res4f” of “Conv3 5” (the
structure of the third to last stages in ResNet-50) as its input and outputs the predicted pixel-level
importance score weighted features, where the importance score represents the importance of each
pixel. The person area pixels that contribute to pedestrian identification will get a higher score, while
the pixels of the obscured parts and the background areas will of course be given lower scores. After
weighting by importance scores, the degree of influence of noise pixels on the representation of image
features is mitigated. The AGM is a lightweight architecture composed of three convolution layers,
the kernel size of the first convolution layer is 1 × 1 and its output dimension is 512, the kernel size of
the second one is 3 × 3 and its output dimension is maintained at 512, the last convolution layer
outputs the features of 1 channel with a kernel of 1 × 1. The activation function in conjunction with
the first two convolution layers is ReLU. For the final output scores need to be rescaled to the [0,1]
range using the Sigmoid function. Then, before multiplying with the original feature map, it needs to
be expanded to the corresponding dimension. The above process of weighting the internal coordinates
of the feature maps can be described as a concise set of formulas, in which the middle-level feature
maps F ∈ RC×H×W is used as the input of AGM, and the resulting score map can be represented as:

S = σ( fAGM(F)) ∈ [0, 1], (3.1)
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Figure 3. Structure of the Attention Generate Module. AGM takes the middle-level features
as input. The probability map is generated through some convolution layers. Then each
channel of the middle-level feature maps multiplies the score map to get the attention feature
maps. Color maps are used here for viewing.

The Sigmoid function represented by σ(·) outputs score map S with dimension H × W. And the
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homologous attention feature map Fatt can be obtained according to the following formula:

Fatt(c, x, y) = S (x, y) · F(c, x, y), c ∈ {1, 2, ...,C}. (3.2)

The coordinate (x, y) is used to traverse all locations of the feature space. The illustration of AGM can
be seen in Figure 3.

3.2.2. Global alignment module
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Figure 4. The details of the GAM. GAM takes the middle-level feature maps as input and
learns the affine transformation matrix θ, outputs the transformed feature maps.

Due to the automatic detection of human areas and uncontrolled body movements, misalignment
is a common problem in person re-id. STN [43] is a popular module for spatial transformation. It
has shown effectiveness in image classification tasks. Inspired by this insightful work, we design
the GAM shown in Figure 4. Here STN utilizes the global feature maps as the input to learn the
affine transformation matrix. The STN consisted of localisation network, grid generator and sampler.
The localisation network contains some hidden layers, which can take the middle-level feature maps
“Res4f” as the input and outputs the transformation matrix θ. Output θ is used for spatial transformation
and different transformation types correspond to different sizes of θ. In this paper, θ is a 2 × 3 matrix
for the 2D affine transformation. The grid generator uses the affine transformation matrix θ as input
to build a regular sampling grid G = {Gi} at the “Res2c” scale, where Gi = (xt
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where (xs
i , y

s
i ) is used to traverse the input feature maps, and (xt

i, y
t
i) corresponds to the target

coordinates mapped into the output features according to the regular grid. Finally, the sampler
generates the sampled and corrected resulting features from the input feature “Res2c” according to
the sampling grid. The necessity for rotation is often not obvious as the pedestrians tend to be
standing postures in person re-id task. So we fix θ12 = θ21 = 0 in Eq (3.3) and learn the other four
parameters (i.e. the parameters for translation and scale). As shown in Figure 2, the corrected features
of the GAM continue to be transmitted to “Conv3 5” to output the final features.

3.3. Frame-level feature fusion and evaluation

We design the FQAM, and its workflow is shown in Figure 5, which introduces an inter-frame
attention mechanism based on the convolutional layer to provide weights for frame-level feature fusion
and importance scores for frame quality evaluation.

S
p

atial

A
v

g
P

o
o

lin
g

Attention Conv

3×3, 1 channel

Global feature maps

[T×C×W×H]

[T×1×W×H]

Sigmoid

[T×C×W×H]

Weighted feature maps

T

WH
1

[T×1×W×H]

Features weights

T

C…

WH

Expand

C

[1×C]
Video-level

features

Weighted

Mean

WH

C

T

Convolution-based weight generation Frame Importance

Calculation

T
1

C

[T×C]
T

WH

C

…

Proportion 

Calculation

Sum

WH

T

1

T

1WH

[1×T]

Quality Scores

Figure 5. The workflow of the FQAM. This module introduces an inter-frame attention
mechanism, which guides informative features to dominate the fusion process, and generates
frame importance scores to optimize model input.

3.3.1. Convolution-based weights generation

The image is mapped to the global feature map F ∈ RC×H×W after spatial feature extraction, and the
frame image sequence is converted into a sequence consisting of multi-dimensional frame-level
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feature maps. If temporal pooling is applied directly to the feature sequence, the values of each
element on the frame feature will be integrated into the average or maximum values of the
corresponding dimensions. However, the direct action between high and low activation values does
not take into account the different frame quality and information content. The pixel-level attention
mechanism focuses on differences in importance of pixels in an image. Similarly, we can introduce an
inter-frame attention mechanism to adjust the component values at the level of serial data to enhance
the comparability of corresponding points in different frame-level feature maps. Besides RNN and
LSTM [19, 20, 44], some work uses convolutional networks to process serial data. The convolution
layer is simple in structure, allows parallel computing output. Gao et al. [22] further validated the
feasibility of generating weights by convolution. We employ a 3 × 3 convolution layer with 1 channel
to model the elements that are already present in the feature map sequence to predict frame-level
weights, as shown in Figure 5. The T × C ×W × H multi-channel feature information is processed in
parallel, and each frame feature’s appropriate weights V ∈ RH×W for value adjustment is obtained
using the nonlinearity of the convolution layer. After activation and expansion, V ∈ RC×H×W is
assigned to the original frame features. By using the loss function constraint, the quality information
is incorporated in advance for later average fusion.

3.3.2. Frame importance scores calculation

Intuitively, the introduction of the frame-level attention mechanism takes the feature quality level
of the entire frame sequence into account. The larger the generated weights, the greater the
dominance of the corresponding elements in mean fusion, and the more information provided for the
model to identify pedestrian identity. We believe that the uneven quality of features originates from
the difference in image content. Video sequences captured in actual application scenarios contain
more noise, misalignment and other bias interference. Some frames with poor quality even hinder the
overall video-level feature representation. By introducing frame-level attention mechanism, the
ability of the image to express pedestrian identity can be measured numerically. We can reuse the
frame-level attention weights, filter the input of the model by deleting some low-quality frames,
improve the quality of feature expression and reduce training overhead. As shown in Figure 5, the T
frame-level features F ∈ R1×C fuse with each other at the same element location, and the weight of
one element on the feature map only affects the importance of elements between frames in the first
dimension. Therefore, direct summation of the values on a whole weight map can easily result in the
small weights corresponding to the elements with large values being overwritten by the large weights
of the small value elements. For a video sequence, we regularized all the weight maps values
V ∈ RH×W to the equivalent ratio level, i.e. under different feature maps, the elements’ weights in the
corresponding locations are converted into percentages and then sum them as frame quality scores
(Qs), as described below.

vi
x,y =

vi
x,y∑T−1

i=0 ν
i
x,y

× 100.0, i ∈ [0,T − 1] , x ∈ [0,W − 1] , y ∈ [0,H − 1] (3.4)

Qsi =

W−1∑
x=0

H−1∑
y=0

vi
x,y (3.5)
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where i traverses the T -frame and (x, y) traverses the elements of the two-dimensional weights V ∈
RH×W , and vi

x,y is the weight value after conversion to ratio at position (x, y).

4. Experiments

In the experimental session, to appraise the proposed FCFNet, we implement extensive experiments
based on four popular datasets [3–5,45]. We started with the ablation studies to examine the rationality
of each component in our framework. Then, we present the overall results and contrast the proposed
network with some recent methods to evaluate its effectiveness. All experiments are based on the
NVIDIA GeForce GTX 1080 Ti GPU and implemented using PyTorch.

(a) MARS (b) DukeMTMC-video

(c) PRID (d) ILIDS-VID

Figure 6. Sample frames from four benchmark datasets. Randomly select one video in each
dataset, and then extract 6 frames from each video.

4.1. Dataset and evaluation metric

We experiment with four benchmark datasets, which are widely used in many works. As shown
in Figure 6, the large variance makes these datasets challenging, especially in iLIDS-VID [4], which
includes frequent misalignments, occlusions, and other noise. MARS [3] is a large-scale video-based
re-id dataset, its trajectory sequences are automatically generated by DPM and GMMCP [46]. The
detection and tracking errors make the records contain more interference. This dataset contains 1261
pedestrian trajectory video sequences captured by 6 cameras with an average of 60 frames. There
are 625 persons for training, corresponding to 8298 videos. The remaining 636 persons are used as a
test set, of which 1980 sequences are for queries and 9330 are for the gallery. DukeMTMC-video [45]
uses DPM target detection, involving 8 cameras, comprising 1812 pedestrians and 4832 video track
sequences containing 169 frames on average. 2196 videos of 702 persons are used for training, 702
videos of the other 702 persons for querying, and 1934 videos of 1110 persons in the gallery, of which
408 are interferers. PRID [5] is a handcrafted dataset collected by 2 static cameras in a spacious
outdoor environment with less background noise and obstruction. The 200 pedestrians in the dataset
have 1 record in each of the two perspectives, totaling 400 videos, averaging 100 frames. The training
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set randomly selected 100 persons, and the other 100 persons became the test set. The training set
uses a total of 200 video sequences under both cameras concurrently, while the query set and the
gallery set are from the remaining 100 sequences under two cameras respectively. ILIDS-VID [4]
is taken from the airport reception hall during busy hours. The video tracks of 300 pedestrians are
captured by 2 cameras without overlapping fields of vision. Each pedestrian has a pair of handcrafted
tracks, including 600 videos, with an average of 71 frames. 300 videos of 150 persons are used as a
training set, and the videos of the other 150 people under two cameras serve as querying and gallery,
respectively.

We utilize the standard evaluation protocol to evaluate model recognition ability, on all benchmark
datasets, we use the Cumulative Matching Characteristics (CMC) at rank-1, rank-5 and rank-10 to
evaluate the ranking hitting accuracy of model retrieval targets, and utilize the mean Average Precision
(mAP) to evaluate the overall retrieval effect of the model.

4.2. Implementation details

4.2.1. Backbone

In some person re-id studies [6, 47, 48], the IDE model [49] is a popular deep learning baseline,
which uses ResNet-50 [42] as the backbone. When IDE model is applied to some particular tasks, the
output dimension of its last fully-connected layer is often set to the identities’ number of the input set
(e.g. 625-dim in the MARS training set). The parameters pre-trained in ImageNet [50] will provide
support for model initialization. During testing, the outputs of the last pooling layer “pool5” of the
entire backbone are fused as the frame-level feature representations. Inspired by the effectiveness of
BNNeck [51], the last stride of our ResNet-50 is 1. We use the strategy of direct addition of cross
entropy ID loss and triple loss to learn person features, so that the original “pool5” layer features are
used for triplet loss calculation, and then attach a BN layer to the “pool5” layer to restrict features
to the supersphere, reduce the feature distribution area, and use the features behind the BN layer to
accelerate the convergence of ID loss. Under this structure, we take features passing through the BN
layer as the last frame-level features.

4.2.2. Training strategy

In order to implement batch gradient descent, the following video frame sampling methods are used
to process video sequences with different lengths. For the training process, we randomly extract T = 6
frames from each video sequence as input clips. After several epochs, most frame images in the video
have the opportunity to participate in the training.

We set the training batch size to 24, for larger MARS [3] and DukeMTMC-video [45] datasets
with more sampling cameras, we extract 4 clips for each of the 6 identities in the same batch. For
smaller PRID [5] and iLIDS-VID [4] datasets, we extract 2 clips for each of the 12 identities. The
model iterates for 200 epochs with parameters tuned by the Adam optimizer, which we set to have an
initial learning rate of 1.0 × 10−3 and a weight decay of 5.0 × 10−4. Meanwhile, we adopt a warm-up
strategy to promote more stable model convergence, specifically by linearly incrementing the learning
rate from a smaller value of 3.5 × 10−6 to a preset initial learning rate of 3.5 × 10−4 during the first 10
epochs of training, while adopting the MultiStepLR strategy, the learning rate decayed by 0.3 every 35
epochs. We resize all images to 128×64 pixels, smaller than most video-based person re-id studies. In
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order to enrich the input data during the training phase, we introduce random erasing [52] and random
horizontal flipping strategies, setting both their execution probabilities to 0.5, and finally input the
normalized frame images into the model.

4.2.3. Testing details

In testing, for queried and gallery videos, we divide the whole video sequence into T = 6 consecutive
clips, each clip extracts video-level features separately, and then all video-level features are averaged
to serve as the ultimate feature of the entire video. If the fragment is not long enough, fill it with the
existing frame image.

Based on the above backbone structure, the baseline uses the output features adjusted by the BN
layer as the frame-level feature representation. Based on feature fusion, the GAM module acts on the
front end of the backbone without affecting the number of final output branches. The size of model
output features is the same as the baseline (i.e., 2048 dim), while the PWAM module acts on the back
end of the backbone, adding another output branch, we test the independent PWAM branch (i.e., 2048
dim) and its combination with the backbone output (i.e., 2048 × 2 dim).

4.3. Ablation study

In this subsection, following the same experimental settings, we conduct several equitable
self-reflection experiments on each sub-module based on PRID and iLIDS-VID to certify the design
rationality and effectiveness of FQAM, PWAM and GAM components of the FCFNet, respectively.

Table 1. Ablation study results of feature fusion methods. Rank-1,5,10 Accuracy (%) and
mAP (%) are shown.

Fusion Methods
PRID ILIDS-VID

Rank-1 Rank-5 Rank-10 mAP Rank-1 Rank-5 Rank-10 mAP
Temporal MaxPooling 85.00 96.00 99.00 89.98 72.67 90.00 97.33 80.67
Temporal AvgPooling 85.00 96.00 99.00 90.11 72.00 91.33 94.67 80.68
Feature Attention 89.00 96.00 98.00 92.18 78.67 90.00 94.00 84.15

4.3.1. Effectiveness of the FQAM

We design the Frame Quality Assessment Module (FQAM) to support the last frame-level feature
fusion and input frames filtering. We will design two-part ablation experiments to verify the advantages
of FQAM structure design, show the effect of filtering frames under each dataset, and determine the
appropriate deletion proportion.

First, to verify that the convolution-based feature weight generation of FQAM is better than
ordinary temporal pooling, we perform feature fusion methods effect contrasts as shown in Table 1
without removing any frames. As shown in the third line, the attention mechanism was used to adjust
the strength of inter-frame feature interaction intensity, and to facilitate feature weighting fusion into
video-level features. On PRID, 89.00% of rank-1 and 92.18% of mAP are obtained, and on
iILIDS-VID, the rank-1 and mAP are 78.67 and 84.15%, respectively. Compared with the other two
temporal pooling methods, feature attention has achieved significant improvement. On PRID, rank-1
and MAP increased by 4.00 and 2.20% respectively compared with MaxPooling. And compared with
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AVGPooling, rank-1 and mAP increased by 4.00 and 2.07%. On iILIDS-VID, compared with the two
pooling methods, rank-1 increased by 6.00 and 6.67% respectively, and mAP increased by 3.48 and
3.47% respectively. The first two pooling methods have similar results. MaxPooling can cause severe
information loss by discarding all the non-maximum activation values in most features. And
AvgPooling may counteract the high and low activation values and lose discriminant information. The
feature attention adjusts the values of features so that the corresponding features of the information
frames can play more roles, enhancing the comparability between the frame-level features.

The second part of the ablation experiment in this module is to find the appropriate filtering
proportion on each dataset. After experimentation as shown in Table 2, we find that deleting some
frames can even improve the model detection capability compared to the baseline model of keeping
all frames, implying that by eliminating some low-quality frames, the model can adapt to the overall
video quality degradation caused by the reduction of pixels. Deleting some poor frames can reduce
the overhead of model training, speed up detection, and reduce the storage of redundant information.

Table 2. Proportion validation of interference frames of each dataset. Rank-1 Accuracy (%)
and mAP (%) Are Shown. The underlined numbers correspond to the outcome at the final
chosen proportion.

Proportion
MARS DukeMTMC-video PRID ILIDS-VID

Rank-1 mAP Rank-1 mAP Rank-1 mAP Rank-1 mAP
0.00 79.40 65.06 88.75 87.05 89.00 92.18 78.67 84.15
0.05 78.91 64.28 88.75 86.95 88.00 91.66 78.67 84.33
0.10 78.91 64.45 89.03 86.83 89.00 92.68 77.33 84.41
0.15 79.18 64.87 89.46 87.51 86.00 91.49 78.67 84.80
0.20 78.53 64.06 89.89 86.91 86.00 91.32 81.33 87.26
0.25 78.64 64.52 89.60 87.16 88.00 92.65 74.00 81.74
0.30 78.26 63.77 88.89 87.45 86.00 90.74 74.00 81.82
0.40 79.08 64.12 89.32 87.23 90.00 93.37 72.67 81.85
0.50 77.39 63.14 89.32 87.36 89.00 92.67 66.00 75.77
0.60 78.21 62.01 89.46 87.09 88.00 92.00 62.00 70.35

As shown in Table 2, when all generated scores are ranked in ascending order, we tested various
outcomes after deleting frames of distinct proportions. According to the experimental results, we
finally determined the proportion of subsequently deleted frames on the four datasets to 40, 50, 40 and
20%, respectively. On MARS, we actually try to swap a slight decline in indicators for a noticeable
lightweight of the dataset, with only 0.32 and 0.94% gaps from the 79.40% rank-1 and 65.06% mAP
of the baseline. On DukeMTMC-video, removing half of the frames still maintains good detection
accuracy. On PRID, when 40% of the low-score images are deleted, a certain degree of improvement
can be achieved, rank-1 and mAP increase by 1.00 and 1.19%, respectively. On iLIDS-VID, when
20% of the frames are deleted, they increase by 2.66 and 3.11%, respectively. As the deletion
proportion increases gradually, the results are close to or even slightly lower than the baseline. Take
PRID as an example, when 15, 20 and 30% are deleted, rank-1 decreases by 3.00% and mAP
decreases by 0.69, 0.86 and 1.44%, respectively. After only some of the low-quality frames are
deleted, the interference of the remaining inferior frames cooperating with the deleted frames on the
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overall feature expression will become more obvious. Therefore, significant growth can be achieved
after the appropriate proportion has been achieved, i.e., interference items have been completely
removed. On PRID, 10% more deletion than 30% can increase the rank-1 and mAP by 4.00 and
2.63% respectively. However, more deletions will affect the normal expression of frame features,
especially on iLIDS-VID. As the deletion proportion increases, rank-1 decreases rapidly.

The above data results can also be complemented by Figure 7, which presents the quality score
distributions of video frames of various lengths under each dataset. The more frames there are, the
smaller the values scattered across the weight maps and the smaller the sum. The red threshold
corresponding to the last chosen deletion proportion is often located at the local minimum of the score
distribution histogram. When there are fewer deletions, low-quality frames with no supplementary
information still exist. There is a high probability that the number of frames near the deletion
threshold will be large. As the deletion proportion increases, a great amount of information will be
lost. It is evident in the iLIDS-VID corresponding to the bottom half of Figure 7 that the frame scores
near the red deletion threshold line are densely and uniformly distributed, and a slight increase in the
proportion may result in the loss of plenty of valid frames.

(a) PRID

(b) ILIDS-VID

Figure 7. Quality score distributions of video sequences: (a) PRID, (b) ILIDS-VID. Each
subgraph corresponds to a video, where the horizontal and vertical axes correspond to the
frame quality score and the number of frames falling into the interval, respectively. The red
line identifies the screening score and the corresponding value is marked above.

Mathematical Biosciences and Engineering Volume 20, Issue 2, 3504–3527.



3519

4.3.2. Effectiveness of the GAM

With model parameters continuously updated iteratively to find the appropriate affine transformation
matrix θ, the GAM enables models to shift, zoom and crop the images with more background areas and
fills the missing parts with zero value to increase the proportion of pedestrian information in the whole
feature construction process. As shown in Table 3, inserting GAM directly onto the baseline (+ GAM),
rank-1, 5, 10 and mAP increased by 1.00, 2.00, 2.00 and 1.65% on PRID, respectively. On iLIDS-
VID, the increases are 4.00, 5.33, 2.67 and 3.99%, respectively. The iLIDS-VID is collected in busy
public places. The background of its video images is much more complex than PRID. Removing some
complicated background information has a more obvious improvement. To verify the desirability of the
learning of transformation matrix θ, we fix the θ in Eq 3.3, and no affine transformation is implemented
on the input feature maps (GAM/Fixθ). In this case, the rank-1 and mAP of GAM on PRID decreased
by 2.00 and 1.47%, respectively, and on iLIDS-VID decreased by 2.67 and 1.54%. We can notice that
the introduction of STN improves the recognition ability of the model in both datasets.

Table 3. Ablation study results of PWAM and GAM on PRID and iLIDS-VID. Rank-1,5,10
accuracy (%) and mAP (%) are shown.

Models
PRID ILIDS-VID

Rank-1 Rank-5 Rank-10 mAP Rank-1 Rank-5 Rank-10 mAP
Baseline 89.00 96.00 98.00 92.18 78.67 90.00 94.00 84.15
+ PWAM1/FixS 87.00 96.00 99.00 91.25 78.67 92.67 95.33 85.36
+ PWAM1 90.00 95.00 98.00 92.68 80.00 96.67 98.00 87.09
+ PWAM2 91.00 98.00 100.00 94.04 81.33 94.00 96.67 86.82
+ GAM/Fixθ 88.00 99.00 99.00 92.36 80.00 94.67 98.00 86.60
+ GAM 90.00 98.00 100.00 93.83 82.67 95.33 96.67 88.14
FCFNet 93.00 97.00 100.00 94.83 82.67 96.67 96.67 88.59

4.3.3. Effectiveness of the PWAM

As shown in Figure 3, the pixel-level attention mechanism introduced by PWAM coordinates the
importance of each pixel within a middle-level feature. The importance score generated by the AGM
enables the model to focus more on the pixels that contribute to person identification. In this part of the
ablation experiments, we mainly verify the necessity of generating pixel scores and test two schemes
of PWAM matching the output of the backbone.

First, as shown in Table 3, when the PWAM branch is inserted directly onto the baseline backbone
and only the output of PWAM is used to identify pedestrians (+ PWAM1), the rank-1 and mAP of
PRID increase by 1.00 and 0.50%, and the rank-1 and mAP of iLIDS-VID increase by 1.33 and 2.94%,
respectively, compared with the baseline. The improvement is more obvious on the iLIDS-VID with
serious background noise. To verify that PWAM plays an active role in the FCFNet, we eliminate
the adjustment effect of the score maps by fixing the corresponding score for each coordinate point
to 1 (+ PWAM1/FixS). As can be seen in Table 3, the mAP improved by 1.43 and 1.73% when the
score maps are updated properly. This indicates that the PWAM can comprehend how to adjust the
significance of each pixel from the input feature maps, and reduce image noise interference by focusing
on pedestrian areas.
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Next, the PWAM is inserted into the second-to-last stage of the backbone, adding a new output
branch to the entire network structure. We tested the effects of the PWAM branch working alone
(+ PWAM1) and direct concatenating with the output of original backbone (+ PWAM2). Merging the
two branches (+ PWAM2) also has a slight advantage, doubling the feature dimension to contain more
information. Compared with the baseline, rank-1,5,10 of PRID can be increased by 2.00% and mAP by
2.79%. Meanwhile, rank-1,5,10 and mAP of iLIDS-VID are increased by 2.66, 4.00, 2.67 and 2.67%,
respectively.

Figure 8 further shows the visualization of weighted attention feature maps under two video
sequences, which indicates that the feature maps pay more attention to the human body regions, and
ignore image noise and occlusions.

(a) PRID (b) ILIDS-VID

Figure 8. Feature Visualization with Pixel Level Attention Mechanism. The first row of each
group is the input native frames, and the next row is the attention feature maps of the AGM
module. Best viewed in color.

4.4. Experimental results

The performance of our modified IDE baseline is reported in the first column of Table 4. The rank-
1,5,10 accuracy and mAP on MARS are 79.40, 91.41, 93.42 and 65.06%, the corresponding evaluation
indices on DukeMTMC-video are 88.75, 98.72, 99.43 and 87.05%, respectively. 89.00, 96.00, 98.00
and 92.18% on the PRID and 78.67, 90.00, 94.00 and 84.15% on iLIDS-VID, respectively. Table 2
and Table 3 illustrate that the three sub-modules we employed all ameliorate the results compared
with the baseline, which also demonstrates the effectiveness of each sub-module. And the appropriate
deletion proportion under each dataset was also determined. The second column (FQAM) shown in
Table 4 shows the results of deleting 40, 50, 40 and 20% of the four datasets, respectively. In this
subsection, we further test the effect of inserting two other sub-modules based on FQAM. Compared
with the baseline, when FQAM and PWAM simultaneously act on the backbone (FQAM + PWAM),
rank-1 on the four datasets increases by 1.80, 2.13, 4.00 and 3.33%, respectively, and mAP increases
by 2.78, 2.27, 2.78 and 3.20%, respectively. When both FQAM and GAM are applied to the backbone
(FQAM + GAM), rank-1 indicators are 1.80, 2.28, 3.00 and 4.66% higher than the baseline, and mAP
indicators are improved by 2.26, 2.01, 1.96, and 3.78%, respectively.
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Table 4. The effects of different sub-modules and last FCFNet on four datasets. Rank-1,5,10
accuracy (%) and mAP (%) are shown. The top results are shown in boldface.

Models Baseline FQAM
FQAM FQAM

FCFNet
Weighted

+ PWAM + GAM Stitching
Feature dimension 2048 × 1 2048 × 1 2048 × 2 2048 × 1 2048 × 2 2048 × 3

MARS

Rank-1 79.40 79.08 81.20 81.20 81.41 81.14
Rank-5 91.41 90.65 92.01 91.68 92.66 91.79
Rank-10 93.42 93.64 94.46 93.97 95.05 93.97
mAP 65.06 64.12 67.84 67.32 69.24 67.50

DukeMT
MC-video

Rank-1 88.75 89.32 90.88 91.03 91.03 91.03
Rank-5 98.72 98.29 98.86 98.72 98.86 98.72
Rank-10 99.43 99.00 99.29 99.43 99.57 99.43
mAP 87.05 87.36 89.32 89.06 89.77 89.09

PRID

Rank-1 89.00 90.00 93.00 92.00 93.00 93.00
Rank-5 96.00 98.00 98.00 96.00 97.00 98.00
Rank-10 98.00 100.00 98.00 98.00 100.00 99.00
mAP 92.18 93.37 94.96 94.14 94.83 95.32

ILIDS-
VID

Rank-1 78.67 81.33 82.00 83.33 82.67 83.33
Rank-5 90.00 94.67 95.33 94.00 96.67 94.67
Rank-10 94.00 98.00 97.33 96.67 96.67 98.00
mAP 84.15 87.26 87.35 87.93 88.92 88.39

Our FCFNet has two feature correction sub-modules inserted respectively in the front and rear of
the backbone, and guides frame-level feature fusion with FQAM to achieve synergies between
sub-modules. On MARS, the rank-1,5,10 and mAP of FCFNet reached 81.41, 92.66, 95.0 and
69.24%, respectively. Indicators increased by 2.01, 1.25, 1.63 and 4.18% compared to baseline. On
DukeMTMC-video, rank-1 and mAP are elevated by 2.28 and 2.72%. The mAP improved by 2.65
and 4.77% on PRID and iLIDS-VID respectively.

FCFNet follows the dual branch combination strategy of PWAM, so the output feature dimension
is 2048 × 2. FCFNet applies each sub-module to different stages of the backbone, to verify the
reliability of this modular combination strategy, we additionally test the effect of output feature
weighted stitching of FQAM + PWAM and FQAM + GAM. The corresponding weights for stitching
here are the degrees of improvement of each model compared with the baseline on mAP. Obviously,
as shown in the last column of Table 4, features weighted concatenated into 2048 × 3 dimensions will
contain more information and may also achieve better results. The modular combination of FCFNet
realizes information aggregation, reduces feature dimensions relative to 2048 × 3, and each indicator
is comparable to feature stitching.

4.5. Comparisons with the recent methods

Most popular video-based person re-id methods are naturally based on the original 256 × 128
images, but our method is mainly aimed at the small-size person images, i.e., 128 × 64, which reduces
the amount of available pixel information and increases the challenge. As shown in Table 5, to
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compare with the methods in recent years, we also test the FCFNet in the 256 × 128 configuration.
Under 256 × 128 resolution, the GCN-based methods MGH [59] and AdaptiveGraph [58], as well

as STMN [44] and BiCnet-TKS [16], which focus on spatial and temporal dimension information,
show good performances. In these two categories, we test the re-id effect of MGH and STMN
at 128 × 64. Compared with MGH, rank-1 and rank-5 on PRID can achieve 3.0 and 4.5%
improvement, 6.0 and 12.7% higher on iLIDS-VID with more noise, indicating that FCFNet can
discriminate valid person information from fewer pixels.

Table 5. Comparisons with recent methods on mainstream datasets.

Input Size Methods
MARS PRID ILIDS-VID

Rank-1 mAP Rank-1 Rank-5 Rank-1 Rank-5

256 × 128

SFT [20] 70.6 50.7 79.4 94.4 55.2 86.5
CDIN [53] 72.5 53.6 86.6 95.9 71.2 90.2
Scale-fusion [54] 75.4 69.3 84.2 95.8 75.1 92.8
HIRF [55] 80.1 63.4 81.0 91.8 65.4 83.1
CSACSE [25] 81.2 69.4 88.6 99.1 79.8 91.8
MSTA [56] 82.3 69.4 87.6 96.0 65.3 85.0
E-GLRN [32] 83.3 70.8 91.6 99.7 81.3 93.5
M3D [40] 84.4 74.1 94.4 100.0 74.0 94.3
CSACSE+OF [25] 86.3 76.1 93.0 99.3 85.4 96.7
FGRA [57] 87.3 81.2 95.5 100.0 88.0 96.7
AdaptiveGraph [58] 89.5 81.9 94.6 99.1 84.5 96.7
BiCnet-TKS [16] 90.2 86.0 – – 75.1 84.6
MGH [59] 90.0 85.8 94.8 99.3 85.6 97.1
STMN [44] 90.5 84.5 95.0 97.0 86.0 90.8
FCFNet 88.0 82.6 96.0 99.0 87.3 96.7

128 × 64
MGH [59] 78.2 69.7 90.0 92.5 76.7 84.0
STMN [44] 80.5 69.2 89.0 92.3 72.7 80.6
FCFNet 81.4 69.2 93.0 97.0 82.7 96.7

5. Conclusions

In some public surveillance videos, the pixel sizes of person areas tend to be closer to 128 × 64,
less pixel information leads to the overall degradation of the video frame quality, and it is harder to
distinguish the pedestrian information from interferences. We construct a Person Feature Correction
and Fusion Network (FCFNet) with three well-designed sub-modules to extract the features contained
in small-sized images by combining two perspectives: correcting the spatial features and fusing more
high-quality features. After multilayer convolution, the entanglement between person information
and unrelated information becomes tighter. For the complex variance in pedestrian recognition, we
consider using affine transformation in GAM to eliminate most of the redundant background at the front
of the model input. Considering that person area is irregular due to noise such as pedestrian posture
change and occlusions, we further design PWAM, which combines pixel-level attention mechanism and
utilizes semantic information from deeper layers to refine pedestrian features. When the frame quality
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decreases, some frames may not help to form discriminative features. Based on the attentional weighted
feature fusion, we design the FQAM to obtain robust video-level features and filter the datasets through
the frame quality scores. Filtering the frame images while ensuring accuracy can reduce training costs
and improve detection speed. The experimental results demonstrate that our FCFNet can enhance the
recognition performance on four mainstream datasets under smaller image sizes 128 × 64.
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