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Abstract: Computer-aided brain tumor segmentation using magnetic resonance imaging (MRI) is of
great significance for the clinical diagnosis and treatment of patients. Recently, U-Net has received
widespread attention as a milestone in automatic brain tumor segmentation. Following its merits and
motivated by the success of the attention mechanism, this work proposed a novel mixed attention
U-Net model, i.e., MAU-Net, which integrated the spatial-channel attention and self-attention into
a single U-Net architecture for MRI brain tumor segmentation. Specifically, MAU-Net embeds
Shuffle Attention using spatial-channel attention after each convolutional block in the encoder stage
to enhance local details of brain tumor images. Meanwhile, considering the superior capability of
self-attention in modeling long-distance dependencies, an enhanced Transformer module is introduced
at the bottleneck to improve the interactive learning ability of global information of brain tumor
images. MAU-Net achieves enhancing tumor, whole tumor and tumor core segmentation Dice values
of 77.88/77.47, 90.15/90.00 and 81.09/81.63% on the brain tumor segmentation (BraTS) 2019/2020
validation datasets, and it outperforms the baseline by 1.15 and 0.93% on average, respectively.
Besides, MAU-Net also demonstrates good competitiveness compared with representative methods.
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1. Introduction

Glioblastoma, as the most prevalent malignant tumor in central nervous system [1], can be classified
into high-grade and low-grade tumors. High-grade gliomas grow rapidly and easily form abnormal
tissue, resulting in low survival rates and extremely high surgical risks. In contrast, low-grade gliomas
grow at a slower pace, and surgical resection can not only halt their progression but also reduce the
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pressure on brain tissue. Therefore, early diagnosis of gliomas is crucial in improving the patient’s
condition. Glioblastoma commonly is evaluated and diagnosed using multimodal images obtained
from magnetic resonance imaging (MRI) [2]. Since manual segmentation of tumors by medical experts
is a time-consuming and subjective process [3], there has been a growing interest in computer-aided
MRI brain tumor segmentation. Nevertheless, achieving precise automated brain tumor segmentation
remains a formidable challenge due to the substantial variations in tumor location, size and morphology
among individual patients.

In recent years, there has been rapid development of deep learning in various fields, including
computer vision and medical image analysis. Despite the successful application of various deep
learning methods [4,5] or improved algorithms [6] to MRI brain tumor segmentation tasks, the U-Net
model [7] remains the mainstream approach for this task. The U-Net architecture mainly consists of
downsampling layers for feature encoding, upsampling layers for feature recovery, and skip
connections for information preservation. Its structure is concise and flexible, and can achieve higher
segmentation accuracy with less data. To exploit the inherent spatial information of volumetric data
and enhance the contextual perception of 3D images, researchers extend the original 2D U-Net and
propose a 3D U-Net [8] that is more suitable for MRI brain tumor image segmentation. Moreover, the
potential of attention mechanisms to enhance the performance of deep learning models has been
acknowledged, and many researchers have explored their integration into the U-Net to improve the
brain tumor segmentation accuracy. Among them, Sun et al. [9] introduced additive attention in the
fusion of encoder features and features at different levels, as well as at the skip connections, enabling
more effective learning of crucial brain tumor features. Zhang et al. [10] proposed the use of attention
gate (AG) modules to automatically focus on features of different shapes and sizes, integrating them
with residual blocks in the U-Net for more precise brain tumor image segmentation. Meanwhile,
Akbar et al. [11] introduced a multipath residual attention block in the encoder, combining fused
attention and dilated convolutions, effectively enhancing the network’s ability to capture features of
small tumors. Furthermore, several other segmentation networks have also incorporated attention
modules [12,13], yielding relatively impressive segmentation outcomes. While the aforementioned
studies primarily focus on reinforcing the attention on local features in MRI brain tumor images, the
expression of global long-distance dependency features in brain tumor images is not addressed by
them. Drawing inspiration from the success of the Transformer [14] in various natural language
processing and computer vision tasks, Wang et al. [15] put forward the integration of Transformer
modules into the 3D U-Net to enhance MRI brain tumor image segmentation and achieve significant
improvements in accuracy. Subsequently, Jiang et al. [16] fused the Swin Transformer with
convolutional neural networks (CNN) in both the encoder and decoder stages, while additionally
incorporating an enhanced Transformer at the bottleneck to facilitate detailed feature extraction of
brain tumors, and experimental results also demonstrate its effectiveness. In addition, the
segmentation performance of brain tumor images was also improved by Xu et al. [17] through the
integration of CNN and Transformer into a hybrid feature extraction network.

Influenced by the achievements of the attention mechanism in MRI brain tumor segmentation and
acknowledging the constraints of a solitary attention module in capturing both local and global feature
information of brain tumors comprehensively, this study explores a mixed attention-based approach
for MRI brain tumor segmentation within the mainstream 3D U-Net framework. The proposed
method integrates both spatial-channel attention and self-attention mechanisms into the network,
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aiming to enhance the capacity for extracting local detailed features and facilitating the interaction of
global contextual information.  Specifically, the learning of local semantic features in the
down-sampling regions is enhanced by introducing the Shuffle Attention (SA) module [18] after each
convolutional block in the encoder stage. Furthermore, an enhanced Transformer module
(ETrans) [19] is introduced at the bottleneck of the 3D U-Net model to strengthen the learning of
global semantic information and broaden the receptive field for brain tumors. Consequently, a novel
hybrid attention-based 3D U-Net model, named MAU-Net, is established. Experimental validation on
the BraTS2019 and BraTS2020 datasets confirms the effectiveness of the proposed MAU-Net method
for brain tumor segmentation, as demonstrated by the results of ablation experiments and comparative
experiments, which also highlight its competitiveness compared to other representative methods. In
summary, this paper makes the following key contributions: 1) We propose a novel model called
MAU-Net for brain tumor segmentation tasks. MAU-Net not only pays better attention to the global
contextual information, but also learns more intricate local semantic features, thereby enhancing the
overall performance of the network model. 2) The original 3D U-Net architecture is extended by
MAU-Net, which incorporates the ETrans module at the bottleneck to enable the interaction of distant
information. Additionally, the SA module is introduced after each consecutive convolution block in
the encoder, thereby bolstering the extraction capability of local information. 3) Extensive evaluation
experiments are conducted on the BraTS2019 and BraTS2020 benchmark datasets for brain tumor
segmentation. The experimental results demonstrate that MAU-Net surpasses its baseline and also
exhibits competitive performance compared to other representative segmentation methods.
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Figure 1. The overall architecture of brain tumor segmentation network based on mixed
attention.

2. Methods

2.1. Overall framework

The proposed MAU-Net network is depicted in Figure 1, illustrating its overall architecture. The
network model is composed of four layers, comprising of an encoder path, four bottleneck blocks, a
decoder path and three skip connections. The input data size of the network is 4 x 128 x 128 x 128,

Mathematical Biosciences and Engineering Volume 20, Issue 12, 20510-20527.



20513

indicating an image size of 128 x 128 x 128 with four channels. As each data in the training dataset
contains four modalities, the four channels are fed into the network for learning during training. First,
to address the limitation of ordinary convolution blocks in the encoder stage, which may fail to fully
capture contextual information, SA modules are incorporated after each ordinary convolution block in
the 3D U-Net encoder stage to enhance the semantic feature learning capability of local regions. As
the data progresses through the down-sampling layers, the size is reduced by half while the number of
channels is doubled. Second, in order to address the inadequate learning of global semantic
information in CNNs, ETrans is introduced at the bottleneck block to model long-distance
dependencies in the global space. Ultimately, high-resolution segmentation results are generated by
progressively recovering features through the repeated stacking of ordinary convolution blocks and
up-sampling layers in the decoder stage. The specifics of the added SA modules and ETrans modules
will be elaborated upon in subsequent sections.

2.1.1. SA

In the context of CNNs, ordinary convolutions have limited receptive fields, which can lead to the
neglect of important local detailed features. However, in the case of brain tumor segmentation tasks,
capturing the detailed characteristics of tumor images becomes particularly crucial. Attention
mechanisms offer a solution by enabling neural networks to focus accurately on all relevant elements
of the input, thereby enhancing the performance of deep neural networks. Therefore, in order to
augment the local feature extraction capability of the encoder stage and obtain more detailed
information features, SA is introduced after consecutive convolution blocks. Additionally, since MRI
brain tumor images are in 3D format, the 2D SA module is extended to a 3D form to achieve better
segmentation results. The specific architecture diagram of the 3D SA module is depicted in Figure 2.
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Figure 2. The structure of the SA module.

In the realm of computer vision, two frequently utilized attention mechanisms are channel
attention and spatial attention. Nevertheless, exclusively relying on either channel or spatial attention
may lead to the neglect of crucial channel or spatial information. To overcome this limitation, prior
research endeavors such as GCNet [20] and CBAM [21] have amalgamated spatial attention and
channel attention into a unified module, resulting in notable enhancements. However, these
approaches still encounter computational burdens. Li et al. [22] proposed Spatial Group-wise
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Enhance (SGE) to group the inputs into multiple sub-features according to the dimension of the
channel features to represent different semantics, and applied spatial mechanisms to each feature
group by scaling the feature vector at all positions using an attention mask. Ma et al. [23] proposed
ShuffleNet v2 in which “channel shuffle” operations were defined to facilitate information
communication between different branches. Drawing inspiration from aforementioned works, Zhang
et al. proposed the SA module, which is highly efficient and lightweight while effectively combining
both types of attention mechanisms.

Specifically, the SA module initially divides the input equally into multiple sub-features along the
channel dimension and processes them in parallel. For each sub-feature, it is further divided into
two branches along the channel dimension, and attention operations are performed on both the spatial
and channel dimensions before merging them. Subsequently, all sub-features are aggregated, and
“channel shuffle” operations are employed to facilitate information communication between different
sub-features. It should be noted that, in relation to each sub-feature of the two branches, the branch
that undergoes the channel attention operation can be represented as:

1 H w -
s = Fop(Xi1) = T Z‘ ; Xu (i, j) 2.1)
X, = 0(F(5) - Xy = c(Wys + by) - Xu 2.2)

First, the input X;; undergoes global average pooling (GAP) to generate channel-wise statistical
information, denoted as s. Subsequently, a gate mechanism with a sigmoid activation function is
employed to achieve a precise and compact feature output. In this process, parameters W and b, are
utilized for scaling and biasing operations. Meanwhile, the branch that undergoes spatial attention
operation is represented as follows:

X, = o(W, - GN(X2) + by) - Xi (2.3)

In this branch, the input X, undergoes GroupNorm (GN) processing to acquire spatial statistical
information. Subsequently, F.(-) is applied to enhance the representation of this information. Finally,
adaptive output is obtained by utilizing a sigmoid activation function. The correlation between spatial
and channel attention is fully exploited by the SA module, thereby reducing the computational
burden. The integration of the SA module into the encoder stage of the network effectively enhances
the feature learning of local semantic regions.

2.1.2. ETrans

The significance of global information in brain tumor segmentation cannot be overstated.
Acknowledging the advantages of the self-attention mechanism in capturing long-distance
dependencies in images, the integration of Transformer modules enhances the interaction of global
information in brain tumor images, resulting in more precise tumor segmentation. However, the
capability of the Transformer based on ordinary self-attention is limited in small-scale networks. To
address this limitation, the ETrans module with enhanced self-attention layers is incorporated at the
bottleneck of the model to bolster the feature representation of global context. Additionally, to
accommodate the 3D model architecture, the ETrans module is modified from a 2D to a 3D form. The
specific structure of the expanded ETrans module is depicted in Figure 3.
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Figure 3. The structure of the enhanced transformer module.

The effectiveness of multiple-scale features in segmentation has been well established [24].
Simultaneously, dilated convolutions [25] provide a viable approach for capturing multi-scale
contextual information while preserving the same parameter count as standard convolutions.
Consequently, ETrans leverages weight-shared dilated convolutions in computing similarity mappings
to enhance model performance. Furthermore, recursive operations are introduced to deepen the
network and further improve its segmentation capability without increasing the parameter usage.
Notably, the integration of multi-scale information in the generation of similarity weights can be
succinctly summarized as follows:

0 =Conmv(X, W, ,r=1,g=1) (2.4)
Q = 135S iLU(Conv(Q, Wi=, 1, g = d)) (2.5)
SiLU(m) = m © sigmoid(m) (2.6)

where X, Q are the input features and the final query value, respectively, W(']‘ is the convolution kernel
weight and k,r, g,d are the convolution kernel size, dilation rate, convolution group number and
channel number, respectively. By examining Eqs (2.4)—(2.6) and Figure 3, it becomes apparent that a
linear projection is initially conducted through a 1 X 1 X 1 convolution. Subsequently, three
convolutions with different dilation rates but shared kernels are applied to capture multi-scale
contextual information. To minimize parameter costs, the number of convolution groups is set to
match the number of channels in the features. Ultimately, the parallel features from various scales are
weighted and aggregated with Sigmoid Linear Unit (SiLU) [26,27] utilized to determine the weights
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for each scale. This design allows the utilization of multi-scale information in the similarity
calculations between any pair of spatial positions for queries and keys in self-attention.
Simultaneously, the self-attention layer of ETrans is constructed by incorporating atrous self-attention
(ASA) as a nonlinear activation function and employing a recursive approach, as depicted in the
following formula:

Xiv1 = ASA(F (X, hy-y)) (2.7)
hioi = X (2.8)
x; = ASA(F(Xi-1, y-2)) (2.9)

where ?, h represent the number of steps and hidden layer features, respectively, the initial hidden
layer feature h_y = 0. F(X,h) = WX + Uyh is a linear function combining input features and hidden
layer features and Wr,Ur are projection weights, both of which are one. To restrict computational
costs, the default depth of recursion is set to two. Introducing an enhanced Transformer in the
architecture effectively models global dependency relationships, while the inclusion of the SA module
in the encoder stage enhances the capture capability of local features. The combination of
finer-grained local information with global information contributes to improving the segmentation
accuracy of brain tumors.

2.2. Loss function

Due to the significant imbalance between healthy tissues and tumor tissues in brain tumor MRI
images, the task of segmenting brain tumors encounters a severe category imbalance issue.
Consequently, the combination of dice loss Lpc and cross entropy loss Lcg is adopted as the loss
function of the network model. The combined loss function can be defined as follows:

Loss = 0Lpc + (1 — 8)Leg (2.10)

where 0 is the balance parameter from zero to one.

The dice loss function is extensively employed for medical image segmentation and facilitating
effective learning from class-imbalanced samples [28]. Conversely, the cross-entropy loss is employed
to tackle the issue of multitask imbalance by minimizing the discrepancy between training samples
and balancing metric [29]. The combination of these two loss functions contributes to alleviating the
problem of class imbalance to a certain extent. Lpc and Lcg can be defined as:

25N 9
LDczl—M @.11)
icoi + 30
Leg = =X oyilogd (2.12)

where N denotes the total number of categories, y; denotes the one-hot coding of category i and
denotes the correct prediction probability of category i.
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3. Experiments and results

3.1. Experimental settings

The experiments are conducted using the PyTorch deep learning framework on NVIDIA A10
TENSOR GPU * 4, each equipped with 24GB of Graphics Double Data Rate 6 (GDDR6) memory.
The model employs the Adam optimizer with an initial learning rate of 0.001. A momentum of 0.95
and a weight decay of le™ are used. During training, a batch size of 16 is set, and the training
iterations are performed for a total of 8,000 times.

3.2. Datasets and preprocessing

The publicly available MRI brain tumor segmentation dataset used in experiments are
BraTS2019/2020 [30,31]. The data contained within the BraTS dataset is a collection of brain tumor
mpMRI scan images acquired under standard clinical conditions and gathered by multiple universities
and hospitals using various scanning devices such as Philips (1.5, 3). Subsequently, standard
preprocessing procedures are undergoing, including conversion co-registration to a consistent
anatomical template, resampling to achieve uniform isotropic resolution (1mm?) and skull-stripping.
The BraTS2019 training dataset comprises samples from 335 patients with glioma, which include 259
cases of high-grade glioma and 76 cases of low-grade glioma. The BraTS2019 validation dataset
consists of 125 sample data. In contrast, the BraTS2020 training dataset has been expanded to 369
samples, while the validation dataset remains at 125 cases, as in the 2019 validation dataset. Each
case in the BraTS2019/2020 training dataset contains five files, including brain MRI images in four
modes (Flair, T1, Tlce and T2) and the ground truth segmentation map. Each image has dimensions
of 240 mm X 240 mm X 155 mm and is associated with annotations for four distinct categories:
Normal tissue (label 0), the non-enhancing tumor core (label 1), edema (label 2) and the enhancing
tumor (label 4). The labeling for segmentation is manually annotated by experts. The evaluation of
the segmentation performance focus on three brain tumor lesion regions: Whole tumor (WT), tumor
core (TC) and enhancing tumor (ET). The whole tumor comprises labels 1, 2 and 4, the tumor core
consists of labels 1 and 4 and the enhancing tumor only includes label 4. For both datasets, the ground
truth segmentation labels for the training dataset are provided by the organizers of BraTS, while the
labels for the validation dataset are not publicly available. To ensure the authenticity and accuracy of
the experimental results, the segmentation results are submitted to the online BraTS platform where
the evaluation results for the validation dataset are obtained.

Figure 4 shows two MRI brain tumor image samples extracted from the BraTS2020 training dataset.
The upper image corresponds to a case of high-grade glioma, while the lower image portrays a case of
low-grade glioma. Additionally, within the figure, the label 1 area is indicated by the red region, the
label 2 area corresponds to the green region and the label 4 area is represented by the yellow region.

To mitigate the impact of device noise, enhance image contrast and alleviate overfitting, the Z-
score is employed to standardize the brain tumor dataset [32]. This involves processing each image by
utilizing the grayscale mean and standard deviation. The specific calculation formula is as follows:

I H

Z= T (3.1)

where z is the input image, 7 is the normalized image, u is the average value of the input image and
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¢ 1s the standard deviation of the input image. To accommodate the relatively small proportion of
tumor regions in input images, a cropping technique is applied, reducing the size of all images to
128 x 128 x 128 for input purposes. Furthermore, various strategies are implemented to enhance
the images, including random rotation and scaling, random elastic deformation, random flipping and
intensity transformation. These strategies are aimed at improving the overall quality and robustness of
the images.

(a) Flair (b)T1 (c) Tlce (d) T2 (e) Ground Truth

Figure 4. MRI images of two brain tumors with four different modes and Ground Truth.
From left to right: (a) Flair, (b) T1, (c) Tlce, (d) T2 and (e) Ground Truth. Each color
represents a tumor class, namely, red for necrotic and non-enhancing, yellow for enhancing
tumor and green for edema.

3.3. Evaluation metric

The Dice similarity coefficient (DSC), which is frequently utilized in medical image segmentation,
is employed as the evaluation metric for model [33]. The DSC is utilized to quantify the similarity
between the segmentation results and the ground truth images, serving as a measure of set similarity.
It ranges from zero to one, with values closer to one indicating a higher degree of similarity between
the two samples. The specific calculation formula is as follows:

Di 2TP (3.2)
ce score = .
(FP +2TP + FN)

Among them, TP, FP,TN and FN represent the number of brain tumor voxels predicted correctly,
normal brain tissue voxels predicted as brain tumors, normal brain tissue voxels predicted correctly
and brain tumor voxels predicted as normal brain tissue, respectively.

3.4. Experiments and results

To validate the effectiveness of the proposed MAU-Net model for brain tumor segmentation, a series
of experiments are conducted on the BraTS2019 and BraTS2020 datasets. First, ablation experiments
are performed to assess the model’s performance. Second, comparative experiments are carried out
on the BraTS2019 and BraTS2020 validation datasets, comparing the results with other representative
segmentation networks to demonstrate the generalization capability of MAU-Net. Finally, the visual
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segmentation results of MAU-Net on the BraTS2020 training dataset compared with other approaches
are given to further illustrate the performance of the new model.

3.4.1. Ablation experiment results

In order to fully verify the segmentation performance of the MAU-Net model, ablation experiments
were performed on the datasets of BraT'S2019 and BraTS2020. In the ablative experiment of the
validation dataset, the model was trained using MRI images from the entire BraTS2019/2020 training
datasets, and 125 predictions were submitted through the official online platform for the validation
datasets to obtain corresponding DSC values. In the ablative experiment of the BraTS 2020 training
dataset, the data images from the entire training dataset are partitioned into two datasets with an 8:2
ratio for training and validation, respectively. A five-fold cross-validation approach was employed to
ensure result reliability. Ablation experiments are performed by incorporating SA modules and ETrans
modules into the baseline method, which is the three-dimensional U-Net. The ablation results of the
BraTS2019 validation dataset are presented in Table 1.

Table 1. Ablation DSC values on BraTS 2019 validation dataset.

Methods ET WT TC

U-Net 0.7703 0.8911 0.7953
SA-U-Net 0.7721 0.8975 0.8044
MAU-Net 0.7788 0.9015 0.8109

As shown in Table 1, the DSC values of the three-dimensional U-Net baseline for the enhancing
tumor, the whole tumor and the tumor core are 77.03, 89.11 and 79.53%, respectively. By
incorporating the SA module after the consecutive convolutional blocks in the encoder stage, there is
an improvement of 0.18, 0.64 and 0.91% in accuracy for the enhancing tumor, the whole tumor and
the tumor core, respectively, which proves that the SA module has a certain positive impact on
segmentation performance. Building upon this, the ETrans module is further added at the bottleneck,
resulting in the MAU-Net segmentation network, and the DSC values obtained on the enhancing
tumor, the whole tumor and the tumor core can reach 77.88, 90.15 and 81.09%, respectively.
Compared to the inclusion of only the SA module, the performance improvement of 0.67, 0.40
and 0.65% is obtained in the three lesion areas, respectively, and the accuracy of 0.85, 1.04 and 1.56%
is observed respectively compared with the baseline, particularly in the tumor core. These results
highlight the effectiveness of the proposed MAU-Net model in brain tumor segmentation, attributed to
the enhanced local feature extraction capability and the improved interaction ability of global context
provided by the two added modules.

To further demonstrate the generalization and effectiveness of the proposed method, the same
ablation experiments are carried out on the BraTS2020 validation dataset. The ablation results
obtained are presented in Table 2.

From Table 2, it can be observed that the baseline model, U-Net, achieves DSC results of 76.42,
89.52 and 80.36% for the enhancing tumor, the whole tumor and the tumor core, respectively. After
incorporating the SA module in the encoder stage, there is an improvement of 0.5, 0.44 and 0.22% in
DSC values for the enhancing tumor, the whole tumor and the tumor core, respectively. Furthermore,
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the introduction of the ETrans module at the bottleneck results in varying degrees of accuracy
improvement in the three segmentation regions, further confirming the effectiveness of the integrated
modules. The final MAU-Net model exhibits promising performance on the BraTS2020 validation
dataset, achieving accuracies of 77.47, 90.00 and 81.63% on the enhancing tumor, the whole tumor
and the tumor core, respectively, which is an improvement of 1.05, 0.48 and 1.27%, respectively
compared to the baseline. In summary, the ablation experiments on the BraTS2020 validation dataset
further validate the accuracy enhancement of the proposed model for brain tumor segmentation.

Table 2. Ablation DSC values on BraTS 2020 validation dataset.

Methods ET WT TC

U-Net 0.7642 0.8952 0.8036
SA-U-Net 0.7692 0.8996 0.8058
MAU-Net 0.7747 0.9000 0.8163

Furthermore, ablative experiments are conducted on the BraTS 2020 training dataset to
comprehensively validate the effectiveness of the added modules. The experimental findings are
presented in Table 3.

Table 3. Ablation DSC values on BraTS 2020 training dataset.

Methods ET WT TC

U-Net 0.8126 0.9034 0.8613
SA-U-Net 0.8193 0.9061 0.8649
MAU-Net 0.8350 0.9185 0.8746

Table 3 reveals that the incorporation of SA modules independently into the U-Net framework
yields superior segmentation results across all three evaluation metrics, surpassing the baseline.
Moreover, the integration of two distinct attention mechanisms in the MAU-Net model leads to DSC
values of 83.50, 91.85 and 87.46% for the enhancing tumor, the whole tumor and the tumor core
segmentation, respectively. The new model exhibits varying degrees of improvement in the three
tumor segmentation regions when compared to the baseline and SA-U-Net models, providing
compelling evidence for the significant enhancement in segmentation performance achieved by the
MAU-Net approach.

3.4.2. Compared experiment results

In this section, to ascertain the competitiveness of the proposed model, comparisons are conducted
between the segmentation experimental results of other representative models and the proposed model
on the validation datasets of BraTS2019 and BraTS2020. The comparison results are exhibited in
Tables 4 and 5.
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Table 4. DSC values of compared experiments on BraTS 2019 validation dataset.

Methods ET WT TC

Oktay et al.[34] 0.7596 0.8881 0.7720
Wang et al.[15] 0.7746 0.8933 0.8012
Akbar et al.[11] 0.7420 0.8848 0.8098
Zhang et al.[10] 0.7090 0.8700 0.7770
Tong et al.[35] 0.7510 0.8850 0.7760
Xue et al.[36] 0.7500 0.9000 0.8300
MAU-Net (ours) 0.7788 0.9015 0.8109

Table 5. DSC values of compared experiments on BraTS 2020 validation dataset.

Methods ET WT TC

Sun et al.[37] 0.7230 0.8920 0.7880
Wang et al.[15] 0.7683 0.8988 0.8116
Akbar et al.[11] 0.7291 0.8858 0.8019
Sun et al.[9] 0.7064 0.8875 0.7194
Cheng et al.[38] 0.7800 0.8940 0.8140
Jiang et al.[16] 0.7736 0.8906 0.8030
Peng et al.[39] 0.7600 0.9000 0.8000
MAU-Net (ours) 0.7747 0.9000 0.8163

Table 4 reveals that the MAU-Net model achieves DSC values of 77.88, 90.15 and 81.09% for the
enhancing tumor, the whole tumor and the tumor core, respectively. Notably, MAU-Net demonstrates
superior performance in segmenting the whole tumor and the enhancing tumor, with DSC values of
90.15 and 77.88%, respectively. Among the other representative methods compared, Oktay et al. [34]
introduced a new AG module integrated into the skip connection of the U-Net architecture to
construct a novel segmentation model. Akbar et al. [11] proposed a method that combines attention
and atrous convolution using a multipath residual attention block for brain tumor segmentation. Wang
et al. [15] enhanced the feature representation ability of global information by incorporating an
ordinary Transformer into the U-Net network. Zhang et al. [10] explored the effectiveness of a
segmentation network approach that simultaneously integrates attention gates and residual blocks.
Tong et al. [35] constructed a dual three-way CNN system, extracting comprehensive feature
information from multimodal inputs and employing a three-branch -classification block for
segmentation, with each branch trained separately. Compared with the model methods of Oktay et al.,
Akbar et al., Zhang et al. and Tong et al., the MAU-Net model exhibits significant advantages in the
accuracy of brain tumor segmentation. Furthermore, when compared to the reproduced TransBTS
model by Wang et al., the MAU-Net model achieves an improvement of 0.42, 0.82 and 0.97% in DSC
values for the three different tumor regions, respectively. This can be attributed to the presence of two
distinct attention mechanisms within the MAU-Net. Additionally, a comparison is made with the
multipath codec network proposed by Xue et al. [36], which processes various image modalities using
multiple codecs and incorporates a Squeeze-and-Excitation block to assign weights to different
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modalities. This could account for the superior performance of this method over the MAU-Net model
in tumor core region segmentation. Overall, the comparative experimental results demonstrate that the
proposed MAU-Net model enhances the accuracy of brain tumor segmentation to a certain extent and
exhibits competitive performance compared to other representative models.

The comparative experimental results on the BraTS2020 validation dataset in Table 5 reveal
notable findings. The MAU-Net model achieves DSC values of 77.47, 90.00 and 81.63% for the
enhancing tumor, the whole tumor and the tumor core, respectively. Among the other segmentation
methods compared, Sun et al. [37] constructed the ResU-Net model utilizing the residual unit module,
while Sun et al. [9] not only incorporated the additive attention mechanism to guide the scale feature
in the encoder but also introduced it to the skip connection for adaptive learning of crucial feature
information. Comparatively, the MAU-Net model exhibits clear advantages over the models proposed
by Sun et al. [37], Sun et al. [9] and Akbar et al. [11] in all three segmentation evaluation regions.
Jiang et al. [16] proposed SwinBTS, which enhances the context information learning by integrating
the Swin Transformer into the encoder and decoder of the U-shaped network. In comparison, the
MAU-Net model outperforms SwinBTS by 0.11, 0.94 and 1.33% in the enhancing tumor, the whole
tumor and the tumor core, respectively. Furthermore, the MAU-Net model approach improves the
average value by 0.41% compared to the reproduced TransBTS segmentation results of Wang et
al. [15]. Peng et al. [39] proposed AD-Net, an automatically weighted dilated convolutional network
that employs channel feature separation to learn multimodal brain tumor features. It also utilizes a
deeply supervised training technique for efficient fitting. While the MAU-Net model achieves
comparable accuracy to the AD-Net for the whole tumor, it surpasses AD-Net by more than one
percentage point in the other two brain tumor segmentation regions. These methods are sufficient to
demonstrate the superiority of the network with the integrated mixed attention mechanism proposed
by us in terms of brain tumor segmentation accuracy. Additionally, Cheng et al. [38] trained a
patch-based 3D U-Net model with soft dice loss, generalized dice loss and multi-class cross-entropy
loss, and proposed a label drop operation to address the significant class imbalance problem. The
MAU-Net model slightly falls behind Cheng et al.’s model in the enhancing tumor segmentation, but
still maintains a narrow lead in the whole tumor and tumor core regions. The aforementioned
comparison results further validate the effectiveness and competitiveness of the novel model proposed
in this paper for brain tumor segmentation tasks.

3.4.3. Visualization analysis

To provide a more intuitive and clear demonstration of the segmentation effect of the proposed
model, we additionally visualize the segmentation results by comparing the MAU-Net method with
other models. The visualization results are depicted in Figure 5, which displays three representative
cases selected to showcase the segmentation results. From left to right, the images include the Flair
image, the ground truth and the segmentation results of the 3D U-Net, TransBTS and MAU-Net
models. The segmentation results of the ground truth, 3D U-Net, TransBTS and MAU-Net are
superimposed on the Flair image. The visual image results clearly demonstrate that the proposed
model method achieves more accurate tumor area segmentation. Additionally, to provide a better
presentation of the distribution characteristics of DSC values and conduct statistical analysis, we
further present a box plot of the DSC values obtained by MAU-Net on the BraTS 2020 validation
dataset in Figure 5. It can be observed that our method still achieves a certain level of effectiveness in
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this medical image segmentation task.

(a) Flair  (b) Ground Truth (c) 3D U-Net (d) TransBTS (e) MAU-Net

Figure 5. Examples of visualization results on BraTS2020 training datas. From left to right:
(a) Flair, (b) Ground Truth, (¢) 3D U-Net, (d) TransBTS and (e) MAU-Net results overlaid on
Flair image. Each color represents a tumor class, namely, red for necrotic and non-enhancing,
yellow for enhancing tumor and green for edema.
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Figure 6. Box plot of DSC values obtained on the BraTS 2020 validation dataset.
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4. Conclusions

In this paper, we introduced MAU-Net, a novel 3D U-shaped network that leverages mixed
attention mechanisms to achieve effective brain tumor segmentation. Expanding on the
three-dimensional U-Net architecture, MAU-Net enhances the model’s capability to extract local
information by incorporating Shuffle Attention modules after the continuous convolution block in the
encoder stage. Moreover, enhanced Transformer modules were introduced at the bottleneck to
improve the model’s ability to interact with global information. A series of ablation experiments
conducted on the publicly available BraTS2019/2020 dataset demonstrated the superiority of the
proposed model over the baseline, resulting in improved segmentation accuracy of brain tumors to a
certain extent. Additionally, when compared with representative methods in the field, MAU-Net
exhibits higher average DSC values in the segmentation results, thereby emphasizing its
competitiveness in brain tumor segmentation tasks. In future work, we aim to explore the application
of the MAU-Net model to other typical medical images.
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