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Abstract: This paper proposes an anti-rotation template matching method based on a portion of 
the whole pixels. To solve the problem that the speed of the original template matching method 
based on NCC (Normalized cross correlation) is too slow for the rotated image, a template 
matching method based on Sub-NCC is proposed, which improves the anti-jamming ability of the 
algorithm. At the same time, in order to improve the matching speed, the rotation invariant edge 
points are selected from the rotation invariant pixels, and the selected points are used for rough 
matching to quickly screen out the unmatched areas. The theoretical analysis and experimental 
results show that the accuracy of this method is more than 95%. For the search map at any angle 
with the resolution at the level of 300,000 pixel, after selecting the appropriate pyramid series and 
threshold, the matching time can be controlled to within 0.1 s. 

Keywords: machine vision; template matching; rotation invariance; stable pixels; normalized 
cross correlation 
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1. Introduction  

As a basic technology, template matching is widely used in the fields of image processing and 
computer vision [1–5]. In many application scenarios, such as a robot arm grasping target and defect 
detection, the pose of the target and the height of the camera have been fixed, so the image to be 
matched often does not have scale change, occlusion or serious deformation. In such scenes, the 
matching task can be completed by using the well-known image features, and the matching method 
based on deep- learning is not cost-effective. In addition, some matching algorithms focus on solving 
the interference caused by image deformation, such as BBS [6] (Best-Buddies Similarity), DDIS [6] 
(Deformable Diversity Similarity), etc. Generally, the more robust the algorithm is to image 
deformation, the longer the matching time of the algorithm is. Feature-based methods also fail 
matching if not enough feature points are extracted, such as SIFT [7] (Scale-invariant Feature 
Transform), SURF [8] (Speeded Up Robust Features), etc. Gray-based method matching accuracy is 
not affected by the type of template map and is preferred for such scenarios. 

The most intuitive feature in an image is the pixel value, which is most sensitive to noise. SSD 
and SAD [9] adopt different error measures, add up the differences of pixel values of each 
corresponding pixel of two images, and locate the template according to the difference values. The two 
methods are simple in principle, but there is still much room for improvement in matching speed, and 
the algorithm is sensitive to light changes. On this basis, various improved algorithms have been 
proposed [10,11] to increase the anti-jamming ability of the algorithm and improve the matching speed. 
NCC [12] uses the degree of image correlation as a measure of similarity and is robust to light 
variations due to normalization operations. The zero-mean normalized cross-correlation (ZNCC) [13] 
proposed on this basis has some resistance to additive and multiplicative noise. Compared with SAD 
and SSD, NCC traverses all pixels equally, and because of its more complex similarity measurement 
formula, it is difficult to guarantee real-time matching when the search map is large. To improve NCC 
matching speed, Tsai D-M et al. [14] proposed a summation table method to calculate the mean and 
square differences of images. For the gray sum operation of all pixel points in a rectangular area, the 
number of calculations can be reduced to three times by finding the table. Noticing that the molecular 
part in the NCC measurement formula is similar to signal convolution, Cao Liangcai et al. [15] used 
the Fast Fourier Transform (FFT) to convert the molecular part in the NCC formula to a frequency 
domain calculation and improve matching speed. Since most of the regions in the search graph are not 
optimal matching regions, Mattoccia et al. [16] proposed a greedy algorithm based on the Cauchy-
Schwarz inequality. When calculating similarity using NCC, for the unmatched locations, if the 
inequality conditions are not met, the computation of similarity for the regions will be stopped directly, 
and the matching time will be reduced. Fouda [17] converted a two-dimensional image into one-
dimensional vector information by summarizing the intensity values of all rows in the vertical direction, 
and improved computational speed by reducing the amount of data. 

Although all of the above methods guarantee the matching accuracy, they have some limitations, 
such as not being suitable for rotated image matching, or matching speed is still slow. To further 
improve the matching speed while ensuring the accuracy of the algorithm, a Sub-NCC algorithm is 
proposed in this paper. The Sub-NCC algorithm adopts a hierarchical search strategy, selects rotation 
invariant points at the top level to ensure the accuracy of matching and combines the image shape with 
ZNCC to quickly screen the un-matched region. For non-top-level matching, a two-step search method 
is adopted to further improve the matching speed. 
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The remainder of this paper is organized as follows: In Section 2, the original ZNCC method is 
briefly described. In Section 3, the method we proposed is introduced in detail. Experiment is shown 
in Section 4, and the conclusion is summarized in Section 5. 

2. Original NCC 

The formula of ZNCC is given by Eq (1.1): 
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where mt and mf respectively represent the average values of the pixel values of the template image 
and the search area, and st

2 and sf
2 respectively represent the variances of the pixel values of the 

template image and the search area. The mean value of the image reflects the concentration trend of 
the overall gray value of the image. The molecular part in the ZNCC formula subtracts the mean value 
to eliminate the influence of additive noise. The variance of the image reflects the overall deviation 
degree, and the denominator part is to reduce the influence of multiplicative noise. Therefore, the 
similarity measure can solve the influence of illumination change. The mean m of the image is 
calculated according to Eq (1.2), and the variances is calculated according to Eq (1.3): 
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where h and w represent the height and width of the images respectively, and I(i,j) represents the pixel 
points located at (i, j) in the image. The original NCC algorithm is not sensitive to illumination changes. 
Figure 1 shows the matching results in the search graph with illumination changes. 

 

 

(a) Template (b) The result of matching 

Figure 1. NCC-based matching results for illuminated search maps. 
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Although the original method based on ZNCC has certain anti-interference ability, due to the 
complexity of its formula, the matching speed is far from meeting the industrial demand. 

3. Sub-NCC 

To improve the matching speed, a hierarchical matching strategy of image pyramids is used. The 
entire process includes preprocessing, top-level matching and non-top-level matching. Preprocessing 
includes the construction of the image pyramid, rotation of the template image and search of rotation 
invariant points and rotation invariant edge points, which can be completed offline. In top-level 
matching, use rotation invariant edge points to quickly filter unmatched areas, and in non-top-level 
matching, use two-step search to speed up. 

3.1. Building image pyramid 

The smaller the image size, the less time it takes to match. After building the same level pyramids 
for the template and search graph, matching only needs to be traversed at the top of the pyramid, and 
subsequent matching areas can be tracked by the top matching results. The matching process is shown 
in Figure 2. 

 

Figure 2. Process of hierarchical matching. 

Image pyramids are built from down-sampling operations. When constructing the pyramid, the 
down sampling methods include the nearest neighbor method, mean method and Gaussian sampling 
method. The results of down-sampling the image in three ways are shown in Figure 3.
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(a) Source image 

 
 

 

(b) Nearest neighbor (c) Mean value (d) Gaussian 

Figure 3. Sampling results of three mentioned sampling methods. 

When the nearest neighbor method is used for sampling, sawtooth appears at the edge of the graph. 
The down-sampling result of the Gaussian sampling method is fuzzy. Although it does not affect the 
matching result, compared with the other two sampling methods, this method takes the most time. 
Therefore, in practice, the 2 * 2 mean sampling method is used to down sample the image. The 
influence of noise pixels or pixel blocks in the original image decreases gradually with the increase of 
down sampling times. 

3.2. The rotation of template image 

When the image is rotated around the center point of the image, the pixel located at (x, y) is rotated 
to obtain (x ', y') according to Eqs (2.1) and (2.2): 

 0 0 0' ( )*cos( ) ( )*sin( )x x x y y x       (2.1) 

 0 0 0' ( )*sin( ) ( )*cos( )y x x y y y        (2.2) 

where x0 and y0 represent the abscissa and ordinate of the center point of the template image, 
respectively, and θ represents the angle of rotation. The larger the values of x0 and y0 are, the larger the 
influence of θ on the coordinate values after rotation. Therefore, for images with different resolutions, 
different rotation steps are selected, and the closer to the top layer, the larger the selected step. In this 
paper, the top-level image step is set as 15°, and 24 template images with different angles are obtained 
after rotating within 360°. The rotation steps of the latter layers are 8°, 3° and 1°, respectively. After 
rotation, 45, 120 and 360 images with different angles are obtained, respectively. A total of 549 images 
are obtained during the rotation process. 
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3.3. Obtain rotation invariant points and rotation invariant edge points 

In the process of top-level traversal, when calculating the correlation coefficient with Eq (1.1),  
the final value R will be unreliable if all pixels in the rotated image participate in the calculation. Taking 
the search map in which the target area in the image is rotated by 45° as an example, when all pixels 
in the image participate in the calculation, put the calculated |R| into a matrix of Mat type, so as to 
observe the calculation results of correlation coefficients of each area in the search map, as shown in 
Figure 4. 

 

(a) Search map with 45° target rotation 

 

(b) Matching result 

Figure 4. Matching result based on all pixels. 

Since the rotation step of the top-level template graph is 15° during preprocessing, the angle of 
the template graph is also 45 ° during the fourth traversal in the top-level matching process, and there 
is no angular deviation from the target area in the search graph. When traversing the search graph with 
the template graph of this angle, the correlation coefficient r of the best matching region should ideally 
be close to 1. When matching all pixels in the rotated template image, the best result is not ideal (where 
(14, 23) is the final best matching area in the upper left corner of the top-level image). When the score 
of the top-level best matching area is too low, the threshold condition may not be reached, which will 
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cause the best matching area to be screened out during the top-level matching, making the matching 
fail. It is found that the reason for this result is that in the process of rotating the template image, the 
interpolation operation leads to the change of the pixel values of some pixels, which finally affects the 
score. In order to improve the score of the top-level best matching, the pixel points whose pixel values 
have not changed before and after the rotation of the template image are screened. When the rotation 
invariant points are used for matching, the matching results are shown in Figure 5. 

 

Figure 5. Matching results based on rotation invariant pixels. 

When using rotation invariant pixel matching, the result is close to the ideal situation, and the 
maximum value of the calculated correlation coefficient r is close to 1. Using rotation invariant point 
matching not only solves the score problem of the top-level best matching area, but it also reduces the 
number of pixels involved in the calculation and improves the matching speed. In order to further 
reduce the matching time, the image shape is combined with ZNCC. At the same time, in order to 
ensure the accuracy of matching, it is necessary to further screen the rotation invariant edge points 
from the rotation invariant points. 

Filter the rotation invariant points of the 549 template images obtained in the preprocessing according 
to Eq (2.3), and extract the edge pixels of the image. For the convenience of observation, set the pixel value 
of rotation invariant pixels to 255 (in order to see the intermediate results more intuitively, the pixel values 
of later filtered pixels are set to 255). The filtering results are shown in Figure 6. 

 
0 '( ', ') ( , )I x y I x y

I
continue otherwise


 


 (2.3) 

 

Figure 6. Rotation invariant points. 
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where I’(x’, y’) is the pixel point in the rotated image, and its coordinates correspond to (x, y) in the 
coordinates of the original image. In the subsequent extraction of rotation invariant edge points, if the 
rotation invariant points and edge pixels are directly used to extract, the final number of pixels is not 
enough, which may lead to no discrimination in the final calculation result. In order to prevent too few 
rotation invariant edge points extracted later, eight pixels closest to the edge point are also extracted to 
form a feature pixel block. The results are shown in Figure 7. 

 

Figure 7. Edge pixel block. 

On the basis of rotation invariant pixels, filter rotation invariant edge points according to Eq (2.4): 

 
0 '( ', ') 0 || ( , ) 0bI x y I x y

I
continue otherwise

 
 


 (2.4) 

where Ib (x, y) represents the image after filtering the feature pixel block. Compared with Figure 6, 
the number of pixels finally screened is further reduced, as shown in Figure 8. 

 

Figure 8. Rotation invariant edge points. 

3.4. Selection of rotation step 

When the rotation step of the top-level image is small, more template images with different angles 
are obtained by 0 to 360 degrees rotation, which will lead to a too slow overall matching speed. If the 
rotation step size is too large, the matching accuracy will decrease, and even wrong matching results 
may be obtained. Ideally, there is no angular deviation between the target in the search graph and the 
template graph. During top-level traversal, the region in the search graph gets the highest score. By 
selecting an appropriate threshold, the coordinates and angles of the best matching region can be 
transferred to the next level of matching. Assuming that the top-level rotation step is set to 8°, 45 
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template drawings with different angles can be obtained in the process of creating template drawings, 
i.e., 0°, 8°, 16°... 352°. For the search map with the target rotated by 4°, if the coordinates 
corresponding to the maximum value calculated from the template map rotated by 0 or 8° are close to 
the actual coordinates, the final accurate positioning can also be achieved. Select different top-level 
rotation steps. During top-level matching, the maximum coordinates and actual coordinates of the 
matching results with the template map with the smallest angle deviation from the search map are 
shown in Table 1. 

Table 1. Top level coordinate results for different rotation steps. 

Rotation step of the 

top- level  

Rotation angle of the 

target 

The minimum angle 

deviation 

Matching 

coordinates 

Actual 

coordinates 

8° 4° 4° (26, 27) (26, 27) 

9° 4° 4° (26, 27) (26, 27) 

10° 5° 5° (26, 27) (26, 27) 

12° 6° 6° (27, 28) (27, 28) 

15° 7° 7° (28, 28) (28, 28) 

18° 9° 9° (0, 5) (28, 30) 

20° 10° 10° (0, 6) (29, 30) 

22.5° 11° 11° (29, 31) (29, 31) 

When the minimum angle deviation between the template image and the target is larger than 7 °, 
the top-level matching will get wrong results. Table 2 shows the maximum score calculated from the 
template diagram of the minimum angle deviation and the number of other angle scores higher than 
the value in the top-level matching when selecting a smaller rotation step. 

Table 2. The top-level score result of small angle step. 

Rotation step of the 

top- level 

The minimum angle 

deviation 
The highest score Number of other angles 

8° 4° 0.88 0 

9° 4° 0.87 0 

10° 5° 0.88 0 

12° 6° 0.85 2 

15° 7° 0.78 3 

When the minimum angle deviation of the top layer is controlled to below 7°, the best matching 
area can have a higher score, and the maximum value obtained from other angle traversals is lower 
than this score, which is convenient for selection of the threshold. Therefore, the top-level rotation 
step can be set to 15 °. Subsequent rotation steps can be set to 8°, 3°, and 1°. 

3.5. Matching process 

In top-level matching, before matching with rotation invariant points, the rotation invariant 
feature points are used for matching. The specific method is to set an appropriate threshold T (the 
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correlation coefficient calculated by local pixels is often larger than that of the whole pixel, so the 
threshold can be set near the top-level threshold). If the conditions of threshold T are met, continue to 
match with rotation invariant points (at this time, the threshold used is the top-level threshold). On the 
contrary, this area is marked as a non-matching area, and the next area is matched directly. The top-
level matching process is shown in Figure 9. 

 

Figure 9. Process of the top-level matching. 

When matching at the top level, the rotation invariant edge points are used to match before 
matching with rotation invariant points. This is done by setting an appropriate threshold T and 
continuing to match using rotation invariants if the threshold T is met. Conversely, the region is marked 
as unmatched and matched directly to the next region. After the top-level matching, record the 
coordinates and angles that meet the threshold, which will be used for subsequent matching.  

During down sampling, the length and width of the image are reduced by two times, and the next 
level coordinates tracked by the top-level matching results (i, j) are (2*i, 2*j). In order to accurately 
locate the target, the subsequent matching will be carried out in the neighborhood of 7 * 7 near the 
point. For each 7 * 7 area, the search needs to match 49 times. Because the score of the area near the 
best matching area is often very high, the two-step search method can be used to speed up the 
subsequent matching process, The two-step search method is shown in Figure 10. 

 

Figure 10. Two-step search method. 

In the first search, nine areas are involved in the calculation, and the point with the highest score 
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among the nine points is selected as the central point of the second search. During the second search, 
the scores of eight points near the point are calculated and compared with the scores of its central point. 
At this time, the point with the highest score is the coordinate of the best matching area. When using 
the two-step search method for non-top-level matching, each 7 * 7 search area only needs to calculate 
the score of 9 + 8 = 17 areas, which can theoretically double the speed. Some matching results are 
shown in Figure 11. 

  

(a) Source image (b) Gaussian blur 

 
 

(c) Salt and pepper noise (d) Rotation 

Figure 11. Matching results of different scenes. 

4. Experiment 

In order to evaluate the accuracy and matching speed of the sub-NCC algorithm under the 
conditions of illumination, blur, noise and rotation, the original NCC, the improved circular projection 
method [18] and the improved SSDA algorithm [19] are compared with the proposed sub-NCC 
algorithm. The original NCC algorithm only adopts hierarchical search strategy to speed up. 

4.1. Test chart introduction 

The resolution of the search images tested is 640 * 480, including the classic test images of Halcon 
and the images randomly screened on the COCO dataset. The template image is captured in the search 
image, with resolutions of 208 * 123 and 200 * 200. Partial search images and templates are shown in 
Figure 12. 
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(a) search images 

  
 

(b) templates 

Figure 12. Partial test images. 

4.2. Experiment and analysis 

Add salt and pepper noise, Gaussian blur, rotation, illumination change and other interferences to 
the search map introduced in Section 4.1, and finally get 1500 test maps. The image data set is shown 
in Table 3. 

Table 3. Image dataset. 

Datasets Type 

Dataset 1 Source 

Dataset 2 Salt and pepper noise, 10,000 

Dataset 3 Gaussian blur with Gaussian kernel size of 5 

Dataset 4 Rotate the image in the range of -50°–50° with 1° as the rotation step 

Dataset 5 Global illumination variation 
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The performance of the algorithm is evaluated from two aspects: the accuracy and the matching 
speed. The matching accuracy is obtained by dividing the number of accurately matched images by 
the number of all images. The matching time is the average of all image matching times. In addition 
to the failure to accurately match the target, if the matching time exceeds 0.2 s, the matching will also 
be considered as a failure. The programming language is C++ language running on a computer 
with the 64 bit operating system Windows 10. The machine is configured with an Intel Core i5-6300 (2.30 
GHz) CPU and 8 GB of memory. The accuracy and time-consumption values of final matching are shown 
in Table 4. 

Table 4. Algorithm comparison. 

Algorith

m 

Template 

resolution

Source   Illumination 

change  

Gaussian 

blur 

Salt and pepper noise Rotation Time(

ms) 

Sub-NCC 

200*200 99.99% 99.99% 99.99% 95.76% 99.99% 60 

208*123 99.99% 99.99% 99.99% 94.81% 99.99% 74 

Improved-

CPJ 

200*200 99.99% 99.99% 91.47% 84.31% 99.99% 46 

208*123 99.99% 99.99% 86.77% 78.46% 99.99% 55 

Improved-

SSDA 

200*200 99.99% 3.85% 99.99% 67.34% 99.99% 104 

208*123 99.99% 2.43% 99.99% 58.33% 99.99% 112 

Original 

NCC 

200*200 99.99% 99.99% 99.99% 99.99% 87.13% 143 

208*123 99.99% 99.99% 99.99% 99.99% 86.27% 155 

The original NCC algorithm has strong resistance to non-rotating interference, but the matching 
speed is too slow. The improved circular projection method has fast matching speed and is robust to 
illumination changes. When the image is disturbed by local noise, its matching accuracy is related to 
the size of the template image. The closer the length and width of the template image are, the more 
pixels are contained in each circular projection vector, so the higher the matching accuracy is. Based 
on the improved SSDA algorithm, in order to ensure the matching accuracy, the search image is 
processed more before matching, Especially when matching the rotated image, the top-level step size 
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needs to be set smaller; otherwise, it will get wrong matching, resulting in a slow final matching speed. 
The proposed sub-NCC algorithm is stable under the interference of all kinds of noise, and the average 
matching speed is acceptable. 

5. Conclusions 

The Sub-NCC algorithm inherits the good anti-noise performance of the traditional NCC 
algorithm, and it solves the problem of inaccurate image matching after rotation. On the premise of 
ensuring the matching accuracy, the matching speed is further improved and can meet the needs of 
industry. This algorithm also has some shortcomings, such as not setting the adaptive threshold and 
the number of adaptive pyramid layers, not considering the problem of multi-scale and so on. There is 
more to be done for the matching speed. 
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