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Abstract: The adoption of Big Data Analysis (BDA) has become popular among firms since it creates 
evidence for decision-making by managers. However, the adoption of BDA continues to be poor 
among small and medium enterprises (SMEs). Therefore, this study adopted the Technology-
Organization-Environment (TOE) framework to identify the drivers of readiness to adopt BDA among 
SMEs. Chi-square automatic interaction detection (CHAID), Bayesian network, neural network, and 
C5.0 algorithms of data mining were utilized to analyze data collected from 240 Vietnamese managers 
of SMEs. The evaluation model identified the C5.0 algorithm as the best model, with accurate results 
for the prediction of factors influencing the readiness to adopt BDA among SMEs. The findings 
revealed management support, data quality, firm size, data security and cost to be the fundamental 
factors influencing BDA adoption readiness. Moreover, the results identified the service sector as 
having a higher level of readiness toward the adoption of BDA compared to the manufacturing sector. 
The findings are imperative for the enhancement of the decision-making process and advancement of 
comprehension of the determinants of BDA adoption among SMEs by researchers, managers, 
providers and policymakers.  
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1. Introduction  

The vigorous advancement of internet technology continues to generate large volumes of data 
through several sources, such as media, the cloud, the Web, the Internet of Things and databases [1]. 
The aggregation of these sources is referred to as big data, and companies are looking to process and 
analyze these huge data sets to extract benefits [2]. As a result, numerous studies have shown the 
benefits of BDA in organizations. Specifically, the use of BDA enhances the prediction of future 
product development trends, which improves the decision-making process [2–5], and enhances supply 
chain systems [6]. BDA prediction is also paramount in the promotion of firm performance [7–9], 
improvement of marketing efficiency [5,10] and prediction of market trends [5,11]. The 
momentousness of BDA adoption culminates with the development of a sustainable dynamic economic 
system that takes advantage of current contextual demands [12]. Evidence shows that firms that 
succeed in implementing BDA primarily graduate into major cross-national corporations. Examples of 
such corporations include Google, Apple, Twitter, Uber, Walmart, Amazon, IBM Watson, Rolls-Royce, 
Toyota and others [13]. Despite the benefits of BDA for firms and economic performance, numerous 
companies still encounter an assortment of barriers that inhibit the adoption of BDA, especially by 
SMEs [14–16]. For most developing economies, SMEs are pivotal in economic development and 
validation of BDA implementation. However, Coleman et al. [17] indicated that SMEs are still slow 
in implementing BDA, as they are faced with several barriers in the application of big data [17,18]. 
Del Vecchio et al. [19] pointed out the challenges and benefits of big data for SMEs. Noonpakdee et al. [20] 
presented barriers when Thailand SMEs adopted big data. Similarly, Chuah and Thurusamry [21] 
mentioned the challenges of SMEs in Malaysia using BDA. In addition, Mangla et al. [22] demonstrated 
the performance of SMEs’ adoptions of BDA in India. Park and Kim [23] and Maroufkhani et al. [9] 
identified drivers of big data adoption among Korean and Iranian SMEs. However, the majority of 
these studies concentrate on the advantages and efficiency of BDA adoption, as well as the challenges 
that SMEs face when performing BDA. Previous research examining the factors influencing the use 
of BDA by SMEs is still scarce. With limited studies on BDA application by SMEs, such as in Vietnam, 
it becomes very difficult for SMEs to adopt BDA. The Technology-Organization-Environment (TOE) 
framework is composed of technology, organization and environment pillars [24]. It is considered to 
be the most comprehensive and flexible approach for examining company decisions on the adoption 
and implementation of information technology-based innovations [25]. Therefore, this study applies 
the TOE framework and four data mining algorithms (CHAID, Bayesian networks, neural networks 
and C5.0) to identify the predictors of readiness to adopt BDA by SMEs. The study was guided by the 
following objectives:  

1) To identify the best model for the predicting factors’ influences on the readiness to adopt BDA 
among SMEs and  

2) To predict the key factors that affect the readiness to adopt BDA in SMEs. 
The findings will be useful for managers, policymakers and providers to understand the influences 

of BDA adoption readiness. Managers can, therefore, build competitive strategies to enhance company 
performance through the use of BDA. Additionally, the study proves new techniques that can be used 
to predict the factors influencing enterprise readiness to adopt BDA. 
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2. Literature review 

2.1. Big data analytics adoption among SMEs 

Big data includes both structured and unstructured large volumes of data, and their analysis 
requires specific processing. The key features of the big data process are categorized into 3 Vs: (i) 
volume, (ii) velocity and (iii) variety. In this case, volume depicts the amount of information in the 
dataset, while velocity refers to the rate at which data are created. Variety indicates the different forms 
of data that are created. Zhong et al. [26] added two more Vs, verification and value, to characterize 
big data as a “5Vs” data source. In this case, verification concerns bad data that need to be verified, 
whereas value addresses the economic and social costs of application. On the other hand, Saggi and 
Jain [27] classified big data features into volume, velocity, variety, valence, veracity, variability and 
value to produce the “7Vs” classification. The valence is related to the complexity of the data, and 
veracity reflects accuracy within the dataset, while the inconsistencies in all data are mostly responsible 
for variability. 

Ideally, BDA involves two components, big data and business analytics [5]. The former provides 
the foundation for informational and technological analysis for business activities, whereas the latter 
provides valuable insights necessary for the improvement of the decision process in the business unit. 
This has a multidisciplinary benefit that promotes firm business performance [28]. For example, big data 
has been adopted in the manufacturing sector [9], the health care sector [29], the service sector [26] and 
the hospitality industry [30]. Dubey et al. [31] argued that BDA presents unequivocal and fundamental 
impact effects on the swiftness of supply chains and competitive advantage. Previous studies that 
presented benefits, challenges and performance applied big data in SMEs [17,19,20,22,32,33]. For 
example, Park and Kim [23] used the analytic hierarchy process and regression analysis and found that 
benefits received, technological abilities, financial abilities and data quality are the major factors 
predicting the intention to apply big data among Korean companies. Mangla et al. [22] applied 
structural equation modeling (SEM) to show that BDA increased project performance in Indian SMEs. 
Similarly, Maroufkhani et al. [9] and Lutfi et al. [34] also used partial least squares structural equation 
modeling (PLS-SEM) to identify the elements impacting the intentions of Iranian SMEs and Jordanian 
SMEs to use BDA. In addition, Sun et al. [35], Maroufkhani et al. [36] and Baig et al. [37] used a 
review of related articles to figure out drivers of an organization’s inclination toward the utilization of 
big data for businesses purposes. Clearly, most of the previous studies on factors affecting the 
intentions of BDA adoption used latent variables. This leads to the limitation of independent 
factors [38]. The observed variables (e.g., demographic variables, sector, firm size) are rarely included 
in the research model. This research works to bridge this gap. 

2.2. Theoretical background 

2.2.1. Technology-Organization-Environment framework 

The TOE framework is useful in revealing the drivers of decisions to embrace new information 
technology [24]. It is a threefold framework consisting of technology, organization and environment. 
The technology pillar defines factors associated with tools, software, IT infrastructure, etc. which affect 
decisions to apply big data by individuals and/or organizations. The organization pillar defines the 
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capacity of a firm to acquire competence in the employment of multiple resources required for the 
operation of information systems in firms. The environmental pillar consists of multiple industrial 
features, e.g., competitors and vendor support, directly or indirectly affecting the operations of 
enterprises. The TOE framework is considered to be flexible and is widely used in technology 
application studies amongst companies [39]. Some previous studies on BDA adoption have applied 
the TOE framework. Sun et al. [35] and Baig et al. [37] laid out a synopsis of the determinants of big 
data adoption using the TOE framework. Park et al. [40] and Park and Kim [23] applied the TOE 
framework to ascertain the drivers of big data adoption among Korean companies. Similarly, Lai et al. [41], 
used the TOE framework to identify the determinants of BDA adoption by Chinese firms. 
Maroufkhani et al. [9] applied the framework to find out the determinants of BDA application among 
SMEs in Iranian. However, previous studies evaluating factors affecting BDA mostly refer to latent 
variables without considering observed variables. Therefore, the present study extends the TOE 
framework to understand the drivers of BDA adoption. The research model of this study is shown 
in Figure 1. 

 

Figure 1. Research model. 

2.2.2. Technology dimension 

The technology pillar involves intra- and inter-organizational drivers that influence company 
decisions to embrace new information technology [42]. In this dimension, the first factor mentioned is 
the relative advantage, which outlines the level to which the new proposed technology provides greater 
benefit for firms [43]. According to Ghobakhloo et al. [44], SMEs are only willing to embrace new 
technology if the said advantages outweigh the performance of existing technology. IT infrastructure 
is salient for organizational competitiveness [30], reflecting a firm’s ability to operationalize 
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information systems. However, SMEs often lack IT resources, undercutting their abilities for data 
collection and analysis [19]. According to Wang and Wang [32], the lack of IT specialists is a major 
drawback for most SMEs in attaining flexibility in IT infrastructure usage. Data quality is an important 
factor leading to the success of enterprises’ BDA adoption.  

Big data stockpiles could be structured, semi-structured or unstructured. Organizations must 
choose specific software to ensure the quality of the data as well as the efficiency of BDA [14]. Park 
and Kim [23] mentioned that data quality has a great influence on big data adoption decisions among 
Korean firms. The security issue is critical for firms’ decisions to adopt BDA. Third parties are privy 
to personal and company information, thus exposing individuals and companies to cybercrime [45]. 
Therefore, data security is a key factor affecting the decisions of enterprises to adopt BDA [35]. 
Technical competence refers to expertise, which is a prerequisite for analyzing big data by employees. 
Yadegaridehkordi et al. [30] indicated that enough knowledge for staff to analyze information technology 
is an important factor affecting the application of innovation in organizations. Alharthi et al. [14] 
concluded that staff lack of BDA skills is a barrier when companies adopt BDA. 

2.2.3. Organization dimension 

The organizational dimension represents different organizational conditions that affect readiness 
toward the adoption of BDA. The first element is management support, which is critically vital in the 
adoption of an innovation [46]. If managers realize the benefits of BDA adoption, they can allocate the 
resources needed for implementation. By contrast, if management does not see the profits of BDA 
adoption, they will oppose the application of that data [47]. Second, the adoption of BDA is attached 
to a cost factor to maintain and develop the application of big data [35]. In this regard, company 
development-related costs are usually funded through support from the financial institution. Such 
support tends to be limited for SMEs compared to larger firms, thereby undermining the adoption of 
BDA by small companies [17]. Hence, firm size is considered an essential driver for the adoption of 
technological innovations [24]. The type of industry is another driver believed to influence the 
intentions to apply new technology in enterprises. Gangwar [48] pointed out that there was a significant 
difference between the manufacturing and the service sectors regarding BDA. Finally, decision-
making culture is another factor that influences the adoption of BDA. More often than not, 
organizations that apply an evidence-based decision-making culture embrace big data analytics to 
develop evidence that enhances managers’ competence for strategic decision-making, thereby 
improving enterprise profitability [35]. 

2.2.4. Environment dimension 

Environmental factors include external factors that the organization may encounter [49]. Factors 
such as competition pressure, partner pressure and government support are perceived as external 
drivers of big data adoption by SMEs [23]. Competitive pressure outlines the extent to which 
competitors affect organizational decisions towards the adoption of new technologies [24]. The role of 
competition pressure is widely acknowledged in the literature on IT adoption [50,51]. Zhu et al. [52] 
revealed the importance of the pressure from trading partners in influencing company decisions to 
adopt and utilize new information technology. In addition, the government also plays a fundamental 
role in influencing the adoption of information technology. If the government exudes a strong political 
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will and ensures a good institutionally enabling environment for the enrollment of big data technology, 
firms are often encouraged to develop internal policies for the adoption and implementation of BDA. 
Such a positive relationship has been confirmed by numerous studies [35,41]. Government support 
and policy include the provision of public data, fostering of experts, protecting intellectual property 
and regulation for privacy and security that affect the use of big data by firms [53]. 

2.2.5. Manager’s characteristics dimension 

Rojas-Méndez et al. [54] demonstrated that demographic variables (gender, age, education level) 
are important factors for predicting people’s willingness to adopt the technology. In this regard, the 
manager’s level of education is the most important demographic characteristic affecting the application 
of technology [54]. Parasuraman and Colby [55] pointed out that there is a need for studies focusing 
on factors such as age, education level, occupation and demographic characteristics to assess the 
readiness to use the new technology of each person. For this reason, the manager’s characteristics 
dimension is included to predict the determinants of big data adoption by SMEs. 

2.3. Data mining 

Data mining includes many different algorithms used mainly for classification purposes. CHAID 
analysis is an algorithm that develops a predictive model that merges predictors that best explain the 
response variable [56]. A Bayesian network is a probability-based graphical model that represents 
expertise about an uncertain domain, where individual nodes correspond to some random variable, and 
each edge represents the conditional probability for the corresponding random variables [56,57]. 
Neural networks are a set of connected input/output units where each connection has a distinct weight 
associated with each other [56]. One of the most often used decision tree inducers is the C5.0 model, 
which divides the sample according to the field that delivers the most information gained at each level.  

The four algorithms have some differences. Neural networks are widely used because of their 
ability to produce results quickly, although their capacity for problem-solving is limited. The CHAID 
model uses simple predictions based on the frequency distribution of potential problems. The C5.0 
model is considered an algorithm with outstanding performance and high accuracy [58]. 

The data mining technique is applied in research to collect data from questionnaires and predict 
factors affecting the research problem. For instance, Cortez and Silva [59] collected data from 788 
students in a public school in Portugal by questionnaire. The questionnaire included 37 items that 
mentioned demographics, social and school information. Four algorithms, consisting of decision trees, 
random tree, neural networks and support vector machines, were used to predict students’ mathematics 
and Portuguese grades in this study. Yukselturk et al. [60] predicted dropout students through four 
algorithms: k-nearest neighbor, decision tree, naive Bayes and neural network. In that study, data was 
collected from 189 students in Turkey. The questionnaire included ten variables to predict students 
who drop out of courses. Applying the data mining technique, the researcher can easily discover 
unexpected factors [61]. However, studies using the data mining technique to predict factors affecting 
the adoption of BDA have still not been found. 
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3. Methodology 

3.1. Data collection and sample 

The questionnaire was literature-based and collected comments from professionals and managers 
of SMEs. The questionnaire was partitioned into three sections. Section A used thirty-five items 
collecting data on determinants of readiness to implement big data among SMEs. Section B consisted 
of nine items assessing the readiness to apply BDA. The first two sections used a seven-point 
agreement Likert-scale, ranging from 1 for “Strongly Disagree” to 7 for “Strongly Agree.” Section C 
collected data on the respondents’ socio-economic characteristics. 

The subjects of this study are SMEs involved in manufacturing and service provision. The 
manufacturing and service sectors are two areas that have important roles in the economies of each 
country [62]. Manufacturing refers to the activities of people using tools and machines to convert raw 
materials into finished products, transport them to suppliers and recycle used products [26,63]. 
Services include areas such as retail, finance, tourism, health, accommodation services, restaurants, etc., 
whereby the service sector provides services to consumers. The questionnaire was emailed to 
Vietnamese managers of SMEs that met the eligibility criterion of the study. A total sample of 240 
managers of manufacturing and service provider companies participated in the study. The data were 
collected during the period from September to December 2020.  

Table 1 shows the respondents’ demographic analysis. The gender proportion showed that the majority 
of respondents were males (72.5%), followed by females (27.5%). Age distribution was such that the 
majority of the respondents were aged 30 to 45 (57.9%), with those aged ≥ 46 accounting for 29.2%, and 
those aged < 30 accounted for 12.9%. The descriptive statistics revealed that 46.7% of managers hold 
bachelor’s degrees, 39.2% hold post-graduate degrees, and only 14.2% have college or vocational training. 
Firm size showed that the majority of participants were small enterprises (82.5%), and medium enterprises 
accounted for 17.5%. Among these firms, 50.8% were manufacturing firms, and 49.2% were service firms. 

Table 1. Demographics of respondents (n = 240). 

Variable Type Frequency Percentage (%) 
Gender Male 174 72.5 

Female 66 27.5 
Age < 30 31 12.9 

30–45 139 57.9 
≥ 46 70 29.2 

Education level College education 34 14.2 
Bachelor’s degree 112 46.7 
Master’s degree or above 94 39.2 

Role of respondent Chief Executive Officer 85 35.4 
Executive management 91 37.9 

 IT management 64 26.7 
Sector Manufacturing 122 50.8 

Service 118 49.2 
Firm size Small enterprise 198 82.5 

Medium enterprise 42 17.5 
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3.2. Reliability, validity analysis and coding of the readiness to apply big data analysis 

In this study, each variable is measured by at least three items based on references. To be more 
specific, the variables are relative advantage (four items) [51], IT infrastructure (three items) [20], data 
quality (three items) [41], data security (three items) [64], technical competence (four items) [65], 
management support (three items) [66], cost (three items) [51], decision-making culture (three 
items) [35], competitive pressure (three items) [67], partner pressure (three items) [67], government 
support (three items) [26] and readiness to apply BDA in SMEs (nine items) [37,55,68].  

To assess the reliability and validity of latent variables, Cronbach’s α value, composite 
reliability (CR), average variance extracted (AVE) of all constructs and factor loadings of items are 
shown in Table A1. A preliminary dataset analysis of External Factor Analysis (EFA) was carried out. 
The KMO (Kaiser-Meyer-Olkin) value was 0.814, being greater than the critical value (0.7) [69], and 
the Bartlett sphericity test’s significant value was p = 0.000, indicating that factor analysis is suitable 
for the original dataset. Cronbach’s α value was computed to assess the reliability of the questionnaire. 
The reliability test indicated that the value of Cronbach’s α for the latent variables ranged between 0.626 
and 0.867. According to Hair et al. [70], if the Cronbach’s α value is greater than 0.700 (0.600 
acceptable), the questionnaire has good internal consistency. Therefore, the questionnaire for this study 
was found to be consistent and reliable.  

Table 2. The description of the independent variables. 

No. Variable  Data type Description 

Technology dimension 

1 Relative advantage  Continuous Mean value  

2 IT infrastructure  Continuous Mean value  

3 Data quality  Continuous Mean value  

4 Data security  Continuous Mean value  

5 Technical competence  Continuous Mean value  

Organization dimension 

6 Management support  Continuous Mean value  

7 Cost  Continuous Mean value  

8 Firm size  Nominal 1 = “Small”, 2 = “Medium” 

9 Sector  Nominal 1 = “Manufacturing”, 2 = “Service” 

10 Decision-making culture  Continuous Mean value 

Environment dimension 

11 Competitive pressure  Continuous Mean value 

12 Partner pressure   Continuous Mean value 

13 Government support  Continuous Mean value 

Manager’s characteristics dimension 

14 Gender  Nominal 1 = “Male”, 2 = “Female” 

15 Age  Nominal 1 = “< 30”, 2 = “30–45”, 3 = “≥ 46” 

16 Education level  Nominal 1 = “High school, College/Vocational 

education”,  

2 = “Bachelor’s degree”,  

3 = “Master’s degree, or above” 
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All factor loadings (from 0.520 to 0.865) were higher than the acceptable limit (0.5) [69]. The CR 
of all constructs indicated good internal consistency, being higher than 0.7 [71]. All constructs, except 
for data quality (0.457) and management support (0.471), had AVE values higher than 0.5, indicating 
good convergent validity. Taking into consideration the Fornell and Larcker [72] proposal that an AVE 
value equal to 0.4 can be acceptable if the CR value is greater than 0.6, the data quality and 
management support variables were accepted in this study because they had a CR value high of 0.7. 
This proves that all latent variables in this study have acceptable convergent values. 

To predict the factors’ influences on BDA adoption readiness, the dependent variable (readiness 
to apply big data in SMEs) was divided into two options based on an average of nine items that identify 
the readiness to apply BDA among SMEs. The first option was coded “1 = Low readiness,” with the 
mean values of the nine items < 6.0, and “2 = High readiness” was used with the mean values of the 
nine items ≥ 6.0. Table 2 and Table 3 present the sixteen independent (input) variables and the 
dependent (target) variable. 

Table 3. The description of the dependent variable.  

Category Frequency Percentage (%) 
1 (Low readiness) 119 49.6 
2 (High readiness) 121 50.4 
Total 240 100.0 

3.3. Data analysis 

This study used four data mining algorithms that were run through the Statistical Package for 
Social Sciences (SPSS) 18 software (IBM, Armonk, NY, USA). The algorithms used for the prediction 
of factors’ influences on the adoption readiness of BDA include CHAID, Bayesian networks, neural 
networks and C5.0. These algorithms are commonly applied in studies that analyze data collected 
from questionnaires.  
CHAID algorithm 

CHAID is one of the pioneer algorithms that partition data into multiple subgroups [73]. However, 
this method does not allow for data pruning. CHAID applies the chi-square independence test to 
identify the splitting rule for each node. This test performs an automatic split categorization of 
independent categorical variables from continuous variables. Super-classes are then produced through 
the merging of the input variables based on statistical analogy, maintaining them if they are statistically 
dissimilar. A comparative analysis between the super-classes and the target variable is done to assess 
dependency using the chi-square independence test. The super-class that shows the highest significance 
is then selected as the splitting criteria for the node. 
Bayesian networks algorithm 

The Bayesian network is popular, being used in multiple research fields [74]. This method 
combines qualitative and quantitative variables. A Bayesian network is a directed graph with an 
additional set of probability distributions. Here, the graph represents the qualitative aspect, whereas 
the probability distributions represent the quantitative part. In the graph, the nodes denote dubious 
factors, while the arcs address the presence of a causal connection between two factors. Bayesian 
networks are very effective in predictive studies. The structure makes inferences from Bayesian 
networks robust, reduces the differences of estimated parameters and is also robust against overfitting. 
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Neural network algorithm 
Neural networks are modeled from brain functionality. They use numerous connected receptor 

units that accept messages from other units, processing them and conveying the new message to other 
units. However, the output of the neural network is difficult to retrace; hence, interpretation becomes 
hard. These disadvantages are overridden by the complexity and flexibility of the algorithm, 
transforming it into a robust and comprehensive discriminator that is applicable to resolve varied 
problems compared to other methods [56]. 
C5.0 algorithm 

The C5.0 algorithm evolved from the C4.5 algorithm as formulated by Ross Quinlan [75]. The 
algorithm has the capacity to segment data into multiple subgroups. The C5.0 possesses pruning ability, 
selecting splitting rules through an impurity measure [56]. The pros of the C5.0 algorithm include its 
robustness in handling missing data points and several input columns. In addition, the method requires 
shorter training sessions for estimates and uses normal enhancement techniques to improve the 
accuracy of the classification function. 

3.4. Measures for performance evaluation  

This study sought to categorize response variables into two options (Low readiness and 
High readiness); then, a partition node was inserted to segregate the data into training (70%) and 
testing (30%) sets. The performance of models was assessed through the confusion matrix (Table 4). 
Next, the performance of models was analyzed using the attributes of accuracy, precision, recall, 
specificity, F-measure and area under the receiver operating characteristic (ROC) curve (AUC) and k-
fold cross-validation. 

In Table 4, true positive and true negative present the number of correct positive and correct 
negative samples predicted by the model. False positive and false negative stand for the number of 
wrong positive and wrong negative samples [76,77]. 

Table 4. Form of confusion matrix. 

Confusion Matrix of Readiness 
Low or High 

Predicted value 
Low readiness High readiness 

Observed value 
Low readiness True Negative (TN) False Positive (FP) 
High readiness False Negative (FN) True Positive (TP) 

Accuracy is judging the overall correct rate, that is, that the actual category is consistent with the 
predicted category [76,77].  

Accuracy = 
୘୔ା୘୒

୘୔ା୊୔ା୊୒ା୘୒
                              (1) 

Precision is judging how much of the recall is true, that is, how much of the actual truth is 
accurately predicted to be true [76].  

Precision = 
୘୔

୘୔ା୊୔
                                 (2) 

Recall is the proportion of true positives to the total number of true positives and false 
negatives [76,77]. 
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Recall = TPR ൌ  ୘୔

୘୔ା୊୒
                               (3)  

1 - Recall = FPR ൌ  ୊୔

୊୔ା୘୒
                             (4) 

Specificity is the correct rate of judgment that is true, that is, the ratio of true to true among 
predictions [76].  

Specificity = 
 ୘୒

୘୒ା୊୔
                                (5) 

F-measure: The harmonic mean of the precision and precision performance measurements is used 
to calculate the precision recovery curve. A high F-measurement result suggests that the categorization 
quality is excellent [76].  

F-measure = 2 × 
 ୔୰ୣୡ୧ୱ୧୭୬ ୶ ୖୣୡୟ୪୪

୔୰ୣୡ୧ୱ୧୭୬ାୖୣୡୟ୪୪
                         (6) 

AUC: The ROC is a two-dimensional diagram of the false positive rate (FPR) on the horizontal 
axis versus the true positive rate (TPR) on the vertical axis. Based on Eqs (3) and (4), the TPR and 
FPR values of the cut-off points between 0 and 1 are calculated, and then the diagram is plotted by 
joining these data points. The area under the curve (AUC) is an appropriate measure if its value always 
varies between 0.5 and 1. The AUC is the standard to evaluate the model performance [78]. More 
specifically, the model performance is evaluated as acceptable (0.7 <= AUC <0.8), good (0.8 < AUC < 0.9) 
or outstanding (AUC ≥ 0.9) discrimination [79].  

k-fold cross-validation: In a comparative analysis of various forecast models, the total collection 
data is commonly divided into training and testing subsets, and thoroughly expecting models are 
analyzed based on their precision in the test data set. By dividing the information into designing and 
testing datasets, a decision of doing a single split or multiple splits can be made, which is regularly 
called k-fold cross-validation. To estimate the performances of classifiers, a stratified 10-fold cross-
validation approach is used. Empirical studies showed that 10 folds seem to be an optimal number [80]. 
In this study, each fold of data included 24 cases (240 cases/10 = 24 cases) and was used once to test 
the performance of the classifier. 

To be clearer, the research process of this study is shown in Figure 2. 
Data were collected from 240 managers of Vietnamese SMEs. A total of sixteen input variables 

(eleven latent variables and five observed variables) were analyzed through the data mining technique. 
The performances of prediction models were evaluated through the four classification models. The 
best performance was revealed by the C5.0 model, predicting readiness to apply big data with more 
accuracy. Therefore, C5.0 was employed to predict the five observed variables’ (firm size, sector, 
gender, age and education level) impacts on the readiness to apply BDA. Finally, the C5.0 procedure 
was illustrated as a decision tree.  
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Figure 2. The study research process. 

4. Results  

4.1. Prediction accuracy of models 

As shown in Table 5, the correctness values of the predictions of CHAID, Bayesian networks, 
neural network and C5.0 for training data were 83.32, 82.93, 81.10 and 87.20%, respectively. The 
results of the correct predictions on the testing data were 68.42, 85.53, 71.05 and 89.47%, respectively. 
Hence, these models have high prediction accuracy. 

Moreover, the training data showed an AUC value range of 0.861 to 0.941, while the test set 
ranged from 0.747 to 0.939. Hence, the models were considered good in discriminating the predictors [79]. 
The stream of four models is shown in Figure 3. 

The ROC curve is also used for the evaluation of the classification algorithms. The ROC curve 
visualizes the false positive rate against the true positive rate. The false positive rate result will change 
according to the classification threshold value, and the best classification result model can be selected 
according to the area under the ROC curve. A larger area means the model has a better classification 
effect. In Figure 4, the results show that on training data, Bayesian networks are the best model, and 
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for testing data, C5.0 is the best model. 

Table 5. Evaluating the measurement results of four models. 

Model type Title Training Testing 
AUC 

Training Testing 
 
CHAID 

Correct 135 83.32% 52 68.42% 

0.891 0.747 Wrong 29 17.68% 24 31.58% 

Total 164  76  
Bayesian 
networks  

Correct 136 82.93% 65 85.53% 
0.941 0.910 Wrong 28 17.07% 11 14.47% 

Total 164  76  
Neural  
network 

Correct 133 81.10% 54 71.05% 
0.861 0.815 Wrong 31 18.90% 22 28.95% 

Total 164  76  
C5.0 Correct 143 87.20% 68 89.47% 

0.893 0.939 Wrong 21 12.80% 8 10.53% 
Total 164  76  

 

Figure 3. Stream of the four models with sixteen input variables. 
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Figure 4. Graph of the ROC values of the four models. 

The coincidence matrix and the evaluation results of the four models are shown in Table 6. It is 
clear that the resulting values in all four models for accuracy, precision, recall, specificity and F-
measure were higher than 0.7, excepting accuracy, precision, recall, specificity and F-measure values 
on the testing data of the CHAID model and precision and specificity values on the testing data of the 
neural network model, which were approximately 0.7. This proves that the four models used in this 
study have good classification quality. Specifically, C5.0 is the model with the highest performance 
evaluation, followed by Bayesian networks, neural networks, and (the lowest) the CHAID model.  

Similarly, the results of the 10-fold cross-validation for the four models are shown in Table A2, 
which indicated that C5.0 is the model with the highest average accuracy among the four selected 
tested models. Accordingly, the accuracy average for the 10-fold cross-validation of the C5.0 model 
is 0.885, followed by Bayesian networks (0.833) and neural networks (0.772), making the CHAID 
model (0.679) the lowest. This can be explained because C5.0 has higher memory performance than 
other algorithms and then can generate more precise rules. CHAID, an algorithm, applies the chi-
square independence test that is suitable for categorical data. However, the input variables of this 
study are mostly continuous variables. To improve the precision of the model, this algorithm must 
perform by grouping data into categories. That is the reason why CHAID performs with the least 
precise predictions. 
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Table 6. Coincidence matrix and the evaluation results of the four models. 

Model 
type 

Partition Title 
Coincidence matrix 

Accuracy Precision Recall Specificity F-measure Low 
readiness 

High 
readiness 

CHAID 
Training 

Low readiness 69 9 
0.8232 0.8800 0.7674 0.8846 0.8199 High readiness 20 66 

Total 89 75 

Testing 
Low readiness 28 13 

0.6842 0.6486 0.6857 0.6829 0.6667 High readiness 11 24 
Total 39 37 

Bayesian 
networks Training 

Low readiness 70 8 
0.8293 0.8919 0.7674 0.8974 0.8250 High readiness 20 66 

Total 90 74 

Testing 
Low readiness 37 4 

0.8553 0.8750 0.8000 0.9024 0.8358 High readiness 7 28 
Total 44 32 

Neural  
network Training 

Low readiness 65 13 
0.8110 0.8395 0.7907 0.8333 0.8144 High readiness 18 68 

Total 83 81 

Testing 
Low readiness 27 14 

0.7105 0.6585 0.7714 0.6585 0.7105 High readiness 8 27 
Total 35 41 

C5.0 
Training 

Low readiness 67 11 
0.8720 0.8736 0.8837 0.8590 0.8786 High readiness 10 76 

Total 77 87 

Testing 
Low readiness 36 5 

0.8947 0.8649 0.9143 0.8780 0.8889 High readiness 3 32 
Total 39 37 
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4.2. Predictor importance of the input variables 

Predictor importance is a sensitivity analysis technique. It is used to identify the more important 
variables and/or omit the least important variables in the forecasting model [76].  

The important drivers of readiness to adopt BDA are presented in Table 7. In CHAID and 
Bayesian networks, the most important variable was the management support variable. Conversely, in 
the neural network, the cost variable was the most critical. The most critical variable in the C5.0 model 
was data quality. The predictors of four algorithms rank the predictors from most important to least 
essential based on the total value (total relative importance value for each attribute). 

Table 7. The most important factors impacting the readiness for BDA. 

Variable 
Technique 

Total 
value CHAID 

Bayesian 
networks 

Neural 
network 

C5.0 

Management support 0.3566 0.3627 0.1179 0.2029 1.0401 

Data quality 0.2079 0.2007 0.0973 0.2073 0.7132 

Firm size 0.1485 0.0675 0.0000 0.1099 0.3259 

Data security 0.0954 0.0455 0.1398 0.0000 0.2807 

Cost 0.0000 0.0000 0.1613 0.0779 0.2392 

Sector 0.0759 0.0293 0.0516 0.0685 0.2253 

Competitive pressure 0.0028 0.0936 0.0610 0.0297 0.1871 

Partner pressure 0.0000 0.0728 0.0775 0.0000 0.1503 

Gender 0.0000 0.0000 0.0410 0.0958 0.1368 

Government support 0.0254 0.0000 0.0720 0.0000 0.0974 

Technical competence 0.0000 0.0507 0.0443 0.0000 0.0950 

IT infrastructure 0.0000 0.0000 0.0000 0.0747 0.0747 

Age 0.0028 0.0000 0.0000 0.0541 0.0569 

Decision-making culture 0.0000 0.0349 0.0000 0.0000 0.0349 

Education level 0.0343 0.0000 0.0000 0.0000 0.0343 

Relative advantage 0.0000 0.0288 0.0000 0.0000 0.0288 

To get an overview of the gauge result of the four models, we consolidated the values of the four 
models. The mix of these prescient models is known as aggregation-based sensitivity examination and 
is suggested in light of the fact that it produces hearty, exact models [76,81]. As a result, the sixteen 
input variables were categorized into four dimensions—technology dimension (relative advantage, IT 
infrastructure, data quality, data security, technical competence), organization dimension (top 
management support, cost, sector, firm size, decision making culture), environment dimension 
(competitive pressure, partner pressure, government support) and manager’s characteristics dimension 
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(gender, age, education level)—that have an impact on the readiness of BDA adoption. The major 
predictor variables for BDA adoption among Vietnam SMEs were identified to be management support, 
data quality, firm size, data security and cost.  

4.3. Predicting the effects of observed variables on the readiness to adopt big data in SMEs 

Based on the results of the evaluation of the four forecasting models, the C5.0 is the model with 
the highest predictive accuracy. Therefore, the authors used the C5.0 model to evaluate in detail the 
observed variables affecting the readiness to use BDA in SMEs. The output variable was the readiness 
to apply BDA among SMEs (Low readiness and High readiness), and input variables were firm size, 
sector, gender, age and education level. The stream of the C5.0 model is presented in Figure 5.  

 

Figure 5. Stream of C5.0 model with five observed variables. 

The process of the C5.0 model consists of five input observed variables. This model used the whole 
dataset, with the result of a correct prediction percentage of 73.75% and an AUC value of 0.758. This 
proves that the model has high-performance measurements. The results of the model represented three 
descriptors splitting nodes (firm size, sector and age). 

Figure 6 illustrates the results of the decision tree of the C5.0 model. The first splitting node of 
readiness to apply BDA in SMEs was firm size. In node 1, the proportion of small companies that 
are not ready to adopt BDA is 57.58%, while the number of small companies with high readiness is 
lower (42.42%). Next, node 1 diverged into nodes 2 and 3. In node 2, 69.83% of manufacturing 
companies were still not ready to adopt BDA, and only 30.17% of companies had high readiness. In 
node 3, the rate of the services companies’ readiness to apply BDA is high, 59.76%, and the figure for 
low willingness companies was 40.24%. Next, node 3 diverged into nodes 4 and 5. In node 4, 70.97% 
of service companies with leaders under 46 have a high level of readiness to adopt BDA, whereas 
only 29.03% of service companies have low readiness. Otherwise, in node 5, with leaders aged 46 and 
over, the percentage of companies willing to adopt BDA (25.00%) was lower than the percentage of 
companies that were not ready to adopt BDA (75.00%). Finally, in node 6, the majority of medium 
companies have a high willingness to adopt BDA (88.09%), whereas only 11.91% of medium 
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enterprises have low readiness. 

 

Figure 6. Prediction readiness to apply BDA by observed variables (C5.0 model). 

5. Discussion  

The findings of the current study demonstrated that sixteen factors of four dimensions (technology, 
organization, environment and manager’s characteristics) have impacts on the readiness to adopt BDA. 
Furthermore, management support, data quality, firm size, data security and cost were revealed as 
major predictors of the readiness to apply BDA among Vietnamese SMEs. In addition, medium-sized 
companies in the service sector are assessed to have higher readiness to apply BDA than other SMEs. 
In addition, the results of the C5.0 model indicated that firm size, sector and age do have an impact on 
the BDA adoption readiness. 

The results of the study show that management support is the strongest decisive factor in the 
readiness to apply BDA among Vietnamese SMEs. The result is similar to findings from previous 
studies such as Sun et al. [35], Maroufkhani et al. [9], Lai et al. [41], Asiaei and Rahim [82]. The 
support of managers will create favorable conditions for the company in maintaining and using 
technology [82]. Realizing the benefits of big data, management can allocate the resources needed for 
adoption and implementation. By contrast, if the management does not see the benefits of big data for 
businesses, they will oppose its adoption [47]. 
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Generally, data is supposed to be an important input when companies adopt BDA. To perform a 
successful BDA, data quality is extremely important. Firms have abundant data sources and have high 
accuracy that will contribute to applying big data readiness. In this study, data quality is a strong factor 
of BDA adoption, which is consistent with the findings of Park and Kim [23].  

Not surprisingly, firm size affected the readiness of BDA adoption. This is consistent with the 
results of Sohaib et al. [83] and Alshamaila et al. [84]. To be more specific, medium enterprises have 
higher readiness to adopt BDA than small enterprises. This can be explained by medium-sized 
companies having larger revenue and more employees than small companies. Therefore, they have 
many advantages when investing in BDA applications.  

Data security was also predicted as a strong influencing factor in this study. Big data includes 
a lot of personal information [14]; hence, it is of serious concern among firms when deciding to 
adopt BDA. The influence of data security in technology adoption was also found in many previous 
studies, such as in software-as-a-service adoption [85], cloud computing [51,83] and big data 
adoption [23,35,37]. 

Cost is one of the five factors that are predicted to have an important influence on the readiness 
of SMEs to adopt BDA. This finding is similar to Park and Kim [23] and Sun et al. [35], who found 
that cost is an important factor in maintaining and developing the analysis of big data in enterprises. 
In addition, costs for big data adoption can be a barrier for companies to implementing big data [17,86]. 

The classification results of the C5.0 model with five observed variables show that the service 
sector has a higher readiness to apply BDA than the manufacturing sector. This result is consistent with 
Gangwar [48], who identified factors influencing big data adoption in Indian companies. This is 
because service organizations like wholesalers, retailers and lodging providers have early access to 
information technology systems and high-quality human resources to analyze large amounts of data. 
Moreover, in the context of the complicated development of the COVID-19 pandemic, wholesale and 
retail companies in Vietnam have had a rapid shift from traditional shopping to online shopping. As a 
result, organizations must develop suggestion systems and find ways to respond to client information 
as quickly as possible. Hence, service SMEs are better prepared to adopt BDA. Manufacturing 
companies are stated to be encountering numerous obstacles, such as a lack of infrastructure and BDA 
tools, when it comes to using BDA to optimize supply chains [86]. 

The findings show that small service firms with managers under the age of 46 have a higher 
readiness to adopt BDA than those firms with older managers. This can be explained by young 
managers being bolder in adopting new technology, while older managers consider more carefully the 
necessary conditions when applying BDA, such as information technology, high-quality human 
resources and finance. In addition, in the implementation of new technologies, some of the older 
leaders have a lagging mindset, fear of risk and fear of change. This is consistent with the findings of 
Badri et al. [87], who mentioned that elderly teachers are thought to show less technology readiness 
than younger teachers. 

6. Conclusions and implications 

Applying BDA plays an important role in helping organizations improve competitiveness, 
enhance supply chains, optimize logistics and improve business performance. Based on the data 
mining technique, the findings of the study show that the C5.0 model is the best model to predict 
factors affecting BDA adoption readiness in SMEs. Five factors have the greatest influence on the 
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readiness to adopt BDA: management support, data quality, firm size, data security and cost. Moreover, 
an important finding of this study is that the age of managers also affects the readiness to adopt BDA. 

This study is useful to managers of SMEs, providers and policymakers in developing better 
policies and strategies for the adoption of BDA. In terms of managers, the volume of data generated 
in organizations is growing exponentially. So, how to effectively analyze big data is a matter of great 
interest to organizations today. The proposed model can assist businesses in determining their readiness 
to adopt BDA. Furthermore, the findings of the study assist managers in increasing their awareness of 
the elements affecting the enterprise’s readiness to use big data. For example, this research shows that 
management support is the most important factor influencing BDA adoption readiness. As a result, 
before deciding to embrace BDA, SME management should be proactive in studying to increase their 
knowledge of the technology and developing a clear strategy. In terms of service providers, the 
outcomes of this study reveal that SMEs should prioritize data quality, data security and cost factors 
when preparing to embrace BDA. SMEs, on the other hand, are having financial challenges. As a result, 
plans for developing BDA tools, hardware, software and other products that meet the needs of 
providers’ clients in emerging and underdeveloped countries should be formed. In addition, when 
implementing BDA, suppliers must improve services to support SMEs. In terms of policymakers, the 
survey revealed that the service sector is more prepared to use big data than the manufacturing sector 
and that medium-sized businesses are more prepared to use big data than small businesses. As a result, 
the government should have policies in place to assist each sort of business. 

Thanks to the great benefits that BDA contributes to business development, a huge number of 
businesses are interested in BDA. This study has made significant contributions that help practitioners 
and researchers understand the importance of influencing factors on the readiness to apply big data in 
SMEs. First, instead of using traditional analytical methods to perform information-based sensitivity 
analysis, as shown in previous studies, well-known data mining algorithms were used to develop 
predictive models in this study. Second, this study explored factors that have strong impacts on the 
readiness to adopt BDA among SMEs. From these findings, the research model is expected to be a 
useful reference for practitioners in developing countries and the scientific community for doing future 
related research. 

In addition to the study findings, this study also demonstrates some limitations. First is the 
limitation on the number of samples when using the data mining technique. Therefore, future studies 
should be conducted with larger sample sizes. Second, the numbers of input variables and prediction 
algorithms are limited. In future investigations, the number of input variables should increase, and 
different forecasting algorithms may be used to evaluate the predictive model’s findings. 
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Appendix A 

Table A1. Reliability and validity assessment. 

Variable 
Item 
number 

Factor loadings Cronbach α CR AVE 

Relative advantage 4 0.530–0.865 0.807 0.805 0.519 
IT structure 3 0.617–0.848 0.798 0.809 0.590 
Data quality 3 0.569–0.728 0.691 0.714 0.457 

Data security 3 0.705–0.756 0.716 0.764 0.520 

Technical competence 4 0.744–0.816 0.867 0.867 0.620 
Management support 3 0.520–0.781 0.707 0.722 0.471 

Cost 3 0.755–0.849 0.798 0.843 0.643 

Decision-making culture 3 0.615–0.846 0.746 0.768 0.528 

Competitive pressure 3 0.787–0.842 0.856 0.856 0.664 
Partner pressure 3 0.690–0.717 0.626 0.751 0.501 
Government support 3 0.703–0.727 0.719 0.757 0.509 

Readiness to adopt big data  9 0.684–0.810 0.773 0.909 0.526 

*Note: CR: Composite Reliability, AVE: Average Variance Extracted 

Table A2. The results of the 10-fold cross-validation for the four model types. 

Fold 
No. 

CHAID 
Bayesian  
networks 

Neural 
network 

C5.0 

Confusion 

matrix 
Accuracy 

Confusion 

matrix 
Accuracy

Confusion 

matrix 

Accuracy Confusion 

matrix 
Accuracy

1 
12 5 

0.649 
13 4 

0.784 
12 5 

0.703 
14 3 

0.892 
11 9 4 16 6 14 1 19 

2 
21 11 

0.729 
28 4 

0.847 
26 6 

0.780 
27 5 

0.881 
5 22 5 22 7 20 2 25 

3 
28 13 

0.684 
37 4 

0.855 
27 14 

0.711 
36 5 

0.895 
11 24 7 28 8 27 3 32 

Continued on next page 
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Fold 
No. 

CHAID 
Bayesian  
networks 

Neural 
network 

C5.0 

Confusion 

matrix 
Accuracy 

Confusion 

matrix 
Accuracy

Confusion 

matrix 

Accuracy Confusion 

matrix 
Accuracy

4 
32 21 

0.615 
49 4 

0.846 
36 17 

0.692 
45 8 

0.875 
25 26 12 39 15 36 5 46 

5 
53 10 

0.736 
58 5 

0.840 
46 17 

0.720 
55 8 

0.888 
23 39 15 47 18 44 6 56 

6 
46 25 

0.697 
64 7 

0.828 
51 20 

0.752 
62 9 

0.890 
19 55 18 56 16 58 7 67 

7 
66 13 

0.669 
71 20 

0.828 
65 14 

0.761 
69 9 

0.883 
41 43 8 64 25 59 10 75 

8 
84 12 

0.728 
87 23 

0.836 
62 34 

0.692 
83 13 

0.887 
41 58 9 76 26 73 9 90 

9 
93 14 

0.657 
96 11 

0.833 
86 21 

0.681 
93 14 

0.884 
60 49 25 84 48 61 11 98 

10 
62 55 

0.627 
105 12 

0.835 
44 18 

0.732 
101 16 

0.877 
33 86 27 92 22 65 13 106 

Average 0.679  0.833  0.722  0.885 
Confusion matrix illustrates the classification of the cases in the test dataset. In the confusion matrix, the columns represent 

the actual cases, and the rows represent the predicted. Accuracy = (TP + TN)/(TP + FP + TN + FN). 
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