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Abstract: The rapid development and wide application of artificial intelligence is deeply affecting all 

aspects of human society. Combine artificial intelligence with the accounting industry, use computers 

to efficiently and automatically process accounting information, and let the accounting industry move 

towards the intelligent era. This can help people reduce the workload and speed up work efficiency. In 

recent years, with the rapid development of economy and technology, the use of financial instrument 

vouchers has exploded, but the processing requirements of financial instrument vouchers have become 

more and more efficient. Traditional accounting information processing methods, due to the staff’s 

energy and ability, it is often difficult to quickly and accurately handle accounting information. This 

makes the processing of accounting information lack of timeliness, the degree of utilization of 

accounting information by enterprises is relatively low, and the demand for intelligent processing of 

accounting information is constantly pressing. In view of the above problems, this paper uses image 

processing technology to intelligently identify the content of accounting information to achieve 

automatic ticket input, improve work efficiency, reduce error rate and reduce labor costs. By simulating 

the actual 230 invoice images, the results show that the recognition accuracy rate is as high as 98.7%. 

The results show that the method is effective and has great application value, which is of great 

significance to the artificial intelligence of accounting information processing. 

Keywords: image processing; accounting information processing; artificial intelligence 

 

1. Introduction 

Artificial intelligence is the result of the rapid development of information science, and artificial 
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intelligence profoundly affects people’s production and lifestyle. With the rise and widespread 

application of artificial intelligence, the accounting industry has also been fully influenced by artificial 

intelligence. It has promoted the innovation of accounting information processing methods and 

actively promoted the development of the accounting industry, which has had a profound impact on 

the accounting industry. In the traditional accounting information processing process, accounting staff 

are often difficult to handle a large amount of accounting information in a timely manner due to their 

own efficiency and ability. This makes the processing of accounting information lack of timeliness, 

and it is difficult to meet the increasing timeliness and accuracy requirements of enterprises. The 

combination of artificial intelligence and accounting industry can make up for the shortcomings of 

traditional accounting information processing methods, thus improving the processing efficiency of 

accounting information [1]. Artificial intelligence is applied in accounting information processing, 

which can realize the accurate and efficient processing of accounting information. Accounting 

personnel only need to complete the accounting information processing through relevant algorithms. 

The processing process is completely through automated intelligent algorithms. The focus of 

accounting staff will shift from time-consuming and labor-intensive work such as accounting 

information entry, sorting, analysis, screening and inspection to key aspects such as auditing of 

accounting information [2]. It can be seen that the combination of artificial intelligence and accounting 

information processing can not only improve the efficiency and accuracy of accounting information 

processing, but also reduce the task burden of accounting staff. 

In recent years, research on accounting information processing has emerged in an endless stream. 

Many experts and scholars at home and abroad have done a lot of research and achieved many results. 

C. Alippi et al. proposed an automatic invoice-document classification system. The system is based on 

the analysis of graphical information present in the document and is capable of performing closures 

(the number of classes is fixed) and the open world (increasing the number of classes during the 

lifetime) classification [3]. Zhang Yan et al. proposed a multi-category bill image classification method 

based on frame line detection for tabular documents. Accurately extract the frame features of the ticket 

image, and establish a template library according to the topology structure of the ticket frame line; 

match the frame feature of the template in the standard template library by the similarity model based 

on the frame line correlation, thereby determining the grouping of the ticket Category [4]. Feiyu Bu et 

al. proposed a table frame line removal algorithm based on color image. Using the color and gray 

information in the image, the interference of the frame line on character recognition can be better 

excluded [5]. Jin Haiyan et al. used the date number (Arabic number) of the printed body on the invoice 

of the used car. After binarizing the image, the two methods of vertical projection and contour feature 

were used to perform adaptive character segmentation and extraction. This method improves the 

segmentation rate of the character string located from the image and ensures the correct rate of 

character segmentation and extraction [6]. Sun studied the interaction mechanism of information 

disclosure tools and the value benefits brought by XBRL. This study finds that the application of XBRL 

in accounting information flow processing will enhance XBRL technology and improve the 

practicality of value chain accounting information [7]. Cui et al. proposed an invoice number 

identification algorithm based on digital structure features for the font structure and characteristics of 

ordinary invoice numbers, and compared the proposed method with the printed digital recognition 

method based on improved left and right contour features. The experimental results show that the 

proposed recognition algorithm has higher accuracy and faster recognition speed, and is more robust 

to noise [8]. Ouyang et al. proposed a multi-feature fusion decision-making seal recognition algorithm, 
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which uses the Maximum Symmetric Surround (MSS) algorithm to detect the region of interest in the 

image; removes irrelevant targets according to the morphological features of the seal, and iterative 

self-organizing data analysis (ISODATA) The algorithm clusters the remaining targets in the image; 

extracts the sample points on the outer contours of each category and performs random least squares 

ellipse fitting to realize the recognition and correction of the seal [9]. Fei et al. proposed a method for 

extracting text lines using invoice layout information and text features, and combined with previous 

text detection methods and attention-based bi-LSTM sequence learning structure for text recognition, 

improving recognition accuracy and development. A system that automatically processes and identifies 

invoices [10]. Shen et al. studied the related theory of financial accounting information system 

reconstruction process optimization and profit calculation module based on particle swarm 

optimization algorithm. The research shows that the reorganization of accounting business process 

after particle swarm optimization can greatly improve the usefulness of accounting information 

decision-making and improve the competitiveness of enterprises [11]. 

Although many achievements have been made in the processing of accounting information such 

as bill vouchers, there are still problems such as insufficient accuracy of recognition, fast speed, 

insufficient universality, and low intelligence. This paper uses image processing technology to study 

the image information of bills and vouchers involved in the accounting industry, so as to facilitate the 

artificial intelligence of accounting information processing and optimize the processing efficiency of 

accounting information. 

The 21st century is an information age of big data. As the visual basis of human perception of the 

world, images are an important means for humans to obtain information, express information and 

transmit information [12–15]. Information technology has developed rapidly with the popularity of 

computers. As an important communication carrier in information technology, image has a vital 

position in the dissemination of information and has been widely integrated into people’s daily life. 

With the rise of artificial intelligence, it has been widely used in our daily lives, for example, the 

shadow of artificial intelligence technology can be seen in medical, financial, media, construction, 

chemical and other industries. It has become a trend to use computers’ efficient and fast computing 

power to help work in all industries to reduce workload and speed up work efficiency. However, 

computers can’t directly acquire the information contained in images through human vision, so the 

process of image information processing into text information is of great significance for computers 

to understand images. Currently, image processing techniques have been applied to various scenes, 

such as for vehicle identification tracking [16,17], automatic identification of license plate numbers [18], 

face recognition [19], and the like. Its auxiliary application greatly improves work efficiency and 

reduces error rate, which greatly releases human resources and reduces labor costs. Image processing 

technology has tremendous advantages over labor. With image processing technology, computers can 

quickly and accurately process a large number of simple and repetitive image jobs. Traditional manual 

work will be affected by emotional and physical influences. The identification and preservation of 

information may also be wrong, and computers will not be affected by these problems. Since most of 

the information such as bill vouchers in the accounting industry uses paper or images. In order to 

perform image processing by means of a computer, it is necessary to first input paper data and convert 

the data information into computer-understandable information. The paper ticket voucher can be 

converted into image information efficiently and conveniently by means of photo scanning, and the 

image information is converted into text information recognizable by the computer through image 

processing technology, which has great application significance. 



8414 

Mathematical Biosciences and Engineering  Volume 19, Issue 8, 8411-8425. 

Artificial intelligence is the product of the development of information technology [20,21]. With 

the wide application of artificial intelligence, all walks of life are suffering a huge impact. For the 

accounting industry, the artificial intelligence technology combined with image processing allows the 

computer to automatically and automatically process some repetitive tasks. Accounting information 

processing is intelligent, which will bring huge advantages [22,23]. The combination of accounting 

and artificial intelligence to realize the artificial intelligence of the accounting industry is the tendency 

of the entire accounting industry to transform in the future. Accounting artificial intelligence will 

replace the simple and repeated accounting work, change the functions of accounting personnel, keep 

up with the trend of the times, and realize the intelligence of accounting information [24]. Accounting 

information processing artificial intelligence is the need of the times. The fast-growing economy 

generates huge-scale transaction information all the time. It is not enough to rely on traditional 

manpower. It is imperative to use the artificial intelligence technology of image processing to promote 

the intelligence of accounting information processing. Accounting artificial intelligence will greatly 

reduce the workload and time spent by accounting practitioners, and improve the efficiency of financial 

information processing and decision-making. 

In this paper, image processing technology is used to first perform binarization preprocessing on 

the bill image. Then, the improved method based on directional white run is used for tilt correction; 

Wiener filtering is used for image denoising; and gray projection based method is used for character 

segmentation. Finally, the feature recognition model based on convolutional neural network is used to 

extract the feature data directly from the ticket voucher, and the content of the accounting information 

is intelligently identified to realize automatic ticket input, which improves work efficiency, reduces 

error rate and reduces labor cost. By simulating the actual 230 invoice images, the results show that 

the recognition rate is 98.7%. The results show that the method is effective and has great application 

value, which is of great significance to the artificial intelligence of accounting information processing. 

2. Method 

2.1. Image binarization preprocessing 

There are many storage file formats for images, and different file formats describe images in 

different ways. Generally, a color pixel is represented by RGB notation. Each color has 0–255 levels, 

and a total of 28 is required to be 8-bit binary (one byte), so a color pixel occupies 3 bytes together [25]. 

For color character images, grayscale processing, that is, image decolorization, is required. Many 

image processing platforms provide encapsulation functions for image decolorization. The 

implementation principle is also very simple. The common algorithm for converting color pixels into 

grayscale pixels is to calculate the average of the series of three colors of RGB, and use the average 

value to represent the grayscale of gray pixels (0–255). Since the algorithm for converting color images 

into grayscale images is relatively simple, the processing form is the weighted average method. The 

formula is as follows: 

� = � ∗ �(�, �) + � ∗ �(�, �) + � ∗ �(�, �)                         (1) 

In Eq (1), the sum of the three data items A, B, and C should be guaranteed to be 1. The process 

of converting a color image or a multi-gradation image into only two black and white grayscale images 

is called binarization of the image. A binary image is a gray value image with a bit depth of only 1 bit. 
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Each pixel has a value other than 0, which is called a binary image. The binarization operation of an 

image is an irreversible raster image operation with information loss. Whether in the field of visual 

inspection or in the field of intelligent identification is a very crucial step. Using different binarization 

methods, the binarization results of an image will vary. Therefore, the result of binarization directly 

affects the performance of the entire detection and recognition system. Whether the pixel is black or 

white (whether the pixel value is 1 or 0) is determined by comparing its gray value with the threshold. 

The formula is as follows: 

�(�, �) = �
0, �(�, �) < �
1, �(�, �) ≥ �

                           (2) 

As can be seen from Eq (2), e is the selected threshold. When �(�, �) < �, the pixel value of the 

image is 0(that is, white). When �(�, �) ≥ �, the pixel value of the image is 1(that is, black), which is 

a character image. It can be seen that the selection of the threshold e plays a very important role in the 

binarization of the image. 

2.2. Tilt correction 

Since the acquired invoice image will inevitably have image tilt due to human operation or 

mechanical reasons during image acquisition. This will not only affect the subsequent character 

segmentation, but also directly affect the final recognition rate. To use the computer to correctly 

understand the image of the invoice, it is necessary to perform a skew detection to correct the tilted 

invoice to make it horizontal. This step is called tilt correction. 

Wang Wei et al. proposed a tilt angle detection algorithm based on directional white run. The 

algorithm scans the image from a white run of different tilt angles, starting from a white pixel in the 

image, and searching along a certain direction until it hits the black pixel or the edge of the image. The 

result is a line segment where the white point passes [26]. 

The traditional direction-based white travel tilt correction method has a large calculation error for 

the tilt angle in the case of large text line spacing in the image. In this paper, an improved method 

based on the direction white travel is proposed. Specific steps are as follows: 

1) After the image is preprocessed, the row and column of the image are scanned, and the first black 

pixel of the row and column in the image is found as the starting point of the sample. Take one sampling 

point at intervals of ten points in the horizontal and vertical directions, and sequentially obtain the 

sample points of the full image. 

2) Analyze the sample point, first determine whether it is the center point of the line between the text 

and the line. If there is a black pixel in the area of the sample point 30 × 30, the sample point is removed. 

Otherwise, write down the location of the change. 

3) For each sample point that satisfies the condition, as the image center, calculate the length of the 

white run length in units of one degree, and find the maximum length of the white run length of each 

sample point. Then, the white run of each angle is searched up and down from the maximum direction 

of the white run length of each sample point, and the search is stopped as long as a white run with 

black pixels is encountered. In this way, a white run of each angle between the lines is obtained, and 

the obtained angles are averaged, and then the angle value is recorded. The above steps are then 

repeated for each sample point that satisfies the condition, and the average of the angles obtained for 

each sample point is again averaged. That is, an accurate tilt angle is obtained. 
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4) After finding the exact tilt angle, the image can be rotated to achieve the purpose of tilt correction. 

If you rotate from the (0, 0) point of the image, a part of the image will be rotated outside the image 

area, causing the loss of information. Therefore, it is necessary to rotate with the center point of the 

image as the origin. The horizontal and vertical coordinate formula after any point (x, y) rotation is 

as follows: 

�′ = (� − ��) ��� � + (� − ��) ��� � − ��                         (3) 

�′ = (� − ��) ��� � + (� − ��) ��� � − ��                         (4) 

The reason why this method can achieve better correction effect is mainly because multiple 

sampling points are selected, and the white run in each direction is calculated, and the white travel of 

each direction is adjusted and averaged as the final white run. To get the tilt angle. 

2.3. Information area denoising 

Invoices have strong noise due to printing or saving problems. In order to ensure subsequent 

character segmentation and character recognition, the invoice image must be denoised. There are many 

factors that generate noise in an image. The distribution characteristics of noise are affected by the 

cause of noise, just as the relationship between noise and signal is also dependent on the cause. 

According to the relationship between noise and signal, noise can be divided into additive noise and 

multiplicative noise. Additive noise includes thermal noise, shot noise, etc. It is superimposed with the 

signal, so it is independent of the signal, and additive noise exists regardless of the presence or absence 

of the signal. Multiplicative noise (also known as convolutional noise) depends on the presence of the 

signal, and if there is no signal, it will not. There are three main sources of additive noise: man-made 

noise, natural noise, and internal noise. In general, additive noise is regarded as the background noise 

of the system during communication. Multiplicative noise is caused by time-varying factors such as 

system fading or other nonlinear factors. 

The noise of this study exists as part of the image itself and exists in the scanned binary image. 

For the information processing of this system, it is noise information that should not exist. That is, it 

is superfluous and causes processing errors, which in nature belong to the additive noise of the image. 

Wiener filtering is one of adaptive filtering. The adaptive filtering is to automatically adjust the 

subsequent filter parameters by using the results of the originally obtained filtering parameters in a 

computable case to obtain statistical characteristics suitable for the input image and noise. [27]. 

Obviously, from its definition, adaptive filtering has better adaptability than linear and nonlinear 

filtering. It can better remove noise and preserve image high frequency and edge information. Wiener 

filtering is the most widely used method in adaptive filtering [28–30]. The theory is based on the 

recognition that the probability density function of image and noise is a random function. The goal of 

the algorithm is to find an estimate ��(�, �) of the uncontaminated image such that the error between 
the estimated image and the original image �(�, �) is satisfied:  

� ���(�, �) − ��(�, �)�
�
� = ���                             (5) 

Which is �[|�(�, �) − �(�, �) ∗ �(�, �)|�] = ���， the Wiener filter function that satisfies this 

equation is: 



8417 

Mathematical Biosciences and Engineering  Volume 19, Issue 8, 8411-8425. 

�(�, �) =
�∗(�,�)

|�(�,�)|����(�,�)/��(�,�)
                             (6) 

Where �(�, �) is the degenerate function, �∗ is its conjugate function, �(�, �) and �(�, �) 

are the Fourier transforms of ℎ(�, �) and �(�, �), respectively. And the signal power spectrum and 

noise power spectrum are:  

��(�, �) = |�(�, �)�|, ��(�, �) = |�(�, �)�|                      (7) 

Where �(�, �)  and �(�, �)  are the Fourier transforms of �(�, �)  and �(�, �) . Define the 

ratio of the signal power spectrum to the noise power spectrum as the signal-to-noise ratio. The formula 
is expressed as: ��(�, �)/��(�, �). In practical applications, choose a normal number to approximate 

the reciprocal of the signal-to-noise ratio: � ≈
�

��(�,�)/��(�,�)
. Thus, the Eq (6) becomes:  

�(�, �) =
�∗(�,�)

|�(�,�)|���
                                 (8) 

Wiener filter estimate:  

�(�, �) =
�∗(�,�)�(�,�)

|�(�,�)|���
                                (9) 

Where �(�, �) is the Fourier transform of �(�, �). 

2.4. Character segmentation based on gray projection 

After the previous denoising operation, a relatively clean digital string area is obtained. Next, the 

printed numbers in the numeric string area need to be separated one by one for subsequent digital 

recognition processing. Therefore, the ability to accurately complete the cutting of a single character 

will directly affect the accuracy of subsequent digital recognition. This paper uses a character-cutting 

algorithm based on gray projection to cut individual characters accurately and quickly [31]. 

Calculate the first-order difference value of the number of pixels of the 0 gray value. Since the 

interval of the binary image is white, there is no 0 gray value pixel, thereby separating the different 

sequences in the vertical direction. Then, the vertically-divided binary image is projected in the 

horizontal direction and the difference value is calculated to separate the sequence into independent 

characters. This method requires a higher image angle. Some angles are not suitable and there will be 

overlapping areas after projection. Moreover, further clustering is required for characters with separate 

elements such as English lowercase letters. For invoices, many character rows and columns are 

staggered and will be affected when projected in the horizontal and vertical directions. If sub-area 

projection, how the size of the area is determined is affected by the type and format of the invoice. 

2.5. Character recognition model based on convolutional neural network 

The convolutional neural network belongs to the artificial neural network. Its weight-sharing 

network structure significantly reduces the complexity of the model and reduces the number of weights. 

Convolutional neural networks can directly use pictures as input to the network, automatically extract 

features, and are highly invariant to image deformation (such as translation, scaling, tilting) [32]. 
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Convolutional neural networks are deep feedforward neural networks that use more and better 

results in image recognition [33,34]. This paper also uses convolution to perform image feature 

calculations to identify and classify images. After the character image is normalized to 30 × 30, the 

image is convoluted using a 5 × 5 convolution kernel, and the convolution step size is (1, 1). Use the 

Batch Norm layer after the convolution layer. The pooling layer is used again, and the pooling uses a 

pool of 2 × 2 size with a step size of (2, 2). Pooling uses the most pooled approach. The network has a 

total of two layers of convolution. 

The recognition model is small because the size of the input image itself is small. In this paper, 

only two layers of convolution are used to extract features. The convolution layer of the first layer 

uses 16 5 × 5 size convolution kernels for feature extraction to obtain a 26 × 26 × 16 feature map. 

After 2 × 2 pooling, a feature map of 13 × 13 × 16 size is obtained. The second convolution uses 32 4 × 4 

convolution kernels in order to fit the convolved slices to a 2 × 2 pool. After a maximum pooling of 2 × 2, 

a vector of 5 × 5 × 32 size is finally obtained after Flatten. After three layers of full connection, the 

full connection of the second layer uses 1024 size, the third layer is 6392. Finally, the Soft Max 

classifier is used to obtain the serial number of the largest possible character, that is, the character can 

be recognized. 

3. Experiment 

3.1. Experiment environment 

The experimental environment of this paper is as follows: 

1) Hardware configuration: CPU: Intel Core i5-6500M @ 3.20 GHz  

2) Memory: 4 G 

3) Software configuration: System: 64 bit win10 

4) Development environment: MATLAB 2013B 

3.2. Data sources 

This article collected 230 VAT invoices to test the accuracy of system digital identification. The 

experiment used a total of 12,646 characters, including 2766 characters in the invoice code area; the 

taxpayer identification number has 3920 characters; the billing date has 1920 characters; the unit price 

area has 1084 characters; the quantity area has 406 characters; the money area has 2550 characters. An 

example of the invoice is shown in Figure 1. 
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Figure 1. Example of VAT invoice. 

4. Results and discussion 

4.1. Character segmentation experiment 

Character segmentation of text lines, the experiment uses a method based on gray projection, 

combined with the aspect ratio of the characters in the segmentation area. In this experiment, the text 

lines of 230 invoice images were used for character segmentation. Since the segmentation effects of 

the various parts of the invoice were different, the segmentation results of the various parts of the 

invoice were analyzed. In the segmentation of text characters, the processing and segmentation of the 

graphics are separated. After the horizontal coordinates are calculated during image processing, the 

characters are segmented based on the original image, and the image processing does not affect the 

image quality after the character segmentation. Due to the large number of invoices, this paper only 

analyzes the invoice code, taxpayer identification number, billing date, amount, unit price, quantity 

and other information to verify the effectiveness of the segmentation algorithm. For the quantity area, 

sometimes there is more than one type of goods purchased, and for each type of goods, the required 

positioning information area is increased by three. Statistics of 230 experimental invoices, the required 

location block is 1464. 

Table 1. Invoice image character segmentation experiment results. 

 

Total number of 

segmentation 

areas 

Correct cut score Error cut score Correct rate 

Invoice code 230 228 2 99.1% 

Taxpayer Identification 

Number 
230 227 3 98.7% 

Billing date 230 221 9 96.1% 

Unit price area 258 256 2 99.2% 

Quantity area 258 253 5 98.1% 

Money area 258 256 2 99.2% 

total 1464 1441 23 98.4% 
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The effect of character positioning and segmentation is shown in Table 1. For each part of the 

invoice, the correct rate of character segmentation in the invoice code, unit price area, and amount area 

is the highest. Because the invoice code, unit price area and amount area are used as invoice 

localization information, they are basically all numbers or letters. Their aspect ratio is not much 

different, and each character is a complete whole without the influence of complex structures. From 

the results shown in Table 1, the correct rates for the invoice code, unit price area, and amount area 

are 99.1, 99.2, and 99.2%, respectively, and the correct rate is already quite high. The correct rate of 

segmentation for the taxpayer identification number and quantity area also reached 98.7 and 98.1% 

respectively. However, since the billing date is the variable domain information, there are some 

overlaps in the characters (the date coincides with the rectangular frame portion of the invoice layout), 

and the complexity is high. So the correct rate of complete segmentation is slightly lower, only 96.1%. 

From the point of view of the overall correctness of the segmentation, the overall segmentation rate of 

the character segmentation model based on the gray projection method reaches 98.4%, and the effect 

is remarkable. Of course, there is room for further improvement. 

4.2. Regional character recognition result 

The character recognition model uses a recognition model based on convolutional neural network. 

After the invoice image is subjected to binarization preprocessing, image correction, image denoising 

and positioning and segmentation operations, the image block is input into the recognition model for 

character recognition. 

In the 230 VAT invoices of the experiment, there are a total of 12,646 characters, including 2766 

characters in the invoice code area, 3920 characters in the taxpayer identification number, 1920 

characters in the billing date. Calculate the number of characters that are accurately recognized in each 

area, and calculate the character recognition rate of each area. The experimental results are shown 

in Table 2. 

Table 2. Digital recognition rate of each information area. 

 

Total number of 

characters to be 

recognized 

Correct 

identification 

number 

Error identification 

number 
Recognition rate 

Invoice code 2766 2741 25 99.1% 

Taxpayer 

Identification 

Number 

3920 3876 44 98.8% 

Billing date 1920 1874 46 97.6% 

unit price 1084 1067 17 98.4% 

Quantity 406 400 6 98.5% 

money 2550 2522 28 98.9% 

total 12,646 12,480 166 98.7% 

As seen from Table 2 above, because the character image contained in the determined area is 

more standardized, the character recognition rate in this area is higher than the overall character 

recognition rate obtained by experimental statistics; the recognition rate of characters in the variable 
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domain information area is low, even one percentage point lower than the statistical recognition rate 

of all characters. In general, since the character information of the variable domain is printed by the 

machine, the characters generated may be unclear, missed, pressed, etc., thereby affecting the accurate 

recognition of characters. This results in a lower recognition rate in the variable domain than in the 

determined domain. The date area belongs to the variable domain, and the recognition rate of 

characters in this area is lower than that of other variable area areas. This is because when there is an 

overlap in the date, the recognition rate of the single character cut by the combination of the structural 

feature and the projection feature is low. 

4.3. Comprehensive recognition result 

In order to verify the effectiveness of the image processing algorithm based on convolutional 

neural network, this algorithm is compared with support vector machine algorithm and BP neural 

network algorithm. The experimental data is 230 VAT invoice data sets, and the 7:3 ratio divides the 

training set and the test set. The accuracy of character recognition in the entire invoice area is counted, 

and the experimental results are shown in Figure 2. 

 

Figure 2. Accuracy of comprehensive identification of invoice area. 

Analysis of Figure 2 shows that the accuracy of the invoice characters of the CNN-based 

recognition model reached 98.7%. The accuracy of the recognition model based on support vector 

machine and BP neural network is only 91.2 and 95.6%, which is much lower than the recognition 

model based on convolutional neural network. This is mainly due to the powerful self-learning ability 

of the convolutional neural network, which can learn the deep hidden features of the image information, 

and the intricate features of the invoice layout, so that the system achieves a high recognition rate. 

The data information on the VAT invoice is printed by machine and has a uniform format. 

However, it may generate noise during the process of sorting and scanning, and a series of image 

processing processes such as image preprocessing and character cutting may lose some useful 

information. In this case, if only one feature extraction method is used for the recognition process, the 

effect obtained will be unsatisfactory. If combined with multiple feature extraction methods, the 

algorithm becomes complicated and the recognition speed is reduced. The convolutional neural 

network does not care about the characteristics of the data, and its unique hierarchical network model 
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can automatically combine the characteristics of the numbers and find the appropriate mode. So users 

only need to understand the network structure, and do not have to rely on the characteristics of the data 

as the feature extraction. Therefore, this paper uses the image processing and recognition method of 

convolutional neural network to identify invoice printed characters, which greatly ensures the rapid 

and accurate identification of accounting image information. 

5. Conclusion 

The 21st century is an era of information and intelligence. Highly informatized and intelligent 

algorithms emerge one after another. People’s way of processing information has gradually changed 

into computer intelligent processing through traditional manual processing. China is the largest country 

in the use of invoices, and the information on bills that need to be processed in the accounting industry 

is also increasing. The method of manually inputting data has low work efficiency, is error-prone, and 

cannot manage the invoice information centrally, and it takes a lot of effort to query the data later. With 

the development of artificial intelligence in recent years, the automatic invoice identification system 

has received more and more attention. The development of image processing technology has brought 

convenience to the artificial intelligence of accounting information. Artificial intelligence technology 

based on image processing can solve the problem of invoice information collection. Combining 

artificial intelligence with the accounting industry can not only optimize the efficiency and speed of 

accounting information processing, but also reduce the work intensity of accounting personnel. 

Advanced computer intelligent algorithms such as image processing can identify most types of bill 

voucher information, which greatly improves the overall accuracy of accounting information 

processing, reduces the occurrence of artificial accounting information fraud, and fully integrates 

accounting information resources. 

This paper uses image processing technology to achieve the acquisition of VAT invoice related 

information. Firstly, the invoice image is binarized preprocessing, then the tilting correction is 

performed based on the improved method of directional white run, and Wiener filtering is used for 

image denoising; the gray projection based method is used for character segmentation; finally, 

recognition model based CNN is used. The computer extracts the accounting information directly from 

the ticket voucher and intelligently identifies the content of the image. The simulation experiments 

show that the method is effective and can greatly improve the efficiency and accuracy of accounting 

information processing. It has great application value and is of great significance to the artificial 

intelligence of accounting information processing. Although this paper has carried out in-depth 

research on accounting information processing using artificial intelligence technology, there are still 

many deficiencies. The depth and breadth of this research is not enough, and my academic level 

research is also limited. In the future work, we will study solutions for accounting information 

processing from more perspectives based on the existing technology and level, and continuously 

improve the efficiency and quality of accounting information processing. 
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