
MBE, 19(6): 6317–6330. 

DOI: 10.3934/mbe.2022295 

Received: 02 March 2022 

Revised: 06 April 2022 

Accepted: 12 April 2022 

Published: 19 April 2022 

http://www.aimspress.com/journal/MBE 

 

Research article 

Investigation of SIS epidemics on dynamic network models with 

temporary link deactivation control schemes 

Jun Hyung Bae1 and Sang-Mook Lee2,* 

1 Interdisciplinary Program in Computational Science and Technology, Seoul National University, 

Seoul 08826, Korea 
2 Department of Earth and Environmental Sciences, Seoul National University, Seoul 08826, Korea 

* Correspondence: Email: smlee@snu.ac.kr; Tel: +8228806745. 

Abstract: Mathematical modeling of epidemic diseases is increasingly being used to respond to 

emerging diseases. Although conditions modeled by SIS dynamics will eventually reach either a 

disease-free steady-state or an endemic steady state without interventions, it is desirable to eradicate 

the disease as quickly as possible by introducing a control scheme. Here, we investigate the control 

methods of epidemic models on dynamic networks with temporary link deactivation. A quick link 

deactivation mechanism can simulate a community effort to reduce the risk of infection by temporarily 

avoiding infected neighbors. Once infected individuals recover, the links between the susceptible and 

recovered are activated. Our study suggests that a control scheme that has been shown ineffective in 

controlling dynamic network models may yield effective responses for networks with certain types of 

link dynamics, such as the temporary link deactivation mechanisms. We observe that a faster and more 

effective eradication could be achieved by updating control schemes frequently.  
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1. Introduction  

Infectious diseases are unique from other conditions in that the direct cause of the disease is 

another infected individual. A dichotomy to classify such communicable diseases is whether they 

confer a long-term or short-term immunity upon infection. The condition will eventually die out after 

one cycle in the former case. Short-term immunity can be of more significant concern, as witnessed 



6318 

Mathematical Biosciences and Engineering  Volume 19, Issue 6, 6317–6330. 

by recent COVID-19. Reinfection by mutated diseases can also complicate the situation. In general, 

with the absence of any intervention, infectious diseases with low transmission rates or high recovery 

rates will progressively disappear. In contrast, those with high transmission rates or low recovery rates 

will reach some steady state.  

The presence of infectious diseases causes harm to human society in myriad ways, including 

placing a high burden on healthcare services and disrupting economic activities. A control method 

can be implemented to reduce socioeconomic costs to eradicate the transmissible disease even 

quicker. Also, if the epidemic is difficult to eliminate, a control scheme can lower the spread rate 

and reduce unhappiness. 

Various interventions are used in the real world and can be divided into two main types. First is 

pharmaceutical interventions, including vaccinations and medical treatments [1]. The second is non-

pharmaceutical interventions (NPIs) like social distancing. Both can be considered control methods 

that attempt to reduce the spread of disease. However, the distribution of antidotes can be another 

complicating issue among countries. Hence, a more readily approach may be through personal and 

community efforts, including curfews and lockdowns [2]. 

Finding an effective means to control the disease spread can be achieved by taking mathematical 

approaches [3]. The susceptible-infectious-susceptible (SIS) model is one of the most popular models 

for short-term immunity. A simplistic view is taken from the viewpoint of disease transmission such 

that each individual in a randomly mixed population is susceptible (S) or infectious (I). A susceptible 

individual becomes an infectious one upon infection and back to susceptible upon recovery. Various 

modifications of compartmental models exist where extra classes are added to reflect disease-specific 

processes, including the standard SIR model that confers immunity upon recovery and SEIR that 

accounts for infected individuals who are not yet infectious. The flow between compartments can be 

described in ordinary differential equations (ODEs) in all these models [4,5]. 

Although compartmental epidemic models are intuitive and straightforward, their legitimacy has 

often been questioned for their oversimplification, assuming all-to-all connectivity among 

homogeneously well-mixed individuals [6,7]. Modeling epidemics on networks is an alternative and 

novel approach that emerged from renowned works [8,9]. Modern network-based models with explicit 

network structures can describe the individual-level interactions in more detail and thus capture the 

observed dynamics with higher integrity. 

A more sophisticated investigation of disease control methods also followed [5,10]. Dynamic 

networks with changing links allow variations within the network structure and offer new modeling 

options for studying the influence of control measures. It is in many ways similar to our intuitive 

perception of forming and breaking human relationships [10]. Over the past decade, modeling and 

analyzing disease spread on temporal links have advanced significantly as studies continue to reveal 

the nature of networks existing in the real world, such as biological, social, and technological networks, 

are indeed dynamic [5]. 

This study examines how well an actual spread can be controlled within a set time by simulating 

social distancing on a network. Healthy individuals can temporarily stop interacting with infected 

neighbors. The non-linear model predictive control (NMPC) method is used to compute control signals 

to bring the number of infected closer to the target. These signals are applied to individual-based 

models (IBMs) having the same epidemic parameters as the ODE system. We further explore how the 

system can converge to the desired state even faster.  

Many idealized networks have been suggested for modeling epidemiologically relevant contacts 
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within a real population. Here we use the Erdős-Rényi (ER) network, where the degree distribution 

follows a Poisson distribution. Our results demonstrate that more frequent updates of control signals 

do drive the system to converge to the target under epidemics with higher transmission rates. We note 

that the success of control is contingent on system parameters, control parameters, and damping 

parameters. Also, network-based epidemic simulations are yet subject to drawbacks where the 

sensitivity of outcomes to the properties of networks is difficult to ascertain [10]. Our approach focuses 

on closing this gap and gaining an intuitive understanding of connecting control theory with modern 

network-based epidemics. 

2. Models 

In this section, we present the setup of the ODEs and the stochastic IBM of the dynamic network 

model. An SIS disease spreads on a fixed network, in which links can temporarily deactivate [11]. 

2.1. Pairwise ordinary differential equation model 

Compartmentalizing individuals according to their disease status is the foundation of almost all 

mathematical infectious disease models [4,12]. The basic SIS model takes a simplified view of how 

disease propagates within a population by classifying individuals as either S or I. The assumption leads 

to the standard system of differential equations: 

 [𝑆]̇ = 𝛾[𝐼] − [𝑆] 

[𝐼]̇ = [𝑆] − 𝛾[𝐼] 
(2.1) 

where [𝑆], [𝐼]  are mean numbers of susceptible and infectious individuals, respectively, where the 

total number of the population is 𝑁 [10].  is the rate of infection, which depends on the expected 

number of infected individuals such that  =  𝑛(𝐼/𝑁) . Here,   denotes the transmission rate per 

contact and 𝑛 is the total number of links in the system. 𝛾 is the rate of recovery from infection. The 

system of ODEs describes the transition between compartments, which allows tracking the variation 

in the expected number of individuals in each compartment. In the simplest case, 𝛾 and  can be 

considered constant.  

A pairwise model is an alternative approach that approximates the spreading process using linked 

pairs of individuals [13,14]. A system of pairwise ODEs consists of the expected number of links [𝑋𝑌], 

which connects individuals of status 𝑋 and status 𝑌 where 𝑋,𝑌  𝑆, 𝐼. For instance, [SI] represents 

a connection between a susceptible and an infected. Furthermore, [𝑋𝑌𝑍] indicates the number of 

triples, where 𝑋,𝑌,𝑍  𝑆, 𝐼. Here, the central node 𝑌 connects to the nodes of status 𝑋 and 𝑍. Since 

the network is assumed to be undirected and symmetric, the relationship [SI] = [IS] holds. Also, every 

link shall be counted twice. 

The system of pairwise differential equations for SIS epidemics on an undirected and unweighted 

network is shown in (2.2). A disease can propagate from an infected node to its susceptible neighbors 

with a constant rate 𝜏  per SI link. The infection rate of a susceptible individual is kτ  where k 

denotes the number of infected nodes. An infected individual is assumed to recover independently, 

regardless of the status of its neighbors. 

Triples in the system can be further simplified by adopting a moment closure approximation. This 
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assumption replaces each triple with singles and pairs as follows [10]: 

 [𝑋𝑌𝑍] ≈
[𝑋𝑌][𝑌𝑍]

[𝑌]
  

In dynamic network-based epidemic models with a temporary link deactivation mechanism, each 

susceptible can adjust their contacts to their neighbors, whose infection statuses are assumed to be 

known at all times. The model consists of a deactivation rate 𝑑  at which SI links temporarily 

deactivate, and a reactivation rate 𝑎 at which deactivated links reactivate once both nodes become 

susceptible. 

We use the ER random network model [15]. It is one of the most widely used networks for 

modeling complex processes including population dynamics models. It is a type of homogeneous 

network, in which each node is assumed to have nearly the same degree. The links are randomly created 

with a fixed probability such that the average degree distribution 𝜅 = 2𝐾 𝑁⁄ . The network topology is 

fixed with 𝑁 nodes and 𝐾 links. 

The system of ODEs that approximates the change in the number of nodes and links can be 

expressed as follows [16,17]:  

here, [𝑋𝑌̂], [𝑋𝑌̂𝑍], [𝑋𝑌𝑍̂]  where 𝑋, 𝑌, 𝑍  S, I  are temporarily deactivated edges. Also, the 

following relation holds: [𝑆𝐼̂] = [𝐼𝑆̂], [𝑆𝑆̂𝐼] = [𝐼𝑆𝑆̂], [𝐼𝑆̂𝐼] = [𝐼𝑆𝐼̂] . The closure relation for 

deactivated links is as follows: 

 [𝑆]̇ = 𝛾[𝐼] − 𝜏[𝑆𝐼] 

[𝐼]̇ = 𝜏[𝑆𝐼] − 𝛾[𝐼] 

[𝑆𝐼]̇ =  𝛾([𝐼𝐼] − [𝑆𝐼])  + 𝜏([𝑆𝑆𝐼] − [𝐼𝑆𝐼] − [𝑆𝐼]) 

[𝐼𝐼]̇ = −2𝛾[𝐼𝐼] + 2𝜏([𝐼𝑆𝐼] + [𝑆𝐼]) 

[𝑆𝑆]̇ = 2𝛾[𝑆𝐼] − 2𝜏[𝑆𝑆𝐼] 

(2.2) 

 [𝑆]̇ = 𝛾[𝐼] − 𝜏[𝑆𝐼] 

[𝐼]̇ = 𝜏[𝑆𝐼] − 𝛾[𝐼] 

[𝑆𝐼]̇ = −(𝜏 + 𝛾)[𝑆𝐼] + 𝜏([𝑆𝑆𝐼] − [𝐼𝑆𝐼]) + 𝛾([𝐼𝐼]) − 𝑑[𝑆𝐼] 

[𝐼𝐼]̇ = −2𝛾[𝐼𝐼] + 2𝜏([𝐼𝑆𝐼] + [𝑆𝐼]) 

[𝑆𝑆]̇ = 2𝛾[𝑆𝐼] − 2𝜏[𝑆𝑆𝐼] + 𝑎[𝑆𝑆]̂  

[𝑆𝐼]̂̇ = −𝛾[𝑆𝐼]̂ + 𝜏([𝑆𝑆̂𝐼] − [𝐼𝑆𝐼̂]) + 𝛾[𝐼𝐼]̂ + 𝑑[𝑆𝐼] 

[𝐼𝐼̂]̇ = −2𝛾[𝐼𝐼̂] + 2𝜏[𝐼𝑆𝐼̂] 

[𝑆𝑆̂]̇ = 2𝛾[𝑆𝐼̂] − 2𝜏[𝑆𝑆̂𝐼] − 𝑎[𝑆𝑆̂]. 

(2.3) 
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 [𝑋𝑌̂𝑍] ≈
[𝑋𝑌̂][𝑌𝑍]

[𝑌]
.  

 

Figure 1. The flowchart of link activation and deactivation mechanism.  

The system of ODEs can be further simplified by substituting the conservation of nodes and links:  

 [𝑆] = 𝑁 − [𝐼] 

[𝐼𝐼̂] = 𝑁 ∙ 𝐾 − 2[𝑆𝐼] − [𝐼𝐼] − [𝑆𝑆] − 2[𝑆𝐼̂] − [𝑆𝑆̂] 
 

The lower-dimensional approximations suitable for computing control methods are (2.4). The 

values of [𝑋], [𝑋𝑌], [𝑋𝑌̂] where 𝑋,𝑌  𝑆, 𝐼 are assumed continuous.  
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2.2. Stochastic individual-based model 

IBMs simulate the interactions of multiple abstract entities computationally [18,19]. A variety of 

Python packages for running IBM simulations has come into existence over the last few years. In this 

study, we use Mesa (version 0.8.8.1), which provides an individual-based modeling framework, and 

NetworkX, (version 2.6.3), which facilitates creating and investigating the dynamics and structures of 

complex networks. 

The IBM generates a random ER network with the same parameters used in the pairwise model. 

These include the total population, the average degree of individuals, the number of infected, the virus 

spread chance per SI link at each time step, the recovery rate per individual, the deactivation rate 𝑑, 

and the reactivation rate 𝑎. At each step, deactivated links are activated with the reactivation rate 𝑎, 

and SI links are deactivated with the deactivation rate 𝑑. Then, infected nodes spread the infection to 

all their susceptible neighbors with a transmission rate τ.  

3. Control 

This section describes the process for computing control signals for the pairwise ODEs and the 

stochastic IBMs. These models are placed in a feedback loop, where control signals are updated at 

each time step. Individuals are assumed to be willing to maintain their active contacts when there is no 

threat to infection. Extreme measures, such as deactivating all connections pausing the whole 

propagation, are considered unrealistic and therefore neglected. 

The purpose of applying control measures is to eradicate the epidemic and at the same time keep 

the number of activated connections as many as possible before the end of the period. We incorporate 

the time-dependent control, a method that iteratively tunes the control signals at each time step. The 

deactivation rate 𝑑  and the reactivation rate 𝑎  become piecewise constant functions as they can 

change every step. These rates are bounded as follows: 

 0 ≤ 𝑑𝑚𝑖𝑛 ≤ 𝑑 ≤ 𝑑𝑚𝑎𝑥 ≤ 1 

0 ≤ 𝑎𝑚𝑖𝑛 ≤ 𝑎 ≤ 𝑎𝑚𝑎𝑥 ≤ 1. 
 

 [𝐼]̇ = τ[𝑆𝐼] − γ[𝐼] 

[𝑆𝐼]̇ = (τ (
[𝑆𝑆] − [𝐼𝐼]

𝑁 − [𝐼]
) − (τ + γ + 𝑑)) [𝑆𝐼] + γ[𝐼𝐼] 

[𝐼𝐼]̇ = −2γ[𝐼𝐼] + 2τ[𝑆𝐼] (
[𝑆𝐼]

𝑁 − [𝐼]
+ 1) 

[𝑆𝑆]̇ = 2γ[𝑆𝐼] − 2τ
[𝑆𝑆][𝑆𝐼]

𝑁 − [𝐼]
+ 𝑎[𝑆𝑆̂] 

[𝑆𝐼̂]̇ = −γ[𝑆𝐼̂] + (τ (
[𝑆𝑆̂] − [𝑆𝐼̂]

𝑁 − [𝐼]
) + 𝑑) [𝑆𝐼] + γ[𝐼𝐼̂] 

[𝑆𝑆̂]̇ = 2γ[𝑆𝐼̂] − (2τ (
[𝑆𝐼]

𝑁 − [𝐼]
) + 𝑎) [𝑆𝑆̂]. 

(2.4) 
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A fixed time step ∆𝑡 > 0 determines how often the control signals are updated. In realistic scenarios, 

the value of ∆𝑡 translates to the period of updating control policies every ∆𝑡 days or every ∆𝑡 weeks. 

As carried out in [2], the target numbers to be achieved within the finite time horizon 𝑇 >  0 are 

denoted as 𝐼(𝑇) = 𝐼∗ for infected individuals and 𝑛(𝑇) = 𝑛∗ for the average number of active links. 

We set these values as 𝐼∗ = 0 and 𝑛∗ =   𝑛(0), which translates to zero infected individuals and fully 

activated social contacts. ε is defined to measure the effectiveness of the control as follows:  

 |[𝐼](𝑇) − 𝐼∗| ≤ ε 

|𝑛(𝑇) − 𝑛∗| ≤ ε 
 

An ideal control scheme would drive the system such that ε = 0. 

3.1. Controlling the pairwise model 

Substituting the bounds of the rates into the system yields:  

 [𝐼]̇ = τ[𝑆𝐼] − γ[𝐼] 

[𝑆𝐼]̇ = (τ (
[𝑆𝑆] − [𝐼𝐼]

𝑁 − [𝐼]
) − (τ + γ + [𝑑𝑚𝑖𝑛, 𝑑𝑚𝑎𝑥])) [𝑆𝐼] + γ[𝐼𝐼] 

[𝐼𝐼]̇ = −2γ[𝐼𝐼] + 2τ[𝑆𝐼] (
[𝑆𝐼]

𝑁 − [𝐼]
+ 1) 

[𝑆𝑆]̇ = 2γ[𝑆𝐼] − 2τ
[𝑆𝑆][𝑆𝐼]

𝑁 − [𝐼]
+ [𝑎𝑚𝑖𝑛, 𝑎𝑚𝑎𝑥][𝑆𝑆̂] 

[𝑆𝐼̂]̇ = −γ[𝑆𝐼̂] + (τ (
[𝑆𝑆̂] − [𝑆𝐼̂]

𝑁 − [𝐼]
) + [𝑑𝑚𝑖𝑛, 𝑑𝑚𝑎𝑥]) [𝑆𝐼] + γ[𝐼𝐼̂] 

[𝑆𝑆̂]̇ = 2γ[𝑆𝐼̂] − (2τ (
[𝑆𝐼]

𝑁 − [𝐼]
) + [𝑎𝑚𝑖𝑛, 𝑎𝑚𝑎𝑥]) [𝑆𝑆̂] 

(3.1) 

The piecewise constant functions 𝑎  and 𝑑  are updated at each step so that these signals are 

applied to the system such that the target values reach lower or equal to ε.  

The NMPC method is an adaptation of the model predictive control method, where sequences of 

control values are repeatedly computed over the finite prediction range to minimize the objective 

functional [20,21].  

To implement the NMPC method, the ODEs are first discretized using the Runge-Kutta-Fehlberg 

method (RKF45), a method of 4th order, and an error estimator of 5th order. Then the system is 

vectorized to ease matrix computations: 

 𝑋 = ([𝐼], [𝑆𝐼], [𝐼𝐼], [𝑆𝑆], [𝑆𝐼]̂ , [𝑆𝑆]̂ ) 

𝑌 = ([𝐼], 𝑛) 

𝐶 = (𝑎, 𝑑) 

 

where 𝑥(𝑘) =  𝑋(𝑘∆𝑡), 𝑦(𝑘) =  𝑌(𝑘∆𝑡) , and  𝑐(𝑘) =  𝐶(𝑘∆𝑡) . 𝑃  denotes the length of the prediction 

horizon, which shortens at each time step. 𝑃 is used to calculate the sequence of control actions 𝐶 at 

each time step 𝑘∆𝑡  until the time horizon is reached, such that 𝐶𝑖(𝑘 + 𝑗) , where 𝑖 = 1,2 , 𝑗 =
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0,1, . . . . , 𝑃 − 1. These control signals produce solutions of the system at each time step: 

𝑥(𝑘 + 𝑗)  =  𝐹(𝑥(𝑘 + 𝑗 − 1), 𝑢(𝑘 + 𝑗 − 1)) where 𝑗 = 1,2, . . . , 𝑃 

The objective functional 𝐽  is defined for computing series of control signals 𝐶(𝑘), 𝐶(𝑘 +

1), … , 𝐶(𝑘 + 𝑃 − 1) to let the targets 𝑌(𝑘 + 1), 𝑌(𝑘 + 2), … , 𝑌(𝑘 + 𝑃) converge to (𝐼∗, 𝑛∗): 

𝐽(𝑐(𝑘), … , 𝑐(𝑘 + 𝑃 − 1)) 

=  ∑ (𝜆1(𝑦1(𝑘 + 𝑗) − 𝐼∗)2 + 𝜆2(𝑦2(𝑘 + 𝑗) − 𝑛∗)2 + 𝜆3(∆𝐶1(𝑘 + 𝑗))
2

+ 𝜆4(∆𝐶2(𝑘 + 𝑗))
2

)

𝑃

𝑗=1

. 

here, 𝜆1, 𝜆2, 𝜆3, 𝜆4 are damping parameters and 𝑦1, 𝑦2, 𝐶1, 𝐶2 are the first and second elements of 𝑌 

and 𝐶 , respectively. ∆𝐶1(𝑘 + 𝑗) = 𝑎(𝑘 + 𝑗) − 𝑎(𝑘 + 𝑗 − 1)  and ∆𝐶2(𝑘 + 𝑗) = 𝑑(𝑘 + 𝑗) − 𝑑(𝑘 + 𝑗 − 1) 

measures the cost occurring from changing control signals. 𝜆1(𝑦1(𝑘 + 𝑗) − 𝐼∗)2  accounts for the 

difference between the current number of infected individuals and the target, and 𝜆3(∆𝐶1(𝑘 + 𝑗))
2
 

accounts for that of the average active degree and the target.  

The series of control values 𝑐(𝑘), 𝑐(𝑘 + 1), . . ., 𝑐(𝑘 + 𝑃 − 1)  are obtained by computing the 

optimization equation using the nonlinear least-squares solver lsqnonlin from the MATLAB 

Optimization toolbox. The first value of the sequence 𝑐(𝑘) is applied to 𝑥(𝑘), updating the system to 

𝑥(𝑘 + 1) for the time period [𝑘∆𝑡, (𝑘 + 1)∆𝑡]. The entire process is repeated until the system reaches 

the end of the time horizon 𝑇. 

3.2. Controlling the stochastic individual-based model 

Two different cases are considered for computing the control inputs for the IBM [2]. In case A, 

the entire sequences of control signals 𝐶1 and 𝐶2 for [(𝑘 − 1)∆𝑡, 𝑘∆𝑡] where 𝑘 =  1,2, . . . . , 𝐾 and 

𝐾∆𝑡 = 𝑇, are computed by the pairwise ODEs. The sequences of control signals are then applied to the 

IBM at their respective time step over the finite time horizon. In case B, the entire sequences of control 

signals are computed in the same way as done in case A. However, only the first values in the sequences 

are applied to the IBM. The same process is repeated until the system reaches the end of the time 

horizon. We note that the model parameters and the control parameters of the IBM are the same for 

pairwise ODEs. 

4. Simulations 

This section presents the results of the simulations where the stochastic IBM is controlled using 

cases A and B. 

4.1. Case A 

We begin by running extensive simulations on the pairwise ODEs and use the Monte Carlo 

algorithm to find the maximum value of τ to two decimal places that drives the solution to desired 

values (𝐼∗ = 0 and 𝑛∗ = 𝑛(0)). The sequence of control signals can then be obtained and applied 

back to the stochastic IBM. Figure 2(a) presents the effect of those signals on the prevalence and the 
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mean active degree of both the pairwise ODEs and the stochastic IBM. Figure 2(b) shows that the 

target values of the system of pairwise ODEs diverge such that ε > 10% when τ is higher than 0.15, 

which is the maximum value of τ that drives the system such that 𝜀 ≤  10%.  

This experiment is repeated with different values of τ, 𝑎𝑚𝑎𝑥, and 𝑑𝑚𝑎𝑥. Table 1 compares the 

target average active degree and the number of infected nodes at the terminal with those of simulation 

results. We observe that the number of prevalence and the mean active degree for stochastic simulations 

converge to the target values when those for pairwise models do so as well, and vice versa. Also, both 

models tend to be controllable when the transmission rate is not too large. 

4.2. Case B 

Figure 2. Change in the number of infected, drawn in red, and the mean active degree, 

drawn in blue. Results from the pairwise ODEs are dashed, and the stochastic IBM are 

solid. In case A, 𝑁 =  10000,   ∆𝑡 =  0.1,  =  1, 𝐼∗ = 0, 𝑛∗ = 10,  𝜆1  =  100,  𝜆2  =

 10000, 𝜆3, 𝜆4  =  1,   𝑎𝑚𝑎𝑥 = 𝑑𝑚𝑎𝑥  =  1 . In (a), where  =  0.15 , both 𝐼𝑠  and 𝑛𝑠 

reach the targets such that 𝜀 ≤  10% . In (b), where  =  0.16 , 𝐼𝑝  fails to reach 𝐼𝜀 

within the time period 𝑇. Iε denotes the line where the infected number of individuals 

reaches ε =  10%. 

Table 1. Differences between the simulation results and the target values of the pairwise 

and stochastic models for several values of 𝜏 , 𝑎𝑚𝑎𝑥, 𝑑𝑚𝑎𝑥 where 𝑁 =  10000, ∆𝑡 =

 0.1,    =  1, 𝐼∗ = 0, 𝑛∗ = 10,  𝜆1  =  100,  𝜆2  =  10000, 𝜆3, 𝜆4  =  1. 

τ 𝑎𝑚𝑎𝑥 𝑑𝑚𝑎𝑥 [𝐼]𝑠(𝑇) − 𝐼∗ 𝑛𝑠(𝑇) − 𝑛∗ [𝐼]𝑝(𝑇) − 𝐼∗ 𝑛𝑝(𝑇) − 𝑛∗ 

0.10 1 1 0 0 0.01 0.01 

0.15 1 1 0 0 0.50 0.05 

0.20 1 1 856 9.95 29.73 0.30 

0.10 0.5 0.5 0 0 0.32 0.02 

0.15 0.5 0.5 0 0 26.02 0.17 

0.20 0.5 0.5 1068 9.98 1673.40 4.55 

Figure 3(a) shows that case B is an effective method to control the stochastic IBMs up to 𝜏 = 0.18. 
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Figure 4 shows the control signals obtained from the pairwise ODEs in case B. Control signals are 

piecewise constant functions applied to the stochastic IBMs in Figure 3(a). Figure 3(b) shows the temporal 

dependence of the infected and the mean active degree of the pairwise ODEs and the stochastic IBM, where 

the same parameters are used as in Figure 3(a) but with ten times longer time step ∆t. 

5. Discussion 

 

Figure 3. Change in the number of infected, drawn in red, and the mean active degree, 

drawn in blue. Results from the pairwise ODEs are dashed, and the stochastic IBM are 

solid. In case B, N =  10000,  =  0.18,  =  1, I∗ = 0, n∗ = 10,  λ1  =  10,  λ2  =

 10000, λ3, λ4  =  1,  amax = dmax  =  1. In (a), ∆t =  0.1. In (b), ∆t =  1. Iε denotes 

the line where the infected number of individuals reaches ε =  10%. 

 

Figure 4. Control signals obtained from the pairwise model that effectively control the 

stochastic model in Figure 3(a), where 𝑵 =  𝟏𝟎𝟎𝟎𝟎, ∆𝒕 =  𝟎. 𝟏,  =  𝟎. 𝟏𝟖,  =  𝟏,

𝑰∗ = 𝟎, 𝒏∗ = 𝟏𝟎,  𝝀𝟏  =  𝟏𝟎,  𝝀𝟐  =  𝟏𝟎𝟎𝟎𝟎, 𝝀𝟑, 𝝀𝟒  =  𝟏,   𝒂𝒎𝒂𝒙 = 𝒅𝒎𝒂𝒙  =  𝟏.  

Regarded as one of the simplest disease dynamics models, SIS disease is simulated so that the 
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study can readily be extended to its variants. SIS epidemics involve connections between susceptible 

and infectious individuals, which are just sufficient for transmitting infection [22]. 

Exact equations encompassing the probability of realistic size networks being in every possible 

state are beset with fundamental difficulties, resulting in too many equations for practical applications. 

For example, there are 2𝑁 distinct state spaces for N individuals for SIS epidemic models.  

As done by one of the earliest developed dynamic network-based epidemic models, we use the 

pairwise modeling framework to relax the high dimensionality. Mean-field models that approximate 

stochastic processes can be formulated using pairwise approximations, having the potential to be exact 

in large systems. However, its focus on expected population-scale quantities makes it difficult to 

analyze variations of epidemic dynamics in different network structures [10,13].  

Modern IBMs simulating simultaneous interactions of multiple entities on explicit structures 

have shown increasingly superior to traditional compartmental models in regard to accuracy in 

predictions [18,19]. On the other hand, an increase in uncertainty is inevitable when parameters are 

added for building more realistic IBMs.  

Computing control signals of the stochastic IBMs using the system of pairwise ODEs requires much 

less computational cost than computing control signals directly from the stochastic model. That is, the rates 

at which the SI links temporarily deactivate and SS links reactivate are regulated by the system of pairwise 

ODEs. As a result, we examine how well an actual spread can be controlled using the pairwise ODEs. 

Notably, the outcomes are contrasting when the method used in case A is repeated on dynamic 

networks with contact-conserving rewiring mechanisms. In [2], case A is deemed ineffective since 

control signals obtained from the controllable system of pairwise ODEs do not drive the stochastic 

model to the target values, even for lower values of 𝜏. The effectiveness of the methods used in case 

A may highlight the variation in responses between different dynamic network models to model 

predictive control methods. On the other hand, the difference may be simply because our model 

considers a larger population than that used in [2]. We recall that the sensitivity of the network-based 

simulation outcomes to the property of the networks is difficult to assess [10].  

Our outcome agrees with that of [2] in that the process used in case B is a more effective approach 

than that of case A when using the NMPC method to control the stochastic simulations of dynamic 

networks. Also, when the time step ∆t is increased as in [2], the probability of stochastic simulations 

being effectively controlled decreases. 

In Figure 4, the deactivation rate reaches the maximum at earlier stages of the process. Link 

activation rate remains low at this stage so that the number of prevalence can decrease. However, the 

link activation rate increases steadily so that the mean active degree can reach the target value. These 

observations can be seen as control measures focusing on the early eradication of diseases and steady 

relaxation of social distancing. Seeking an optimal balance between minimizing the number of infected 

and maintaining active social contacts is intentionally planned through the damping parameters of the 

model predictive control.  

We highlight that the controllability of our simulations highly depends on the control parameters, 

including the time horizon, the step size, epidemic parameters, and damping parameters that 

significantly impact the optimization processes of the model predictive control. 

6. Conclusions 

A limited amount of research exists where pairwise ODEs are used to compute control signals for 
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controlling real networks modeled with IBMs. This paper considers two different cases for computing 

control inputs for dynamic networks with a temporary link mechanism. The ER network is assumed. 

In the first case, little computational resources are used to compute the control signals. That is, control 

inputs are calculated only once at the beginning of the control period. In the second case, we collect 

the epidemic data of the stochastic IBM at each time step and use the data as the initial condition of 

the pairwise model for computing the control signals for stochastic IBM. Our results show that the 

prevalence and the mean active degree converging to the target values increased when control signals 

were updated more frequently.  

The goal of the study is to explore the opportunity arising from linking the modern network-based 

epidemic models and control, thereby gaining an intuitive understanding. The scope is limited to 

dynamic networks with a temporary link deactivation mechanism, investigating the degree of 

effectiveness for controlling stochastic IBMs using the results obtained from the pairwise ODEs. We 

compute control signals from ODE approximations, which requires fewer costs and efforts than 

calculating those from stochastic simulations. Our method provides a stepping stone towards the 

applications of controlling real-world complex systems. 

When the transmission rate is low, the effectiveness of control measures predicted by pairwise 

ODEs coincides with stochastic simulations applied with the same control signals used for the pairwise 

model. On the other hand, when the transmission rate is high, case B outperforms case A for controlling 

stochastic simulations using pairwise ODEs. As with the limitations of all network-based simulations, 

where the sensitivity of the epidemiological outcomes to the specifications of the network is unclear, 

we highlight that the controllability strongly depends on the parameters that define the models [10]. 

Our approach can be extended to more refined settings, complementing the simplifications and 

limitations. While our approach concentrates on the end target of the prevalence and active degree, 

studies can look into minimizing the peak or the total number of infections. Such an approach may be 

more practical in the context of epidemiology when maintaining the intensive care units (ICUs) 

capacity rises as an issue. Moreover, studies can account for the costs occurring from the activation 

and deactivation of links. They do not focus on network control, and this cannot be examined with 

simple compartmental models. Finally, we used the homogeneous mean-field pairwise approximations, 

which do not fully capture the system behavior of networks in which degree distributions are 

heterogeneous. Since many observed networks are far from homogeneous, the next step shall be 

incorporating degree heterogeneity, significantly affecting disease dynamics [10].  
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