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Abstract: Human interaction patterns on the Web over online social networks vary with the context
of communication items (e.g., politics, economics, disasters, celebrities, and etc.), which leads to form
unlimited time-evolving curves of information adoption as diffusion proceeds. Online communications
often continue to navigate through heterogeneous social systems consisting of a wide range of online
media such as social networking sites, blogs, and mainstream news. This makes it very challenging
to uncover the underlying causal mechanisms of such macroscopic diffusion. In this respect, we re-
view both top-down and bottom-up approaches to understand the underlying dynamics of an individual
item’s popularity growth across multiple meta-populations in a complementary way. For a case study,
we use a dataset consisting of time-series adopters for over 60 news topics through different online
communication channels on the Web. In order to find disparate patterns of macroscopic information
propagation, we first generate and cluster the diffusion curves for each target meta-population and
then estimate them with two different and complementary approaches in terms of the strength and di-
rectionality of influences across the meta-populations. In terms of the strength of influence, we find
that synchronous global diffusion is not possible without very strong intra-influence on each popula-
tion. In terms of the directionality of influence between populations, such concurrent propagation is
likely brought by transitive relations among heterogeneous populations. When it comes to social con-
text, controversial news topics in politics and human culture (e.g., political protests, multiculturalism
failure) tend to trigger more synchronous than asynchronous diffusion patterns across different social
media on the Web. We expect that this study can help to understand dynamics of macroscopic diffusion
across complex systems in diverse application domains.
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1. Introduction

In a social system, a “connection” or “relationship” between individuals can be identified by diverse
interaction events such as site-specific actions on the Web (e.g., mention, reply, like, retweet), col-
laborations, friendship, kinship, and even spatio-temporal vicinity [1]. Such interactions collectively
generate dynamic communication pathways over heterogeneous social networks constituting complex
systems, through which a wide range of (information) items propagate. Most prior work has focused on
mutual interactions in a single homogeneous social system and investigated their interaction patterns
within the system’s border [2-5]. However, an individual item may reach beyond its originated social
system and continue to navigate across different populations. For instance, breaking news reports from
mainstream media spread through diverse social networking sites and also blogs [6,7]. Not limited to
information, an infectious disease such as dengue and COVID-19 spreads across international borders,
leading to pandemic [8,9]. Such far-reaching pathways in the real world bring forward global diffusion
over heterogeneous meta-populations and lead to form unlimited adoption or infection curves of af-
fected individuals. In addition, the diffusion patterns vary with the social context [1,10,11], which can
be largely categorized into two major trends, synchronous and asynchronous diffusion across meta-
populations.

In this respect, we focus on borderless diffusion of individual items, which is beyond local prop-
agation within a single homogeneous social system and across the borders of heterogeneous meta-
populations. Such panoramic view helps better understand general dynamics of diffusion, not limited
to site-specific social behavior. For the study, we review both top-down and bottom-up approaches
to estimate macroscopic diffusion as a complementary way of understanding emergent phenomena in
the real world. Top-down and bottom-up approaches have been largely considered as design strategies
of knowledge discovery in diverse research communities, where a top-down approach starts with big
picture of a complex system and subsequent stepwise refinement while a bottom-up approach begins
with pieces of systems bringing about more complex systems [12]. Here, we investigate model-driven
methods based on hypotheses of a complex system as top-down approaches and data-driven or model-
free methods without any assumptions as bottom-up approaches, whose advantages and disadvantages
are discussed.

In addition, we conduct a case study by using a dataset provided by [13], which contains daily
adopters for over 60 news topics via different types of online social media such as mainstream news,
social networking sites, and blogs. In order to find disparate patterns of macroscopic information
propagation, we first generate and cluster the diffusion curves for each meta-population, by consid-
ering the different types of online media as heterogeneous meta-populations. We then estimate each
cluster with both top-down and bottom-up approaches as complementary methods, based on which
underlying dynamics is interpreted in terms of the strength and directionality of influences on each
target meta-population. In terms of influence strength, we find that synchronous global diffusion is
not possible without very strong intra-influence on each population. In terms of directionality, such
concurrent propagation is likely brought by transitive influences among different populations. In other
words, different social systems in transitive relations tend to exhibit similar diffusion trends with each
other. When it comes to social context, controversial news topics in politics and human culture (e.g.,
political protests in the Middle East, multiculturalism failure) tend to trigger more synchronous than
asynchronous diffusion patterns on the Web. We expect that this study can provide a comprehensive
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Figure 1. Conceptual framework for macroscopic diffusion across meta-populations.

way of understanding general dynamics of macroscopic diffusion across complex systems in diverse
application domains.

The rest of the paper is structured as follows. Section 2 introduces a conceptual framework for
global diffusion at a macro level, and Section 3 and 4 review top-down and bottom-up approaches to
estimate and understand macroscopic diffusion of individual items, whose approaches are compared
in Section 5. Section 6 shows a case study with real data by applying the discussed approaches in the
previous sections, discusses distinct patterns observed in global diffusion, and interprets underlying
dynamics from diverse perspectives. Finally, Section 7 concludes this study with future work.

2. Conceptual framework for macroscopic diffusion

A variety of individual items spreads beyond a homogeneous social system and across heteroge-
neous social systems consisting of different meta-populations. For instance, public events are reported
by mainstream media first (e.g., CNN, BBC, LeMonde, etc.), and they are shared over online social
networks via diverse media channels (e.g., Twitter, Facebook, Instagram, blogs, etc.) or the other way
around, since diverse information sources are increasingly accessible than ever before [14]. When it
comes to epidemics, disease outbreaks sweep through a nation and spread across international borders
as transportation systems accelerate human mobility [9, 15, 16]. That is, diffusion space is not lim-
ited to a homogeneous single social system but expanded to complex systems consisting of multiple
meta-populations, as shown in Figure 1.

Traditionally, a diffusion framework mainly consist of external influence outside of a homogeneous
social system and internal influence led by mutual and cascading interactions between individuals in
the system [17]. However, communication channels have no border and are rather far reaching beyond
a single social system [7,9, 18]. Thus, our study mainly focuses on macroscopic diffusion with the
conceptual framework in Figure 1. Accordingly, internal influence in global diffusion can be divided
into intra- and inter-influence. Here, intra-influence implies interactions between members within
each social system or meta-population, while inter-influence indicates interactions between members
in different social systems or meta-populations.
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3. Top-down approaches

We first investigate top-down approaches which are based upon assumptions on diffusion space as
complex systems, formulating a framework with interpretable model parameters, and thus they are
also called model-driven approaches. In other words, we do not have to rely on detailed specifications
of biased or incomplete data to estimate macroscopic diffusion. For instance, structural comparisons
between different real-world social networks have been studied in order to understand frequent and
significant human interaction patterns, by finding subgraphs [19,20] or network motifs [21,22]. How-
ever, such topological analysis of networks’ current snapshot has limitations in understanding compre-
hensive human interaction patterns due in part to unknown, incompletely collected, or time-evolving
social relationships in the real world. In this regard, we review top-down approaches from a fundamen-
tal framework based on ordinary differential equations (ODE), to its extended probabilistic approach,
and to a representative point process method. These all approaches estimate the behavior of complex
systems at a macro level without detailed topological information of social networks and can provide
rich context of underlying diffusion dynamics based on estimated parameter values.

3.1. Fundamental framework

The hazard function, also called hazard rate, h(x) is the ratio of the probability density function
P(x) to the survival function § (x) as:

P fx()
CS(x) 1-Fx(x) '’

h(x) 3.1
where Fy(x) = f_ XDO fx(w)du and fx(x) = dixF x(x). The hazard rate denotes the likelihood that an item
will die or fail based on a given age x it has reached. In terms of the diffusion rate, it is governed by a
hazard function A(t) as the ratio of new adopters to the number of potential adopters at time ¢, given a
population size n as:

Mo 40 S0
n—A@ 1-F@
where A(7) and a(t) = dA(¢)/dr denote the number of cumulative adopters and new adopters at time
t, respectively. Accordingly, the proportion of the cumulative adopters is denoted by F(r) = A(t)/n
and the proportion of new adopters by f(f) = dF(¢)/dt = a(t)/n. That is, the hazard rate becomes the
diffusion rate implying the likelihood that an individual item will be adopted based on its survival to an
earlier time ¢ (i.e., not adopted until time ). This hazard function has been an fundamental framework

for diffusion processes, such as the Bass model [23] in economics as:

f®
1 - F(t)

(3.2)

=p+qF@) , (3.3)

where the parameter p is called the coefficient of innovation, since it does not interact with the cu-
mulative adopter proportion F(¢), and ¢ is called the coefficient of imitation, because it represents the
internal influence of previous adopters. Equation (3.3) has a closed form solution as:

1 — e~ (Pro)

F(t) = (3.4)

1+ ie—(PH])t )
p
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As Equation (3.3) shows, the fundamental assumption is that a underlying population is not only
homogeneous but also fully connected as in the traditional epidemic models [24]. Regardless of such
unrealistic assumption, this fundamental diffusion framework has been applied and extended by di-
verse fields such as marketing, computer science, and operations research, by focusing on either the
heterogeneity of populations [25,26], network structures (e.g., cluster density, reachability, and degree
distributions) [27-29], or both [14].

3.2. Generative probabilistic approach

As shown in Equation (3.3), the hazard rate is defined as a simple linear form of the proportion
of the cumulative adopters F(¢) until time 7. That is, it allows for models in the form of ordinary
differential equations for the fraction of individuals (i.e., adopted, infected, purchased, and etc.).

In a probabilistic point of view, the hazard function in Equation (3.2) can be defined as a new
adoption probability that an average individual, who has not adopted before, adopts at time ¢ as:

f®
1-F(@)

=PA=a|a,t) , 3.5

where A(= {a, —a}) is a binary random variable for the event of individual’s adoption (A = a) or not
(A = —a).

Accordingly, the Dynamic Influence Model (DM) defines the probability in Equation (3.5) as the
union of two events, external and internal influences on adoption as [6]:

P(al-a,1) = Pex(al-a, 1) + (1 = Pex(al-a, 1) Pin(al-a, 1) (3.6)

where Py (al—a,t) and Pj(al—a,t) denote the new adoption probabilities by external and internal in-
fluences, respectively.

In order to deal with the heterogeneity of populations, DM introduces a discrete random variable,
i = 1,...,m for different types of m meta-populations, and accordingly the adoption probability in
Equation (3.6) are constructed for each population i = 1, ..., m as:

P(A = al=a,i,t) = Pey(al=a, i, 1) + (1 = Pey(al=a, i, 1)) Piy(al—a, i, 1) . (3.7

Also, by incorporating the structural connectivity of underlying social networks of size n with a
power-law degree distribution in a probabilistic way, the adoption probability by internal influence,
Pin(al—a, i, t) in Equation (3.7) becomes:

n- c],P(alj, t))
Pin(a| —a,i,t)=1- , (3.8)
‘ 4(a> Z
where « is the power law coefficient, (@) = Z;f k™, and cj; € [0, 1] denotes the probability that an

individual of type i adopts when it is exposed to a previous adopter of type j in its neighbors (refer
to [6] for details). Note that i in Equation (3.8) is an average individual of a meta-population type
i who adopts when its neighbors have adopted in a probabilistic way. Here, the degree distribution
of an individual is assumed to follow a power-law, since real-world networks are scale-free networks

Mathematical Biosciences and Engineering Volume 19, Issue 5, 4610-4626



4615

exhibiting power-law distributions [24]. Thus, this model does not require micro-level local structures
of contact networks.

This macro-level diffusion model incorporates two main features of underlying networks, hetero-
geneity and structural connectivity, in a probabilistic way, rather than constructing and measuring the
current snapshot of networks. This enables to estimate temporal dynamics of global diffusion in diverse
application domains in the real world, by avoiding manual and incomplete construction of underlying
networks.

3.3. Point process approach

Global diffusion can be considered as point processes of adoption event arrivals, exhibiting collec-
tive bursty behaviors in the real world: e.g., abrupt popularity growth of an information item, pandemic,
and political protests. A point process is an ordered set of random variables in time, geographical space,
or more general spaces [30]. In particular, a temporal point process is a counting process {N(¢), t > 0},
where N(f) denotes the number of events that occur up to time . This temporal point process can be
characterized by a conditional intensity function, A(¢) as:

P{N(t+A)—-N(t)=1|H,}

A0 = fim A ’ o

where H, is the history of events that have occurred before time 7. This can be interpreted that A(f)
estimates the infinitesimal rate of an event in the immediate future, conditioned on the event history
prior to time .

When the intensity function A(¢) is constant over time, it is called a homogeneous Poisson process,
otherwise a nonhomogeneous Poisson process. On the other hand, a Hawkes process [31] is a non-
Markovian extension of the Poisson process, which enables clustering the arrival of events [32]. That
is, the intensity is likely dependent on the history of event occurrences as:

A =p+ D -1, (3.10)

{k:ti <t}

where ¢ denotes a baseline intensity, and g is a triggering kernel affecting clustered inter-event times.
There have been large extensions of A Hawkes process by generalizing a baseline intensity ¢ and the
triggering kernel g across diverse research areas [1].

In terms of global diffusion across meta-populations, a Hawkes process in Equation (3.10) can also
be constructed for each population i = 1, ..., m as:

A0 =+ Y AW (3.11)
k=1

where the intensity function of population i at time ¢, 4;(¢), is defined with its baseline intensity u; and
doubly stochastic point processes A%(¢) based on the superposition property of Poisson processes [33].

Latent Influence Point Process model (LIPP) extends a multidimensional Hawkes process in Equa-
tion (3.11) by incorporating major counter-balancing factors such as exogenous/endogenous influences
and a time decay effect [9]. At a macro level, internal dynamics across complex systems drives bursts
of events via intra- and inter-system interactions [1]. In this context, LIPP incorporates cross-regional
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human mobility as macro-level endogenous effects on diffusion, which defines /lﬁ.‘ (#) in Equation (3.11),
the endogenous intensity via mutual excitations across multiple regions, as:

Ay = LGk &l it - 1) (3.12)

i<t

where (-, -) function controls self-excitations, and & > 0 represents the latent influence (infectious-
ness) of a meta-population k£ on other meta-populations, due in part to population density, social inter-
activity, transportation hub, and vicinity to virus-endemic regions, embedding socio-economic factors.
The third term pf.‘ > ( represents the strength of directed connectivity from k to i based on human
mobility(interaction) patterns such that ", pi.‘ = 1. Finally, the last term ¢;(-) represents the time
relaxation function for reflecting the effect of time decay on the likelihood of diffusion. Refer to [9]

for more details.
4. Bottom-up approaches

In this section, we investigate bottom-up approaches which are independent of any assumptions on a
complex system, and thus called model-free or data-driven approaches. Information theory, introduced
by Shannon, provides the benefits of quantifying non-linear dynamics of complex systems, such as
information of a random variable, a collection of variables, and exchanges between variables [14].
Such quantification makes information theoretic-measures model-free, since top-down approaches are
based upon assumptions, i.e., model-driven [34]. In other words, we do not necessarily define ad hoc
models for any assumptions on underlying social structures which often depend on site-specific actions
(e.g., mentions, retweets, and hashtags in Twitter and like, share, and comments in Facebook).

Information-theoretic measures have been used in predicting user behavioral patterns in social me-
dia, which have largely focused on interactions within a homogeneous social system. For instance, the
entropy is used for classifying Twitter user behaviors [35] and for predicting mobility in real [36] or
virtual [37] human lives, the mutual information is used for predicting individual or group level future
interactions [38], and the transfer entropy is used for detecting relationships between Twitter users
independent of the knowledge of follower-followee social structures in Twitter [39,40].

4.1. Fundamental framework

A stochastic process is an ordered set of random variables, and thus it can be considered as time-
evolving random variables when they are indexed by time [41]. When we consider a discrete-time
stochastic process X as:

X:={X,:teT}, 4.1)

where T is an ordered set of time #, and X; is a random variable indexed by time .

A meta-population produces a wide range of time-series activity sequences such as growth of prod-
uct purchases over time, daily case reporting of an infections disease, retweet trends of news in Twitter,
and so forth. That is, diffusion over a homogeneous population leads to form a time-evolving curve
of observations, which can be considered a meta-population’s social signal affecting other neighboring
meta-populations. In other words, collective behaviors of a social system are attributed to behavioral
changes of different systems. For instance, popularity growth of an individual item (e.g., an original
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content from Netflix, COVID-19, a consumer product, and etc.) in a specific country or continent
is contagious worldwide, affecting the growth patterns of the same item in neighboring countries or
continents in a similar way.

Accordingly, a source social system generates a signal such as time-series growth rates of adopters
in the system, and the signal is encoded and transmitted to a destination social system through a noisy
channel. The encoded signal X is noise-corrupted after passing through the communication channel,
and its decoded signal Y is received by the destination system. Thus, identifying a social system’s sig-
nals is important to catch invisible information transfer between stochastic processes. For identifying
a macro-level signal of a meta-population in [41], the changes of an individual item’s growth rate are
captured as acceleration A over time. Three discrete states of a social system as a stochastic process
X={X,:teT}as:

—1 (decrease), if A; € (—oo0, —71]
X; =< O (transition), if A, € (-1,7) , 4.2)
+1 (increase), if A; € [1,00)

where A, = f(t) — f(t — 1), and the value of 7 is determined based on real data so that the probabilities
of three states are equally likely (uniformly distributed). Here, f(¢) is the proportion of adopters at time
t given a meta-population’s size » in a social system.

4.2. Macro-level transfer of social signal

A simplified social signal, defined as a stochastic process in Equation (4.2), enables to estimate
information transfer at a macro level [14]. Based on the definition of a stochastic process in Equation
(4.1), the information-theoretic measures can estimate macroscopic information transfer between meta-
populations. The mutual information cannot capture the directionality of information flow between two
random processes due to its symmetric property. On the contrary, the transfer entropy, introduced by
Schreiber [42], is defined to consider causal relations between two stochastic processes, X and Y as:

TEy_x = I(X; Y, IXi) (4.3)
— H(Xt|Xt l:it— k) _ H(Xt|Xt_l:t_k, Yt—l:t—h)

P(X X(k) (h)
= > P, X5, ¥") log Lk)
PXIX")

where ¢ is a time index, and k and & denote the Markov order for the previous states of X and Y, respec-
tively such that X(k) {Xi-1,....,X;—} and Y( ) = = {Y,-1, ..., Yi_p}. The transfer entropy TEy_x describes
the reduction of uncertainty of the state of X;, given k previous states of the destination process X, by
introducing & previous states of the source process Y. In addition, the transfer entropy can be consid-
ered as the conditional mutual information as Equation (4.3), which implies the average information
shared between the past ( 1) of the source process Y and the next state (X;) of the destination process
X except for X’s past ( 1)

Note that the mutual information I(X;Y) is the Kullback-Leibler divergence [43] of the joint
distribution P(X,Y) from the product distribution P(X)P(Y). Accordingly, the transfer entropy is
the Kullback-Leibler divergence between two conditional probability distributions P(thX(k)l) and
PXIX®, ") as:

t—1°

4.4)

TEy_x = D (PCXIXE) 1| PColX®, ¥ )
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4.3. Transfer Entropy with Time-delay and Memory Effects

We need consider distinct adoption behaviors between meta-populations in terms of time-delay
and memory effects. For instance, news diffusion in social media exhibits different growth patterns:
relatively faster in mainstream news and social networking sites than blogs [14]. When it comes to
disease spread, viruses tend to be rapidly transmitted in central cities than peripheral or rural areas
due in part to dominant population fluxes via transportation systems [9]. In this context, the transfer
entropy in Equation (4.4) can be modified by incorporating the length of time-delay d and memory &, h
so that we can analyze the effect of the d time-shifted recent 4 or k states of a meta-population on the

future state of the other meta-population. The transfer entropy with time-delay (d) and memory effects
(k, h) is defined as:

TEy_x = I(X;; Yth—d | Xf—d)
— H(thxt—d:t—k—dﬂ) _ H(thxt—d:t—k—dﬂ Yt—d:t—h—d+l)
P(X,| x® Y[(h)

I—dzk) —d) , (4.5)
P(XX,~,)

=) P, XY, ¥") log

where d denotes the length of time-delay, and it is the only difference between Equation (4.4) and (4.5).
For simplicity, we can assume the Markov orders of the X’s past and Y’s past are same (k = [). These
time-delay and memory effects cannot be estimated by top-down approaches discussed in the previous
section, and thus this bottom-up approach can provide new perspectives on macro-level diffusion.

5. Comparisons of top-down and bottom-up approaches

The discussed fundamental framework of top-down approaches is based on ordinary differential
equations by defining the hazard rate as a linear form of the proportion of cumulative adopters. This is
a simple and robust approach for predicting an individual item’s popularity in a homogeneous and fully
mixing social system. However, underlying populations in the real world exhibit heterogeneous and
scale-free network structures. Accordingly, the Dynamic Influence Model (DM) extends this funda-
mental framework by incorporating the heterogeneity of complex systems and structural connectivity
with a power-law degree distribution so that it can mimic real-world social networks. Thus, DM en-
ables to estimate macroscopic diffusion across different populations with the consideration of degree
distributions. Its limitation is that the system of partial derivative equations for DM is not mathemat-
ically tractable, which requires to solve it numerically to get the adoption probabilities of each meta-
population. That is, the more meta-populations likely increase parameter estimation errors, leading to
wrong interpretations of dynamics. While DM defines the hazard function as a new adoption probabil-
ity that an average individual, who has not adopted before, adopts at specific time, the Latent Influence
Point Process model (LIPP) is non-Markovian extension of the Poisson process conditioned on the
history of event occurrences with time decay effects. That is, DM considers the adoption history but
ignores time decay of previous events. LIPP is based on a point process, where spatiotemporal events
are well realized due to its flexible consideration of lasting impact of bursty behaviors rather than a cur-
rent snapshot. However, LIPP needs information of structural connectivity between meta-populations,
and thus it is advantageous when estimating bursty and clustered events in diffusion processes with
known structures of meta-populations such as transportation routes, cities, and countries.
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Information-theoretic measures as the fundamental framework of bottom-up approaches can di-
rectly quantify non-linear dynamics of complex systems without any assumptions, which makes them
model-free. As each meta-population produces a time-series activity sequence, it can be considered a
social signal and defined as a stochastic process, i.e., time-ordered set of random variables. That is,
the identification of a stochastic process and the quantification of exchanges between identified pro-
cesses are not affected by the number of meta-populations, in contrast to parameter errors in top-down
approaches. While the mutual information cannot capture the directionality of influence between meta-
populations due to its symmetric property, transfer entropy can estimate causal relations between two
stochastic processes by quantifying reduced uncertainty of a destination process state by introducing
previous states of a source process. Incorporating time-delay and memory effects into transfer entropy
makes it possible to characterize each population with responsiveness and persistency, respectively.

The discussed top-down approaches can estimate macroscopic diffusion without detailed network
topologies in the complex environment and can provide rich context of dynamics in terms of strength
and directionality of intra- and inter-influences within and between meta-populations. However, the
methods start with assumptions on a complex system, such as a power-law degree distribution in DM
and network structures among meta-populations in LIPP. On the other hand, the introduced bottom-
up approaches do not require any assumptions on such structural connectivity by using information-
theoretic measures. These non-parametric statistics provide benefits of quantifying non-linear dynam-
ics of complex systems, but a small sample size of each meta-population leads to a biased probability
distribution of a target random variable. Thus, the two approaches in conjunction can help to ob-
tain more significant diffusion patterns by comparing the estimation results from the approaches and
maximizing the similarity between them. When it comes to interpretation of underlying diffusion dy-
namics, the top-down approaches enable to reveal the strength and directionality of influence within
and between meta-populations as well as external influence outside each population. The bottom-up
approach also provides the strength and directionality of inter-influence between different populations
except for intra-influence and external influence. However, the time-delay and memory effects of the
transfer entropy can additionally provide behavioral characteristics of each population.

All in all, these two different approaches together provide a complementary macroscopic picture
of diffusion dynamics by filling the gap which either approach cannot provide alone, and thus they
can help better understand real-world diffusion in a comprehensive way. They also suggest alternative
options to choose a more appropriate approach in accordance to data availability and experimental
conditions of different application domains.

6. Case study: Global diffusion across online social media

In this section, we conduct a case study with real data consisting of time-evolving information
adopters for each meta-population. We first cluster time-series curves and find distinct patterns so
that we can better understand real-world diffusion in a more principled way. We then estimate each
clustered curve with both top-down and bottom-up approaches and interpret dynamics of macroscopic
diffusion on the Web in a complementary way.
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Figure 2. Disparate macro-level diffusion patterns across online social media (News, SNS,
and Blog) by clustering and averaging the cumulative adoption rates F of over 60 news topics
for each media type.

6.1. Data description and preprocessing

For an exemplary case study of global diffusion, we target news propagation across different types
of online social media by using the dataset provided by [13]. This dataset consists of time-series
adopters for over 60 news topics via mainstream news media (News), social networking sites (SNS),
and personal blogs (Blog), during a one month period.

For extracting distinct diffusion patterns, we clustered the cumulative diffusion rates (F) of all news
topics for each social media (News, SNS, and Blog) as a representative meta-population on the Web.
As a clustering method, we use the simple and robust k-means clustering [44] which is a centroid-based
algorithm finding a fixed number (k) of clusters in a dataset by calculating Euclidean distances between
two vectors (F) and minimizing within-cluster variances (squared Euclidean distances). In this way,
the time-series adoption sequences are partitioned into k similar diffusion patterns. By varying the
value of k from k = 2 to k = 10, we obtained five distinct clusters. Figure 2 shows the obtained five
clusters of macro-level diffusion across different social media types (News, SNS, Blog), where each
plot exhibits the averaged cumulative diffusion rates F for each media. As shown in the figure, mainly
four disparate patterns (EAG, ESG, LAG, and LSG) are disclosed, which will be discussed in the next
subsection.

6.2. Estimation with a top-down approach

The five clusters are first estimated by DM as a top-down approach, since structural connectivity
among the target meta-populations are not only unknown but also adoption events are collected on
a daily basis without detailed web posting time. Based on parameter estimations, the strength and
directionality of influences in macroscopic news diffusion across the media are illustrated in Figure 3.

e Cluster #1. EAG (Early and Abrupt Growth): In Figure 2(a), this cluster exhibits the early
and abrupt growth patterns in news diffusion. As the figure shows, the growth rate in SNS is even
faster than News. Example news topics are “Brazil Floods” and “Golden Globe Awards” each of
which has drawn wide attention from the public. As shown in Figure 3(a), News and SNS show
very strong intra-influences, and they also strongly influence with each other. On the other hand,
Blog shows relatively weak intra-influence, but it is both externally and internally influenced in a
balanced way.
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(a) Cluster #1 (b) Cluster #2 (c) Cluster #3 (d) Cluster #4 (e) Cluster #5

Figure 3. Estimated macro-level diffusion with a top-down approach (Dynamic Influence
Model). Self-loops presents intra-influences, while red and black straight arrows imply ex-
ternal and inter-influences between the social media (N:News, S:SNS, B:Blog), respectively.
The widths of all arrows are proportional to the strength of corresponding influences(dashed
arrows indicate weakest ones).

e Cluster #2. ESG (Early and Slow Growth): In Figure 2(b), this cluster exhibits the early but
slow growth patterns in news diffusion, illustrating concave-shaped diffusion curves in News and
SNS rather than traditional S -curves. This can be interpreted that innovators or early adopters [17]
are eager to introduce news at an early stage, but such efforts are hardly move their contact net-
works to keep spreading the news (i.e., narrower attention from the public than Cluster #1). Rel-
evant news items are mostly on famous public figures (e.g., “Actress Zsa Zsa Gabor”, “Google’s
outgoing CEO Schmitdt”, and “Support for Julian Assange”) or even a popular product (e.g.,
iPad). In Figure 3(b), external influences on News and SNS are stronger even than its own intra-
influences except for Blog.

e Cluster #3: ESG (Early and Slow Growth): The large proportion (50%) of the selected news
topics belong to this pattern. In Figure 2(c), this cluster also exhibits the early and slow growth
patterns in news diffusion but with different dynamics compared to Cluster #2. As shown in
Figure 3(b), News shows stronger external influence than intra-relationship. On the contrary,
SNS and News show stronger intra-relationships, but they are relatively weak compared to other
clusters. As shown in Figure 2(c), SNS and Blog produce relatively flat S -curves compared with
Cluster #1, #4, and #5, and News shows the concave-shaped curve as in the Pattern #2. This
can be interpreted that mainstream news sites are eager to introduce new information, but their
choices are not always successful to draw wide attentions from the public.

e Cluster #4. LAG (Late and Abrupt Growth): This pattern shows the most highly synchronous
diffusion curves across the different types of social media, as shown in Figure 2(d). In Figure 3(d),
intra-relationships of News, SNS, and Blog are all balanced and the strongest among the clusters,
while external influences are ignorable and inter-relationships between the media are relatively
balanced compared to other clusters. Related news items are on disputable topics in culture
such as “Multiculturalism Failure”, and “Muslim-Christian Conflicts”. Such controversial issues
are not normally expected but draw abrupt and wide attentions from the public when the issues
occurred, which more likely leads to synchronous diffusion patterns across heterogeneous social
systems.

e Cluster #5. LSG (Late and Steady Growth): In Figure 2(e), News, SNS, and Blog exhibit
similar S-curves, showing concurrent diffusion patterns across the systems. In Figure 3(e), News,
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SNS, and Blog all show stronger intra-influences than inter-influences, but weaker intra-influence
than Cluster #1 and #4. At first external influences are weak, but intra-influences and inter-
relationships between the media become gradually stronger. This can be interpreted that the po-
litical protests in the Middle East gradually and steadily affect neighboring countries throughout
diverse social media channels.

Traditionally, news media have been considered as separated external sources, but Cluster #1(EAG),
#4(LAG), and #5(L.SG) show that they interact with each other as if they were in a social network. In
other words, such collective behaviors of news media reflect the topic or context of news items. Pattern
#4(LAG) and #5(LSG) shows similar diffusion patterns across the different types of media, which are
driven by both strong intra- and inter-influences in a balanced way. The big difference between these
asynchronous and synchronous is the strength of intra-influences. That is, stronger intra-relationships
more likely reflect influences from other social media and fuel diffusion within each media, leading to
a more synchronous and simultaneous diffusion across online social media.

6.3. Estimation with a bottom-up approach

The five clusters in Figure 2 are also estimated by Transfer Entropy with time-delay and memory
effects as a bottom-up approach, and Figure 4 shows macroscopic information pathways between the
media. As shown in the figure, Cluster #1(EAG), #4(LAG), and #5(LSG) exhibit transitive relations,
and particularly Cluster #4(LAG) and #5(LSG) present the same unique structure. In other words,
different social systems in transitive relations tend to exhibit similar diffusion trends with each other.
In terms of time-delay (the level of recency) and memory effects (the length of adoption histories),
more recent and longer stochastic processes more likely influence others. The strongest memory effect
on diffusion is observed in Blog, which means that Blog is more influenced by longer adoption trends
in News and SNS. Regarding news topics, culture and disaster news categories exhibit the strongest
memory effects, while the science and celebrity category shows the weakest. It can be interpreted
that people tend to pay longer attention to controversial and life-related events than scientific and
celebrity news topics. Such estimations imply that the bottom-up approach can provide behavioral
characteristics of meta-populations, which cannot be provided by the top-down approaches.

VAV ANY ANIWANVAN

(a) Cluster #1 (b) Cluster #2 (c) Cluster #3 (d) Cluster #4 (e) Cluster #5

Figure 4. Estimated macro-level diffusion with a bottom-up approach (macro-level transfer
entropy). Inter-influences for the five clusters in Figure 2 are shown in four different types of
network motifs as unique structures of relations among the three online social media.

6.4. Dynamics of synchronous and asynchronous diffusion

Synchronous diffusion is shown in transitive relations among meta-populations, but it is not possible
without strong and balanced intra-influences across the complex system. For instance, both balanced
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and strong intra-influences of Cluster #4(LAG) exhibit the most synchronous and simultaneous dif-
fusion across the media, while the balanced but weaker intra-influence of Cluster #5(LSG) shows a
relatively less synchronous diffusion patterns than Pattern #4(LLAG). Unbalanced intra-influences of
Cluster #1(EAG) show the least synchronous diffusion compared to these three clusters, even though
it shows the most interactive unique structure among the possible network motifs. When it comes to
social context, controversial news topics in politics and human culture (e.g., political protests in the
Middle East, multiculturalism failure) tend to trigger more synchronous than asynchronous diffusion
patterns on the Web.

7. Conclusion

Collective interactions in complex systems have no border and generate communication pathways
over heterogeneous social networks. A wide range of individual items propagates through dynamic
pathways which often reflect the social context of the items. This study focuses on top-down and
bottom-up approaches to estimate global diffusion and ultimately understand underlying dynamics
among meta-populations at a macro level. Top-down approaches assume underlying networks without
the need to construct and measure complete structures and can provide rich context; we can interpret
of diffusion dynamics in terms of external and internal influences. While bottom-up approaches are
independent of any assumptions on networks and allow quantification of information pathways in terms
of the strength and directionality of influences between meta-populations with time-delay and memory
effects. These two approaches can be complementary to conduct more robust estimation and help better
understand global diffusion.

From the case study with real data, we try to discover general dynamics of global diffusion by
clustering distinct diffusion curves, investigating their context leading to common or different dynam-
ics with both top-down and bottom-up approaches, and analyzing the discovered patterns in terms of
synchronous and asynchronous global diffusion across the representative online social media (News,
SNS, and Blog). In common, strong and balanced internal influences across the systems more likely
drive synchronous diffusion. In general, transitive relations have more opportunities to bring about
similar diffusion patterns across the systems, but the strength as well as balance of intra-influences are
also significant to synchronous global diffusion. That is, concurrent propagation is likely driven by
strong intra-relationships as momentum turning a system'’s state into a critical mass, which is triggered
by transitive relationships among social systems. Also, synchronous diffusion are observed in con-
troversial news items such as multiculturalism and political protests, which implies that synchronous
and asynchronous diffusion is topic sensitive. Dynamic influence with different strength and direc-
tionality leads to form unlimited diffusion patterns, but from the generated curves we can now draw
an high-level picture of diffusion dynamics among meta-populations. We expect that this study can
help obtain underlying dynamics of global diffusion across complex systems in diverse application do-
mains. As future work, we plan to combine the both top-down and bottom-up approaches into a unified
framework and improve the performance of estimation.
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