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Abstract: Cognitive green computing (CGC) is widely used in the Internet of Things (IoT) for the
smart city. As the power system of the smart city, the smart grid has benefited from CGC, which can
achieve the dynamic regulation of the electric energy and resource integration optimization. However,
it is still challenging for improving the identification accuracy and the performance of the load model in
the smart grid. In this paper, we present a novel algorithm framework based on reinforcement learning
(RL) to improve the performance of non-invasive load monitoring and identification (NILMI). In this
model, a knowledge base of load power facilities (LPF-KB) architecture is designed to facilitate the
load data-shared collection and storage; utilizing deep convolutional neural networks (DNNs) structure
based on the attentional mechanism to enhance the representations learning of load features; using
RL-based Monte-Carlo tree search (MCTS) method to construct an optimal strategy network, and
to realize the online combined load prediction without relying on the prior knowledge. We use the
massive experiment on the real-world datasets of household appliances to evaluate the performance of
our method. The experimental results show that our approach has remarkable performance in reducing
the load online identification error rate. Our model is a generic model, and it can be widely used in
practical load monitoring identification and the power prediction system.

Keywords: cognitive green computing; deep learning; load identification; Monte-Carlo search tree;
reinforcement learning; non-invasive load monitoring and identification

http://http://www.aimspress.com/journal/mbe
http://dx.doi.org/10.3934/mbe.2022540


11596

1. Introduction

Nowadays, as the Industrial Internet of Things (IIoT) is racing ahead in smart cities, various
industries make full use of CGC to get more economic value and greater profits [1–3]. Meanwhile,
green computing advocates producing minimal carbon footprint, and energy optimization for the
long-term sustainable development of the power enterprise. As the driving force of the IIoT system in
the smart city, the energy industry utilizes the CGC to improve the utilization of the limited electrical
energy resources and alleviate the energy crisis. As the core part of the IIoT system, the smart grid
utilizes NILMI technology to deeply mine the power consumption information of the various
electrical equipment and to provide efficient technical support for optimizing the net-side and
intelligent management of the load-side [4–6]. Utilizing the concept of CGC, NILMI is an efficient
way to improve the system performance of the smart grid by monitoring and identifying the large
masses of electrical load. Meanwhile, the rapid development of machine learning, using deep learning
(DL) technology to address the bottleneck problems of NILMI, has gradually become a hot topic,
which can improve the performance and stability of the NILMI model [7, 8]. However, the accuracy
and the reliability of the NILMI model are still the challenges, which have hindered the development
of CGC in the smart grid. The existing methods have low precision of the load recognition for the
multiple sources load sampled data, which leads to the poor performance of NILMI in the energy IoT
system [9, 10]. There are several reasons: the accuracy of the online load identification is affected by
the incomplete load feature representation; the stability of the model is poor in the load dynamics
consumption, especially in the superimposed scenario of the multiple electrical devices [11, 12]. To
this end, we construct an algorithm framework of MCTS RL-based, and this model framework is a
heuristic strategy optimization way to realize the identification and prediction of load power
consumption in the online scenario, which can improve the performance of CGC in the smart grid.

By contrast, the non-intrusive approach is more competitive in the energy IoT system based on
CGC [13, 14]. They only rely on the measured value of the load waveform (current, voltage, and
power signal) as the available critical for load identification. Further enhancement of the
discriminability of the load features can improve the efficiency of decision optimization of the
identification model [15, 16]. So, plenty of literature and research have taken a lot of studies for
extracting the discriminative load features of these load waveform signals; the majority of existing
methodologies include the statistical optimization method, artificial neural networks (ANN) method,
and DL algorithms [17–19].

At present, DL-based methods are divided into supervised learning and unsupervised learning.
Supervised learning used a lot of training data set to obtain an optimal model, and to map all the input
to the corresponding output [20–22]. The several common approaches include k-Nearest Neighbor
(kNN) [23, 24], artificial neural networks (ANN) [25], and support vector machines (SVM) [26].
In [23], a hybrid structure based on an improved weighted kNN and the overshoot multiples is
employed to train the sampled data sets, and this method enhances the identification accuracy of the
load sampled data sets on a small scale. A similar method is mentioned in the other literature, the
combination of kNN and the similar time window (STW) algorithm is proposed, but this method still
has a limited scope of application. In [27], the author utilizes the SVM model with Dempster-Shafer
evidence theory for the load identification, but the influence of the computational complexity on
model performance is not considered. In [28], the author exploits an improved ANN algorithm to
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design the parallel computing model and optimize the model performance of NILMI; finally, the
result shows that the method can reduce the heavy calculation in the initial stage of the training model.

Considering the advantages of the convolutional neural networks (CNNs) for image recognition,
plenty of literature have proved that the CNN model has demonstrated their advancement in load
identification and energy prediction [29, 30], especially the various recursive neural network (RNN)
[31,32] algorithms. However, supervised learning methods still have the following problems: 1) a large
number of annotated data sets are needed for training the model, which will lead to the computational
burden; 2) there is the risk of over-reliance on prior knowledge, and it is also easier for a final model
performance limitation; 3) samples imbalance result in the poor identification effect and the over-
fitting; 4) there are the local optimization problems in online load identification.

By comparison, unsupervised learning is not limited to modeling the prior knowledge, but utilizing
the directly unlabelled data sets modeling. The most commonly-used algorithms include clustering
analysis (CA) [33, 34] and Hidden Markov Model (HMM) [35] algorithms. These methods are
attractive in training the general-purpose system on the small data sets and do not require annotation;
they take advantage of the deployment capabilities of the environment to simplify the operations
process, which is a very effective way of improving the performance of CGC. In [36], a modified
fuzzy clustering algorithm is employed to achieve the load monitoring in NILMI, and the simulation
results show that the method demonstrates excellent monitoring performance. In [37], a Markov-based
model is constructed to achieve the energy consumption identification in the household; the method
utilizes the cost of minimizing the computational power to improve the algorithm performance.
However, unsupervised learning methods still have their limitations: when the load features space is
large, the performance of recognition and prediction algorithms is not very good; the model
performance is unstable, and the better the clustering effect, the lower the identification accuracy,
especially in the complex combined load signal; the limited capacity of feature learning restricts the
improvement of load recognition accuracy.

To address the mentioned problems, we present a novel algorithm framework based on RL, namely
MCTS-CI. MCTS-CI aims to improve the stability and performance of the combined load online
identification model in a self-learning way. This framework is an online optimization algorithm and
can realize independent learning by using various related strategies. In the MCTS-CI model, we
design a fusion DNN model to extract the load feature and utilize the recurrent neural network based
on time sequence to complete the load spatio-temporal representation in the frequency domain, which
can enhance the representation learning ability of the online combined load. To improve the accuracy
of the online combined load identification in the self-learning way, we employ MCTS to build an
optimized strategy network. An attentional mechanism is introduced into the structure of DNN,
namely ATM-DNN, as the initial policy network of MCTS to replace the random selection, which can
only focus on the specific feature of load and ignore the irrelevant feature information.

The highlight contributions of our research include the following aspects:

• Discriminative load features learning. Building ATM-DNN model to enhance the learning ability
of the discrimination load feature, which mainly focuses on the specific information.
• Comprehensive load-shared knowledge base. Designing the knowledge base of load power

facilities (LPF-KB) to facilitate the load collection and features storage, which can function as
an auxiliary means to help the formation of the load feature mapping.
• Optimal decision mechanism. MCTS model is proposed to establish a strategic network and to
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obtain the optimal decision by self-learning way for improving the accuracy of the multi-load
identification.

The rest of the four sections are arranged as follows: the related work and the systematical
arrangement for the paper are presented in Section II. The algorithm framework of MCTS-CI is
introduced in Section III. In Section IV, the experimental details, the criterion of performance
evaluation, and the discussion of the results that compared with other methods are described. The
conclusion of the article is demonstrated in Section V.

2. Related work and systematical arrangement

This chapter mainly reviews the related studies of online load identification and then presents the
applications of RL-based MCTS.

2.1. Online load identification in NILMI

NILMI is a very effective method to improve the efficiency of load-side management in the smart
grid. Especially, the applications of DL algorithms have brought more competitive effects to NILMI.

In [38], Hilbert Transform long short-term memory (HT-LSTM) model is used to improve the
accuracy of load identification, and to reduce the fluctuations of the transient signal in the
identification results. However, this method is only suitable for a small load sample space, and it will
weaken the generalization of the model. To this end, a model based on data augmentation is presented
to produce the synthetic load data for the target device, which is aim at the status switching of the
appliance [39]; the results prove that using synthetic data can enhance the generalization performance
of the model. Some studies concentrate on the high-quality load features learning, which determines
the accuracy of load identification. In [31], a two-layer DL model based on the attention mechanism
is employed to address the matter of focus from the load feature learning; the results indicate that the
attention mechanisms are more advantageous for enhancing the model robustness, which ensures the
stability of the model in the load combination scenarios. Multi-load combination identification and
power forecasting are more challenging compared to one-class load. In [40], an improved hidden
Markov model based on a Viterbi algorithm (VA) is used to achieve the multi-load identification, and
the method can effectively preserve the temporal correlation of the electrical load.

Recently, the relevant literature shows that online load power prediction has gradually become a
challenging research topic. In [41], the author utilizes a hybrid algorithm architecture of Fisher
information theory and the online support vector regression (OSVR) to improve the load prediction
accuracy. However, It is incredible to accurately capture the dynamic load features in the online
operating mode by using the trained model on offline load data sets. In [42], the author uses the
hidden Markov model to present an adaptive online learning method, and the method is used to
update the model parameters recursively; the optimal parameters are applied to the load energy
consumption prediction; the experimental result shows that the method can improve the reliability of
load prediction performance. The same as a Markov decision process, another article proposes a deep
RL framework to realize the energy fine-tuning and forecasting [43]. Experiments prove that the
method can overcome the uncertainty of the load energy forecasting effectively, and optimize the
design of the continuous-control model parameter in high-dimensional variables. As an improved
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Markov decision process, RL is gradually used for the online load identification and power
consumption prediction, and to improve the efficiency of energy management [44–46].

2.2. Monte-Carlo tree search RL-based

Commonly, the RL model is used to describe and solve the maximum returns between an agent and
the environment. RL is also applied to solve a balance between the exploration and the exploitation
in the online learning of load feature [47–49]. Compared to supervised learning and unsupervised
learning, RL does not rely on the pre-trained model, but it is the sequential decision-making to require
a continuous selection of actions, and then to achieve the maximum benefit from completing these
actions as the best outcome. In this process, the learning strategies are built, and then the parameters
are updated [50]. RL has been widely used in various fields and has produced remarkable results for
NILMI.

As a heuristic search algorithm in the decision-making process, MCTS has been used as an
assessment strategy for RL. For instance, AlphaGo is the classic application of MCTS [51]. In recent
years, much literature present that MCTS can make the optimal decision-making in dealing with
online dynamically changing data. In [58], the author utilizes a model-based RL method to realize the
online scheduling of the residential microgrid without the preset prediction model, and then MCTS is
used to find the optimal strategy network. In [59], MCTS is employed to solve the high dependence
on the prior model of the hierarchical task network (HTN) planning; in the model, MCTS can help
HTN to choose the optimal decomposition approach. Although MCTS has made excellent
contributions in many fields, the application is limited in NILMI, especially in the online combined
load scenes. In this paper, a novelty algorithm framework RL-based MCTS is proposed to realize the
online combined load identification and prediction.

3. Designed of MCTS-CI framework

In this section, we introduce the algorithm framework of MCTS-CI model. This model aims to
realize the online combined load identification and prediction. The schematic diagram of the overall
design for the proposed model is shown in Figure 1. Our design inspiration comes from AlphaGo
Zero [51], which has the self-directed learning ability, and this means the improvement of learning
ability by playing against itself. We introduce the actual process of NILMI, the design principle of the
knowledge base of load power facilities, the detailed structure of ATM-DNN, and the load recognition
mechanism based on MCTS-CI.

3.1. NILMI

In the smart grid IoT system, by measuring and analyzing the real-time power consumption of the
electrical equipment, NILMI can realize the actual load consumption prediction of household
electricity in the short and medium term [52, 53]. In the current study of NILMI, the load signals are
divided into transient and steady-state signals [54]. However, the load transient signal has some
limitations: the short load monitoring time will result in the incomplete acquisition of the load
characteristic information; more expensive monitoring equipment is needed to maintain the load
monitoring accuracy; the accuracy is not satisfactory in online load combination identification
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scenarios. So, in this paper, we monitor and collect the steady-state power signals of the electrical
load for the online load identification.
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Figure 1. The overall design structure of the proposed model. The model structure consists
of four main parts: ¬ non-invasive load data monitoring; ­ offline load data processing and
building the knowledge base of load power facilities; ® ATM-DNN model for forming the
spatio-temporal features of load and achieving the initial policy of MCTS; ¯ structuring the
MCTS-CI model to realize the online load combination identification.

In general, when the supply voltage meets the national standard, the steady-state current of the
electrical equipment has a certain statistical law [55]. We suppose the steady-state load power also
satisfies the load additivity criterion; the combined load power at time tl is described as the sum of load
power from the individual electrical equipment:

Pz(Xl, tl) = P1(Xlsi, tl) + P2(Xlsi, tl) + P3(Xlsi, tl) + · · · + Pn(Xlsi, tl) + σ(tl), (3.1)

where Pz(Xl, tl) ∈ R (R is the real set) represents the total power of the load at time tl; Xl represents the
status of the electrical equipment, si ∈ [0, 1, 2, 3, · · · ,M], si = 0 indicates that the device has stopped
and si = 1 indicates that the device is running in the status X1; Pn(Xlsi, tl) represents the household
appliance n is running in the state Xlsi at time tl, where n ∈ N and N is the number of the household
appliances; σ(tl) represents the measurement error and noise. The expression of the load power is as
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P(Xl, tl) =

N∑
r=0

Pr =

N∑
r=0

VrIr cos(φr), (3.2)

where V represents the magnitude of the voltage, I represents the magnitude of the current, φ is the
phase angle, and r is the initial phase angle of the first harmonic component. Figure 2 reveals the load
power waveform of the different household appliances and the combined load power waveform from a
day of a real house.
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Figure 2. Load power waveform of the different household appliances in a day from a real
house.

3.2. Design and implementation method of LPF-KB

In the paper, we first introduce the knowledge base of load power facilities (LPF-KB), and it is
used to realize the collection and storage of the load sampled data sets. As an important part of
the load identification model, LPF-KB is formed by the time-domain waveform of the load and the
distribution of the frequency-domain image features at different times from the various household
appliances. LPF-KB is the offline data sets of our model, and mainly realizes the data sharing and the
critical load features management base on time series. The detailed structure design of LPF-KB is
shown in Figure 3. In our paper, considering that the load type of households’ electrical equipment
and electricity usage are relatively stable, and then the steady-state load power signals are selected
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as the load signature (LS) to represent the load characteristics. We collect the power signals of the
electricity load in real-time and to utilize the dynamic time-frequency conversion technology obtain
the frequency-domain image of the load power signals.
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Figure 3. Detailed structural design of LPF-KB.

In LPF-KB structure, we suppose that the known household appliances database F(t), where, F(t) =

[F1, F2, · · · , Fi]T . Each of Fi = ( fi,1, fi,2, · · · , fi,N), where F(t) represents the knowledge base of load
power facilities at time t, fi,N represents the operating state of the ith load power at time t, N is the
number of the facility operating state.

To improve the effectiveness of the load sampled data and to reduce the parameters complexity of
the input of the neural network, we use the convolutional filtering (CF) method [56]. CF can enhance
the load signal by eliminating the specific spatial frequencies. It is divided into low-pass filtering,
band-pass filtering, and high-pass filtering according to the enhancement types (low, medium and, high
frequency). CF method can efficiently realize the simultaneous filtering of the dynamic load signals
in different frequency bands, and its filtering results are uncompressed in each frequency band, which
can avoid the error caused by frequency segmentation [57].

From mathematical, the CF method is defined as

ym =

n∑
λ=−n

Pλxm−λ, (3.3)

where 2n + 1 is the maximum value of the CF weight coefficient function. Pλ is CF weight coefficient.
The ideal frequency response function of the band-pass filter is as follow:

H( f ) =

{
1,& f1 ≤ f ≤ f2

0,&else
, (3.4)

CF weight coefficient is described as

pλ =
sin(πβλ)
πβλ

−
sin(παλ)
παλ

, (3.5)

p0 = β − α, (3.6)
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where, β = 2 f2/S F, α = 2 f1/S F, and S F is the sample frequency. From the above formulas, we
can see that the frequency truncation errors can be avoided when both sides of xm exist m sampling
points. The value of m will affect the accuracy and the speed of filtering. From the formula Eq. (3.5),
the weights are inversely proportional to λ, which shows the weights far from the center point are
negligible.

3.3. MCTS-CI model

To improve the accuracy of the online combination load identification, we propose a novel
algorithm architecture RL-based, namely MCTS-CI. MCTS-CI includes a DNN structure based on an
attention mechanism, namely ATM-DNN, and a self-learning module based on MCTS. MCTS-CI
utilizes the ATM-DNN model to capture the combined load features information in the online
scenario, which can focus on the specific features in the combined load while ignoring the
unimportant ones. ATM-DNN can realize the fine-grained feature extraction of the load frequency
domain and enhance the discrimination of the combined loads. After this operation, the RL agent can
acquire the best strategies based on the experience gathered during the different training stages.
Finally, this model generates actions Lat and adjust its parameters {Lst, Lat, ϕ}, which is based on the
feedback from the environment. The process of the agent interacting with the environment can be
seen in Figure 4. The greatest advantage of MCTS-CI is that it can help the RL agents understand the
more complex environments and map their states to the actions [60, 61].
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Figure 4. The flowchart of the agent interacts with the environment in RL-MCTS.

In this paper, we propose MCTS-CI model Ms, the initial strategy πs, and S P is the all sequence
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of the current state Lst : {Lst, Lak
t , Lrk

t+1, Lsk
t+1, Lak

t+1, · · · , Lsk
T }

K
k=1 v Ms, πs, where, Lak

t represent the
current action, Lrk

t+1 represent the reward, K is the number of iteration. First, MCTS is constructed
based on the sampling results, and then to compute the action value function Q(Lst, Las), where Las ∈

A, A is the action set. The calculation expression of the action value function and its corresponding
action is shown as follows:

Q(Lst, as) =
1

N(Lst, as)

K∑
k=1

T∑
u=t

(S uk = Lst, Auk = as)Gu, (3.7)

Lat = argmaxQ(LS t, as), (3.8)

where, Q(Lst, as) is the state-action and Gu represents its gains value in all complete sequences S P, γ
represents the attenuation factor. Gu is described as

Gu = Lru+1 + γ1Lru+2 + γ2Lru+3 + · · · + γT−u−1LrT . (3.9)

MCTS-CI is a model-independent method and it can prevent the solution of the dynamic
programming from being too complicated. MCTS-CI is often used to find the best decision in a given
domain by randomly sampling from the decision space and reconstructing a search tree according to
the results. We employ the MCTS algorithm to realize the optimum search action for identifying the
combination status of the online load [62]. The executing processes: according to the maximum
probability value pt

s and the reward vt
s of the current node, which as the judgment basis of the optimal

action as, the MCTS-CI determines the next execution action and state; the method is called each time
of the search action for iteration until the threshold time or the preset number of cycles; from the
starting, MCTS uses the initialization parameters ϕλ(pt

s, v
t
s), to perform the tree search, and then when

the end of this search, the updated parameters ϕ∗λ(π
t
s, v

t
s) of MCTS is outputted, where zt

s indicates that
the action with the highest probability of action as. This process can be described as
MCTS ϕ{ϕ|( f t

s , pt
s, v

t
s)} → MCTS ϕ∗{ϕ

∗|( f t
s , π

t
s, z

t
s)}, and the MCTS algorithm is presented in

Algorithm 2. Algorithm 2 will be described later (§3.4).
In ATM-DNN, the adjustment parameter λ is to minimize the value of zt

s − vt
s, and to minimize the

value of pt
s and πt

s, where pt
s is the choosing probability of ATM-DNN and πt

s is the search probability of
MCTS for the next state. In RL-MCTS, the loss function L losss includes the mean squared error, the
cross-entropy loss, and attention loss (§3.4). The cross entropy loss is used for the load classification
loss. The final loss function L losss can be described as follows:

L losss = (zt
s − vt

s)
2 − πT

s logpt
s + c||λ||2 + ηloss A. (3.10)

This expression includes the mean squared error, the cross entropy loss [51], and attention loss
loss A (§3.4). The meaning of the parameter c is to control the extent of the L2 weight regularization,
which can effectively prevent over-fitting. η is the weighting coefficient. In each iteration of MCTS,
there are four steps to build a search tree: selection, expansion, simulation, and backtracking [62].
The overall design idea of MCTS is shown in Figure 5. In MCTS, each state node Ls contains four
parameters: Ws, Ns, Qs, and Ps. Ws is the sum of values in the next state; Ns is the number of times
visited; Qs is the average value of the next state; Ps indicates the prior probability of selected action.
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Step 1: selection. At time t the load power features based on the frequency-domain FT
s =
∑N

t=1 f t
s are

used as the current state of the root node LS t
0, and LS t

0 = {W t
0( f t

s , as),N t
0( f t

s , as), Pt
0( f t

s , as),Qt
0( f t

s , as)},
where W t

0( f t
s , as) represents the total value of the next state, N t

0( f t
s , as) represents the number of the visit

count, Pt
0( f t

s , as) represents the prior probability of the selected action as, and Qt
0( f t

s , as) represents the
mean of the next state LS t

0. In our paper, Upper Confidence Bound Applied to Trees (UCT) is employed
to select the node with the highest score until a node that un-extended child nodes. UCT is a function
and can obtain evaluation values at different depths [63]. UCT algorithm is a special Monte Carlo
search algorithm, in mathematics, UCT is defined as follows:

UCT (sm, s0) =
Q(sm)
N(sm)

+ c

√
log(N(s0))

N(sm)
, (3.11)

s0( f t
s , as)→ sm, (3.12)

a∗s = argmaxQ[(f t
s , as) + U(f t

s , as)], (3.13)

where sm is a child node of s0, and we assume that M steps are required to reach the leaf node, and
m < M. Q(sm)

N(sm) indicates the estimated probability of the child node sm; c is an explore parameters (the
theoretically value is

√
2).
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It is important to select the node with the maximum of Q + U in the sub-branch of m, which is the
next state until all the nodes have been traversed or the leaf node that does not reach the final MCTS.
The detailed algorithm is described in Algorithm 1.

Step 2: expansion. At the end of the selection phase, the node sm needs to be expanded, and its
unexpanded action as is determined by using the tree selection strategy. Then a new node sm + 1 is
created as a new node in the search tree. It gives the flow diagram of algorithm of the steps 1 and 2 in
Figure 6. The UCT aims to find the least visited node to explore each time of the tree search.

Algorithm 1: Detailed algorithm Tree UCT
Input: The load state LS i; The root node RN s0; The tree node RN s; The reward re v; Time

threshold T N; Number of visited node Ns; The estimated value Qs.
Output: Tree UCT

1 //Create Tree UCT sequence LS i and create the root node.
2 Tree UCT sequence[LS i] = 0;
3 RN s0 = LS 0;
4 //Within the calculated time limit.
5 for tn = 1 to T N do
6 while RN s is not a leaf do
7 if RN s is an extendable node then
8 if The action a ∈ A(LS (RN s)) is not selected in Action A then
9 //Adding the child node RN s.child. RN s.child=Best Child(RN s);

10 LS (RN s.child) = f (LS (RN s), a), a(RN s.child) = a;

11 else
12 //Select based on the upper bound index value of UCB information.
13 RN s.child ← Eq (3.11);
14 a← Eq (3.13);

15 while LS is not a terminated state do
16 Select action a ∈ A(RN s.child);
17 State LS 0 rewards;
18 return State LS 0 rewards;
19 while RN s , NULL do
20 Ns(RN s)← (RN s) + 1;
21 Qs(RN s)← Qs(RN s) + re v;
22 re v← −re v;
23 RN s← RN s.parent;

Step 3: simulation. According to the original policy, from the extended position sm + 1, the
simulation is run with the new start node until the stop condition of the simulation is reached. The
process will get an initial score for the new node sm + 1, and the value is expressed as 1 or 0, which
indicates true or false.

Step 4: back-propagation. The results of the simulation step are updated by the back-propagation
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operation, which is from the current iteration path to all the selected nodes. This process is that when
the leaf nodes obtain the new observed return value Vs and the visit times of the parent node Ts through
the simulation way, and then the UCT algorithm will update all internal node values on the search path
by returning the results. This process can be described as

T i
s =
∑

i

T i
s, (3.14)

vs =

∑
i vi

sT
i
s

T i
s

, (3.15)

where Ts indicates the visited times of the parent node and is the sum of the visits T i
s of all the children

nodes. The observed return value Vs is the weighted square of the observed return value V i
s of all child

nodes. The back-propagation starts from the leaf node and progresses up the search path to the root
node. Each iteration will expand the search tree, and the depth of the tree will increase by the sum of
iterations.
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For each available action 
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Figure 6. Flow diagram of algorithm in selection and expansion.

3.4. DNN-based strategy network model

In the paper, the strategy network model includes the internal policy and the external policy for
building the MCTS-CI model. The internal strategy utilizes the UCT algorithm to optimize the

Mathematical Biosciences and Engineering Volume 19, Issue 11, 11595–11627.



11608

performance of MCTS; the other one is a fusion DNN model with an attention mechanism, namely
ATM-DNN, to replace the random strategy for achieving the sampling of the state sequence when the
new state is not in the tree. The ATM-DNN model can better focus on the important feature of load.
The overall structure of the model for the external policy can be shown in Figure 7.
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Figure 7. The overall algorithm structure of ATM-DNN.

From Figure 7, firstly, the time-frequency conversion technology is used to obtain the load
frequency-domain image of the effective power. Secondly, the image segmentation technology based
on the time series is used for the load frequency-domain image segmentation, which can form the load
frame sequence. Then each frame image of the load frame sequence is the input of DNN for the load
feature extraction. The attentional mechanism (ATM) is proposed to realize the fine-grained
discrimination of the frequency-domain image in the salient regions of the load. In this process,
ATM-DNN is presented as the extractor of the load feature to finish the load spatial feature map. In
Figure 7, fi(w, h) represent the load spatial feature map, and i represent the ith feature cube, and w, h
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are used to find the specific eigenvalues. The sequence ai = {a1, a2, a3, · · · , i ∈ N} represent the
attentional weights. The spatial feature of load can be presented as ui, and its expression is as follow:

ui = ai � fi =
∑
w,h

ai,w,h fi,w,h. (3.16)

Referencing the former studies for the image recognition with the attentional mechanism, in the
mathematical, the calculation process of ai includes the following formulas:

S imai,w,h = V I
atanh(Wlli + W f fw,h,:), (3.17)

where li denotes the state of the hidden layer in RNN at time I, V I
a represents the vector, W f fw,h,: is the

product of the load space features and weights, Wlli is the dynamic weight, which can highlight the
focusing performance of the load frame image.

And then S imai,w,h is normalized, the expression is as follow:

ai = so f tmaxw,h(ai) =
eai∑

j=1 Zea j
, (3.18)

where Z is the number of the feature map, the introduction of so f tmax can give more weight to
important elements. The input and output of RNN are as follow:

Rxi = WzZi−1 + Wu1u(i−1), (3.19)

(oi, li) = G rnn(Rxi , li−1), (3.20)

O
′

i = so f tmax(W0Oi + Wu2ui). (3.21)

The attention scoring criteria are used to measure the performance of the ATM-DNN model, and
the attention loss function is described as

loss A =

√∑
p

∑
m

∑
wh

(1 − ||xsp
m,wh − so f tmax(ysq)m,wh||

2
p,m,wh), (3.22)

where xsp indicates the scores of the attention in the spatio-temporal dimension M × W × H; ysq

indicates the score of the qth dimension, and m ∈ [1, . . . ,M], wh ∈ [1, . . . ,WH].
The overall design of MCTS-CI algorithm for NILMI is presented in Algorithm 2.
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Algorithm 2: MCTS-CI Algorithm
Input: Load power series [P1, P2, . . . , P(t−1)]; Preprocessed data series [P

′

1, P
′

2, . . . , P
′

(t−1)];
Time threshold Tle f t; Create the root node RS node0 of the state Ls0; Initial state Ls0

1 . Output: The RL-MCTS model RM.
2 //Training RL-MCTS model.
3 //Construct MCTSsearch Ls0.
4 if t ≤ Tle f t then
5 RS node0 = Ls0; //The root node RS node0.
6 if R node0 is an expansile node. then
7 //Node selection.
8 max UCT ← Eq (3.11); //max UCT is the tree policy.
9 sm ← Eq (3.12);

10 a∗s ← Eq (3.13);
11 for r = RS node0, . . . ,RS node.children do
12 if RS node.UCT > max UCT then
13 max UCT = RS node.UCT ;
14 RS node.sel = RS node.new; //update node sequence.

15 return RS node.sel;
16 while node.children.expanNode do
17 RS node.expanNode = node.rand children; //Expansion and random Generate

Children.
18 //Simulation
19 RS node = new node.copynode;
20 while !Terminate do
21 RS code = node.rand children;
22 //Backpropagation
23 while new.node.parent!=null do
24 n node.n+ = 1;
25 n node.Q+ = result;
26 n node = n node.parent;

27 //Training the external policy network: ATM-DNN.
28 ui ← Eq (3.16);
29 O

′

i ← Eq (3.21);
30 //RL processing.
31 Q(Lst, as)← Eq (3.7); //Action value.
32 Lat ← Eq (3.8); // Action.
33 L losss ← Eq (3.10);
34 return Select the action a corresponding to the best child node (RS node);
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4. Our experiment

In this section, we mainly present the specific experimental settings for our proposed model. It
includes the acquisition of the experimental data and data preprocessing, the experimental evaluation,
and then the results discussion. The following is the purpose of our experiment: 1) the performance
verification of the representational capacity of the ATM-DNN model; 2) the performance evaluation of
the MCTS-CI model for the online combination load identification.

4.1. Datasets

The experimental datasets consist of two parts: the offline datasets and the online datasets. We use
the offline datasets to train the external policy network ATM-DNN, and the online datasets are used to
identify and predict the combined load. The experimental datasets mainly sample the high frequency
steady-state load power signals, from the six different houses. The data collection period is three
years (2018/05/01-2020/04/30). The sampling period of the load from household appliances is 20
ns. In each dataset, there are four typical household appliances: refrigerator (REF), micro-wave oven
(MWO), induction cooker (IC), and water heater (WH). The specific quantity of electrical equipment
is shown in Table 1.

Table 1. The number of the sampling load datasets in the different house.

Load type No. 1 house No. 2 house No. 3 house No. 4 house No. 5 house No. 6 house

REF 107 106 107 107 107 107

MWO 106 106 107 105 107 106

IC 105 105 107 105 105 105

WH 107 107 107 106 107 106

4.2. Baseline models

We select the most representative models as the baseline models to verify the stability and robustness
of MCTS-CI. These models include the Factorial Hidden Markov model (FHMM) [65], KNN [66],
CNN [67], and the bi-directional long short-term memory neural network (Bi-LSTM) [68].

FHMM: This method is a multi-chain model extension structure. It is widely used as a statistical
model to deal with time series and state series problems. The method divides the state space into
many layers, and each layer is equivalent to a complete Hidden Markov model. At any given moment,
the observed probability depends on the current state of all layers. The method can overcome the
overfitting of the model training with the increased sampling space and the incomplete classification
of a model in the small sampling space.

kNN: This method determines the classification of the sampling data according to the category of
the nearest one or several samples. The improved the kNN models generally include adding weight
coefficients and using the averages distance k-nearest neighbor algorithm to realize the estimate of the
multi-local mean vectors in the specific patterns of each group. In the combined load identification
scenario, the kNN method is more suitable.

Mathematical Biosciences and Engineering Volume 19, Issue 11, 11595–11627.



11612

CNN: This method mainly realizes the load features of that local are extracted by building the
connection of the input of each neuron and the local acceptance domain of the previous layer. It can
achieve the network parallel operation. By integrating the DNN architecture, the segmentation of the
input features is formed in load signals to achieve the load event, classification, and sample regression
in NILM.

Bi-LSTM: This method is used to solve the bidirectional time dependence of the load signal. LSTM
realizes time memory function through the cell door switch and prevents gradient from disappearing.

4.3. Experimental environment and parameter settings

To meet our experimental requirements, our experimental environment includes the hardware and
software. The Pytorch 3.7 is used to achieve the design and implementation of the algorithms; the
desktop PC with Windows 10 system and a NVIDA GeForce RTX 3080 Ti GPU, 128GB of RAM, and
CUDA v10.2 are employed.

The core of our proposed model includes the ATM-DNN model and the MCTS algorithm. In ATM-
DNN, the specific parameters set as follows: there are six blocks in the hidden layer, six filters in each
block, the size and stride of the pooling layer are two; our activation function is ReLu; the dropout
probability set at 0.45; the number of mini-batch is 512; Adam is as the optimizer; the learning rate set
to 0.0006; the number of epochs set to 300. In the MCTS model, the self-play process will last for 20
h, implemented 105 decision-makings, and 750 simulation operations are performed in each MCTS,
which will present in the following subparagraph.

4.4. Experimental data preparation and preprocessing

We select four representative household appliances for our experiment. Their work patterns range
from simple to complex, especially the bidirectional dependence of the device can be reflected.
Relatively diverse working modes are beneficial to verifying the performance indicators of our model.
We sample the experimental datasets from the smart meter installed at the power entrance to the
house, which can realize the acquisition and practical storage of the real-time data (current, voltage,
and efficient power) in the various household appliances. The steady-state power signal of load in
high-frequency contains the rich load characteristic information. The information can provide the
discriminative load features for the combined load identification in various online scenarios.

The CF-based signal enhancement method is used to realize the data preprocessing. In the load data
sampling, signal noises are caused by equipment operation errors, the overshoot, or abnormal peak of
voltage or current of the signal. The data preprocessing method can solve the signal acquisition error
and instability problems effectively; this method can correct the abnormal power values and ensure the
top quality of the signal.

We have prepared a lot of sampled datasets to validate the performance of our model, and these
datasets are from four houses (No. 1 house, No. 2 house, No. 3 house, and No. 4 house). We divide
each dataset into three parts: the training dataset, the validation dataset, and the testing dataset. The
first 70% of the dataset sequence for the training model, the subsequent dataset sequence 15% for
validating the model, and the rest 15% of the data sets for the testing model. In the online experimental
stage, we use the collected data sets of No. 5 house and No. 6 house in real-time to further verify the
model performance’s competitiveness.
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4.5. Experimental evaluation criteria

We employed the most common evaluation criteria to verify the performance and stability of our
model, such as Micro-F1, Macro-F1, Hamming loss (H-loss), and the mean absolute error (MAE).
These methods have been widely used in the field of deep learning. The criteria can be defined as
follow:

Micro-F1 and Macro-F1. Micro-F1 and Macro-F1 are the two strategies for calculating F1-score of
the multi-classification. It is assumed that LT Pt

i, LFPt
i, LT N t

i , and LFN t
i denote the true positive at

time t, false positive, true negative, false negative of classify i. The precision, Lpret
i, and the recall,

Lrect
i, of the class i can be described as

Lpret
i =

LT Pt
i

LT Pt
i + LFPt

i
, (4.1)

Lrect
i =

LT Pt
i

LT Pt
i + LFN t

i
. (4.2)

So, the total precision and recall of all categories are presented as follows:

Lpret
(i)micro =

∑n
i=1 LT Pt

i∑n
i=1 LT Pt

i +
∑n

i=1 LFPt
i
, (4.3)

Lrect
(i)micro =

∑n
i=1 LT Pt

i∑n
i=1 LT Pt

i +
∑n

i=1 LFN t
i
, (4.4)

micro − F1 = 2 ·
Lpret

(i)micro · Lrect
micro

Lpret
(i)micro + Lrect

(i)micro

, (4.5)

Macro-F1 is described as follows:

Macro − F1 = 2 ·
Lprei · Lreci

Lprei + Lreci

, (4.6)

Lprei indicates as the mean precision of the i − th class, Lreci indicates as the mean recall of the
i − th class.

Hamming-loss: Hamming− loss is employed to measure the times in the misclassification samples;
namely the labels belonging to a sample are not predicted, but the labels that do not belong to the
sample are predicted to belong to the sample. The smaller value, the better the model performance.
The mathematical formula is described as

H − loss(xi, yi) =
1
|M|

∑
i=1

|M|
1
|L|

xor(xi, yi), (4.7)

where |M| represents the size of samples, |L| represents the size of labels, xi and yi indicate the predicted
value and real value, respectively.

MAE: we suppose that yt
i represents the real data, y

′t
i is the estimated data of the appliance i at time

t. The mathematical expression is as follows:
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MAEi =
1
T

T∑
t=1

|yt
i − y

′t
i |. (4.8)

4.6. Experimental results and discussion

In this section, the model’s learning ability and overall accuracy are verified, respectively. The
various performance scores of the models are presented to evaluate the superiority of our model.

To improve the MCTS model’s decision-making efficiency to ensure the decision-making process’s
reliability, we utilize the ATM-DNN structure to obtain the initial tree policy pt

s and the action values
vt

s, which instead of the randomly selected actions at the beginning of the program. The next time,
the program of MCTS will self-learning for 20 h without any additional intervention, and then the
complete search process will be completed. The outputted parameters of each iteration in MCTS
are compared with the output results of ATM-DNN and updated ATM-DNN parameters as the policy
improvement. We use the performance index MS E and Loss as the critical evaluation indicators to
present the performance of the search process in model training. Then this convergence trend can
be seen in Figure 8. MS E indicates the degree of error between the actual output of MCTS and the
predicted value of ATM-DNN, which can be used as the basis to adjust the parameters of the ATM-
DNN and minimize the predicted value. Loss is the crossentropy losses, and the values represent the
similarity of ATM-DNN selection strategy pt

s to the search probabilities πs.
The training process of MCTS-CI includes two steps: the offline datasets of four different houses are

used to train the ATM-DNN model, and then the results of the model training are the initial strategies
for completing the initial selection in MCTS; the MCTS starts the search by self-learning and goes
through exploration, simulation and, feedback. The process lasts about 20 h and implements about 105

decision-makings. In each MCTS, 750 simulation operations are performed, meaning that making the
new decisions is nearly 0.5 s. After about 7000 self-decisions, the ATM-DNN can efficiently guide
the MCTS search to select stable actions. Finally, the process can realize the policy evaluation and
improvement in the MCTS search.
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Figure 8. The changing curve of the MS E and Loss on the training process.

We use the mean reward of RL in the training process to further validate the performance of the
MCTS-CI. The results are shown in Figure 9. We employ the two datasets of No. 1 house and No.
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2 house, respectively. The two datasets provide a large amount of the sampled load data resources in
four household appliances. The validation results are shown in Figure 9. From the two curves, the
intelligent agent goes through the initial selection and exploration. Then they eventually converge to
the global optimum, which can prove the convergence of our method. From convergence result, the
average reward is approximately 0.697 and 0.676, respectively, on the two datasets.
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Figure 9. Mean reward of RL in the training process of model on the datasets from No. 1
house and No. 2 house.

To explain the influence of the simulation times on model performance, we try to use the different
simulation times to experiment with our model; the result of the experiment can be presented in Figure
10. We performed 50, 150, 350, 750 simulation cycles, respectively, and as the number of cycles
increases, so does the rate of reward. It is because the increase of the simulation numbers can make
more simulation numbers of the Monte Carlo tree, which can improve the accuracy of the evaluation of
the action. So, it can ensure the optimal action and improve the effectiveness of the Monte Carlo tree
search. From Figure 10, as the reward reaches a certain point, the performance will tend to stabilize.
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Figure 10. Reward changes during the training of the models.

In the model training process, we use the training time to test the computing power of the model,
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and the comparison of the training time in five models is shown in Figure 11. The sample size and the
performances of the computing devices are the main factors in computing time. From Figure 11, our
proposed model has the shortest model training time on the different sizes of the sample training sets.
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Figure 11. Comparison of the training time in five models.

4.7. Validation of the model accuracy and performance

In this subsection, four datasets from the different houses are employed to verify the performance
of FHMM, KNN, CNN, Bi-LSTM, and MCTS-CI. The validation process includes the following:
1) the comparison of the average accuracy with the five methods in training datasets; 2) the overall
performance score of five different methods; 3) the comparison of the Micro−F1 and Macro−F1 scores
on the specific household appliances datasets. We first present the overall accuracy of benchmark
models and our model. The five-fold cross-validation on each dataset is used to ensure the reliability
of our experiment results. Table 2 shows the accuracy and standard deviations of the results, which are
presented in bold for the best results.

Table 2. Average accuracy for load online identification.

Methods
Datasets

No. 1 house No. 2 house No. 3 house No. 4 house

FHMM 67.13 ± 0.36 69.83 ± 1.71 54.56 ± 0.98 63.68 ± 4.32
KNN 70.34 ± 1.23 73.56 ± 0.89 62.78 ± 0.65 74.69 ± 2.31
CNN 78.24 ± 1.12 75.43 ± 0.62 77.23 ± 4.12 80.68 ± 0.89
Bi-LSTM 87.78 ± 4.13 79.56 ± 2.92 85.57 ± 2.54 85.97 ± 5.18
MCTS-CI 95.56 ± 0.19 89.91 ± 0.47 90.95 ± 0.42 92.22 ± 0.34

From Table 2, the accuracy of MCTS-CI is higher than other methods on different datasets.
Significantly, the average accuracy of the MCTS-CI reaches 95.56%, which is higher than the
second-ranked method 7.78% on No. 1 house datasets. On the other datasets, the average accuracy of
MCTS-CI is 89.91%, 90.95%, and 92.22%, which are superior to others 10.35%, 5.38%, and 6.25%,
respectively. In comparison with CNN, in load combination identification, MCTS-CI is more
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competitive. The reason that different from image recognition, the load has the time-series feature,
and CNN does not play to its strengths. It can illustrate that our model has advantages in online
identification of the loads. In a word, this method will have a good application prospect for NILMI.

To go a step further and validate the performance of our model, we carry out the experimental tests
from the overall and detailed aspects of the model, respectively. The scores from Micro-F1, Macro-F1,
and H − loss are employed to describe the experimental results.

The overall case: the experimental results of four datasets from the different houses are shown and
discussed. Table 3 demonstrates the overall performance indicators of the benchmark models and our
proposed model in different datasets from four houses, respectively. The numbers in the bold represent
the performance is better than the others. Especially, from Table 3 Micro-F1 score of our method can
come up to 0.964, which is higher than the second-ranked model, 0.107. In addition, the score is 0.947,
0.946, 0.935 are higher than the second-ranked model Bi-LSTM 0.084, 0.092, 0.058, respectively. The
same effect of model performance appears on Macro-F1 score. From H-loss, the value of MCTS-CI is
relatively minimal, indicating that the number of misclassification samples is low. The second-lowest
is Bi-LSTM, indicating that the LSTM model has a significant advantage for load sampling data based
on time series characteristics. CNN model can complete the feature extraction of load well, but it is
not sensitive to the load combination identification. From MAE, the values of MCTS-CI are smaller
than the other benchmark models, and it presents a high identification accuracy in different datasets.

Table 3. Overall performance score on four different datasets from different houses.

Criteria Methods
Datasets

No. 1 house No. 2 house No. 3 house No. 4 house

H − loss

FHMM 0.021 ± 0.002 0.019 ± 0.001 0.017 ± 0.002 0.020 ± 0.001
KNN 0.018 ± 0.001 0.016 ± 0.002 0.014 ± 0.001 0.015 ± 0.004
CNN 0.014 ± 0.003 0.012 ± 0.004 0.011 ± 0.003 0.013 ± 0.002
Bi-LSTM 0.009 ± 0.002 0.008 ± 0.001 0.006 ± 0.001 0.009 ± 0.003
MCTS-CI 0.003 ± 0.001 0.003 ± 0.001 0.002 ± 0.001 0.004 ± 0.002

Micro-F1

FHMM 0.691 ± 0.019 0.636 ± 0.012 0.627 ± 0.021 0.624 ± 0.017
KNN 0.724 ± 0.003 0.652 ± 0.014 0.719 ± 0.016 0.698 ± 0.030
CNN 0.821 ± 0.013 0.794 ± 0.017 0.814 ± 0.008 0.755 ± 0.023
Bi-LSTM 0.857 ± 0.019 0.873 ± 0.040 0.854 ± 0.013 0.877 ± 0.017
MCTS-CI 0.964 ± 0.004 0.947 ± 0.008 0.946 ± 0.011 0.935 ± 0.006

Macro-F1

FHMM 0.562 ± 0.029 0.637 ± 0.010 0.587 ± 0.014 0.613 ± 0.011
KNN 0.695 ± 0.019 0.642 ± 0.013 0.693 ± 0.012 0.661 ± 0.008
CNN 0.795 ± 0.015 0.788 ± 0.015 0.758 ± 0.005 0.714 ± 0.003
Bi-LSTM 0.828 ± 0.012 0.854 ± 0.010 0.831 ± 0.004 0.856 ± 0.012
MCTS-CI 0.924 ± 0.008 0.937 ± 0.012 0.912 ± 0.010 0.928 ± 0.014

MAE

FHMM 0.321 ± 0.018 0.351 ± 0.015 0.371 ± 0.002 0.251 ± 0.008
KNN 0.275 ± 0.011 0.247 ± 0.012 0.284 ± 0.003 0.212 ± 0.013
CNN 0.172 ± 0.009 0.201 ± 0.022 0.171 ± 0.017 0.149 ± 0.008
Bi-LSTM 0.154 ± 0.007 0.132 ± 0.011 0.154 ± 0.012 0.135 ± 0.014
MCTS-CI 0.081 ± 0.013 0.062 ± 0.008 0.091 ± 0.012 0.061 ± 0.006
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The detailed case: to better demonstrate our approach’s significant advantages, we use our model
and four benchmark models on the various appliances datasets from the four houses to verify the
models performance. Finally, Micro-F1 and Macro-F1 scores of the various appliances used in the
four houses are obtained, which can be found in Figures 12 and 13. From Figure 12, Micro-F1 scores
of each appliance are shown from subgraph a to subgraph d; the scores of MCTS-CI in each of the
appliances are the highest-scoring, and Bi-LSTM is the second-highest score, and then the FHMM is
the lowest-scoring. The results similar to that presented in Figure 13, Macro-F1 scores of MCTS-CI
are best. Our proposed method excels the other methods in the score of each appliance. Especially, in
subgraph Figure 12(a), Micro-F1 score of the refrigerator, water heater, microwave oven, and induction
cooker is up to 96.19%, 95.52%, 97.57%, and 94.37%, which is far superior to the other methods. In
subgraph Figure 12(d), the highest score of Micro-F1 is 97.96%, and it is found in the water heater
with our method; the worst score appears in subgraph Figure 13(d), Macro-F1, 53.23%, which is the
score with FHMM in the refrigerator. The performance of FHMM is not good in our experiment,
and the same situation also appears in KNN and CNN models. The Bi-LSTM is better than CNN and
KNN because some memory gates mode characterizes it, and it can better represent the time-dependent
relationships of sampling data.
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Figure 12. The Micro-F1 scores of the various appliances used in the four houses.
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Figure 13. The Macro-F1 scores of the various appliances used in the four houses.

Actual load identification and prediction test: In this subsection, we collect the online data from
No. 5 house and No. 6 house as the validation datasets to verify our model performance in real-world
applications. We observe the electricity consumption of two households and sample the load power
signals from various household appliances on three random days. Figure 14 shows the power curve
of the time-domain from the two different houses in three days. From Figure 14, we can identify four
periods of electricity consumption, which mainly include 5:30 a.m. to 7:30 a.m, 11:00 a.m. to 1:00
p.m., 5:30 p.m. to 8:00 p.m., and 9:00 p.m. to 10:30 p.m.
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Figure 14. Power signal of different houses in validation datasets.
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The frequency-domain image of the load power signals can also represent the load features, and
they, as the input of DNN, can improve the accuracy of load feature extraction. In our model, the time-
frequency conversion technology forms the load frequency-domain features. To ensure the validity of
our data set, we use the CF method to improve the quality of the power signals and reduce the error
of signal acquisition. After the data preparation and preprocessing, the datasets are inputted into our
proposed model to extract the spatio-temporal features of load and identify the specific load power
from all kinds of household appliances. The detailed load identification results can be presented in
Figures 15 and 16.

As Figures 15 and 16 indicate, MCTS-CI shows a good recognition effect and stability in the test
data set of the actual electricity consumption. Significantly, the experimental result of the water heater
agrees with and refrigerator with the real sampled data in the usage scenarios of two different houses,
which shows that MCTS-CI can achieve excellent recognition for the electrical appliance with high-
frequency usage. The same results appear in the micro-wave oven of No. 5 house and the induction
cooker of No. 6 house. For the household appliances with low-frequency usage, more data are needed
to train the model. Our proposed method has outstanding practical value and better performance for
correctly categorizing the online load.
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Figure 15. The predicting results of the specific load for the house No. 5 using our method.
(a) The result for refrigerator; (b) the result for water heater; (c) the result for micro-wave
oven; (d) the result for induction cooker.

Mathematical Biosciences and Engineering Volume 19, Issue 11, 11595–11627.



11621

(a) Number of sampling points

P
o
w

e
r 

si
g
n

a
l 

(w
)

P
o
w

e
r 

si
g
n

a
l 

(w
)

P
o
w

e
r 

si
g
n

a
l 

(w
)

P
o
w

e
r 

si
g
n

a
l 

(w
)

(c) Number of sampling points

(b) Number of sampling points

(d) Number of sampling points

1000 1040 1080 1120 1160 1200 1240
0

2

4

6

8

10

B

A

 Real value

 Predicted value 

1700 1800 1900 2000 2100 2200 2300
0

500

1000

1500

2000

2500

3000

3500

4000

B

A

 Real value

 Predicted value

10000 10100 10200 10300 10400 10500 10600
0

500

1000

1500

2000

2500

B

A

 Real value

 Predicted value

7600 7700 7800 7900 8000 8100 8200
0

500

1000

1500

2000

2500

3000

3500
 Real value

 Predicted value

P
o

w
er

 s
ig

n
al

(w
)

Number of sample points

Figure 16. The predicting results of the specific load for the house No. 6 using our method.
(a) The result for refrigerator; (b) the result for water heater; (c) the result for micro-wave
oven; (d) the result for induction cooker.

5. Conclusions

CGC is applied in the IoT system of the smart grid for realizing the rational allocation of the
various resources and improve the production efficiency. NILMI is the most efficient way, can
improve the performance and stability of CGC in the smart grid. In this paper, we develop a novel
algorithm framework, MCTS-CI, which is a multi-stage algorithm framework. MCTS-CI involves a
load data sharing platform, LPF-KB, a load spatio-temporal feature extraction mechanism based on
ATM-DNN, and a set of optimized policy networks based on MCTC. LPF-KB can enhance the
utilization rate of load sampled data to realize the fine-grained storage of load; ATM-DNN can
improve the distinctiveness and effectiveness of the combined load features; the extraction of load
spatio-temporal features can improve the learning ability of load representations; MCTS is used to
achieve the optimal strategy for reducing the error rate of load identification and energy prediction in
the online scenario. By comparison with four benchmark models, the experimental results prove that
MCTS-CI has outstanding performance for improving the accuracy of the load combination
identification and reducing the identification error rate of the unknown load.

The method can be widely applied for predicting household electricity consumption in online
scenarios. The method will as a design idea for realizing the short and medium-term load
identification with the external weather and periodic temporal features to improve the intelligent
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adjustment performance of the IoT system in the smart grid. In the future, we will utilize MCTS-CI to
address the more complex and variable load combination scenarios.
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