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Abstract: With the unprecedented development of big data, it is becoming hard to get the valuable 
information hence, the recommendation system is becoming more and more popular. When the limited 
Boltzmann machine is used for collaborative filtering, only the scoring matrix is considered, and the 
influence of the item content, the user characteristics and the user evaluation content on the predicted 
score is not considered. To solve this problem, the modified hybrid recommendation algorithm based 
on Gaussian restricted Boltzmann machine is proposed in the paper. The user text information and the 
item text information are input to the embedding layer to change the text information into numerical 
vector. The convolutional neural network is used to get the latent feature vector of the text information. 
The latent vector is connected to rating vector to get the item and the user vector. The user vector and 
the item vector are fused together to get the user-item matrix which is input to the visual layer of 
Gaussian restricted Boltzmann Machine to predict the ratings. Some simulation experiments have been 
performed on the algorithm, and the results of the experiments proved that the algorithm is feasible. 

Keywords: convolutional neural network; Gaussian restricted Boltzmann machine; recommendation 
algorithm 
 

1. Introduction 

The recommendation system is very important for alleviating the problem of information overload 
arising out of rapid development of big data. To provide a better recommendation system, predicting 
the rating score of the users for the goods is a vital problem to solve. Recommendation system is a 
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main method of data selection. Recommendation system is mainly based on the characteristics of users’ 
daily behavior. Recommendation system can accurately recommend interesting items to users by 
analyzing the behaviors of them. Recently, recommendation systems have developed rapidly [1–6]. 
Many researchers have proposed many recommendation algorithms [7–10]. The hybrid 
recommendation algorithm is an important research point. The neural networks have been widely used 
in the recommendation system. Compared with the traditional algorithms, the neural networks model 
can better match the data. The restricted Boltzmann machine (RBM) [11] has been used in the 
recommendation system and exhibits good performance [12–17]. Majority of the recommendation 
algorithms based on RBM use only the rating data in which the information of the user and item are 
not taken into account. 

The convolutional neural network (CNN) is a neural network which uses the convolution structure 
to extract the valuable information. The convolution structure is used to get the local feature. In order 
to reduce the number of the parameters, the weights share and the pooling operator are used in the 
model which however, alleviates the over-fitting problem. The CNN was originally developed to solve 
computer vision problems. CNN architecture is very important for CNNs’ performance [18–20]. Off 
late, CNN has been successfully applied in various fields of natural language processing [21–24]. 
Recently, the CNN was also used in the recommendation system [25–28] and proved that it can extract 
the context information of the texts. 

The modified hybrid recommendation algorithm based on the Gaussian RBM (GRBM) and CNN 
is proposed in this paper. The user text information and the item text information are taken into account 
in the algorithm. The word2vec is used to change the text data into numerical vector. The CNN is used 
to get the latent feature of the text data. The GRBM is used to predict the ratings. 

The structure of the paper is as follows. An extensive literature review is presented in Section 2. 
The conceptual model is elaborated in Section 3. Section 4 describes the simulation experiments and 
the analysis result. The findings are concluded in Section 5. 

2. Related work 

The restricted Boltzmann machine (RBM) was first proposed by Hinton [11] and was widely used 
for recommendation system because of its high accuracy. In order to further improve its performance 
many optimization methods were proposed. A hybrid recommendation algorithm based on RBM and 
term frequency-inverse document frequency (TF-IDF) was proposed by Wang and Li [12]. The RBM 
was used to fill in the rating matrix to alleviate the problem of data sparsity in this paper. A novel 
recommendation method based on the trust-distrust relationship (TDA-RBM) was suggested by Hu et 
al. [13], etc. The trust relationship was applied in the algorithm, and the trust-distrust supervision 
mechanism was constructed in the model. A hybrid recommendation model based on RBM was 
advocated by Wang et al. [14]. The RBM was used to generate the candidate sets where the LFM was 
used to sort the candidate results. The IRC-RBM algorithm was proposed by He et al. [15] in which 
the rating matrix based on the cluster method and the IRC-RBM model were fused together to get the 
recommendation. A hybrid recommendation algorithm based on restricted Boltzmann machine and 
weighted slope one was proposed (IR-RBM-WSO) by Shen et al. [29] where a hybrid item similarity 
calculation method was used in this algorithm. A user-based BM model with time information was 
recommended by Du and Zhou [30] where the time information bias was added into the existing RBM 
model in the algorithm. Kuo and Chen [31] proposed a hybrid algorithm and the cluster-based RBM 
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(CRBM) with differential evolution method to optimize the parameters. A new item-based restricted 
Boltzmann machine method for collaborative filtering was propounded by Du et al. [32] where the 
multilayer RBM structure can extract feature very well. A Recommendation Algorithm based on RBM 
and the item type was put up by He et al. [33] where the type similarity of the item was introduced to 
modify the original neighbors in the algorithm where the type similarity of the item was used in the 
algorithm to get neighbors which were closer to the target, and this model is better than algorithms 
based on RBM. Conditional restricted Boltzmann machine (CRBM) for item recommendation was 
proposed by Chen et al. [34] where the users’ feedback data were converted into three different 
matrixes and the CRBM was used to handle the matrixes. Real-Valued conditional restricted 
Boltzmann machine (R_CRBM) was put forward by He and Ma [35] wherein the nearest trusted 
relationships were used in the algorithm to improve the performance of CRBM. 

When the limited Boltzmann machine RBM was used for collaborative filtering, only the scoring 
data matrix was considered, and the influences of item content, user characteristics and user evaluation 
content on the predicted score were not considered leading to low accuracy. We proposed a novel 
collaborative filtering algorithm based on RBM which combine the item content and the users feature. 
The word2vec is used to get the items and the users vector subsequently, the vectors were input into 
the CNN to get the latent vectors of items and users. Combining the latent vector and the score matrix, 
we get the combined matrix, which is then input into the Gaussian RBM (GRBM) to get the score 
predict model. The model is denoted as TCNN-GRBM in this paper. 

3. Algorithm model 

3.1.  Model structure 

The text information of items and users are put into the respective embedded layer. The embedded 
layer changes the text information into the data matrix. The user data matrix and the item data matrix 
are put into the CNN to get the users latent vector and the items latent vector, respectively. Then the 
item latent feature vector is connected with the item score vector given by all the users. Later, the user 
latent feature vector is connected with the score vector given by the user. The connected vector is fused 
together in the fusion layer to get the new user-item matrix. which is input into the GRBM. The model 
structure is shown in Figure 1. 

 

Figure 1. Algorithm model structure. 
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3.2.  Latent feature learning 

Convolutional neural network (CNN) is generally used in computer vision for image classification, 
detection, and nature language processing. Off late, CNN has been introduced into the recommendation 
systems to achieve good results. The CNN is used to train the text information of users and items to 
obtain the latent features of the items and the users in this paper. 

3.2.1. Data normalization 

The scores are integers 1–5 or 1–10, and so the data needed can be normalized. Assumed that 0 
means that the users did not rate the item; we normalize the score data to a floating point value. The 
normalization formula is as follows: 

min

max min

r
norm

r
r

r r





                                 (1) 

Where, rnorm is the normalized data, r is the source data, rmax and rmin are the maximum and the 
minimum value of the score matrix respectively. 

3.2.2. Convolutional neural network 

The word2vec is used in the paper to get the vectors of the item text information and the user text 
information. Multi-layer convolution in CNN model can obtain the interrelationship among the words 
in the documents, and so it can learn the relationships among the contexts. The CNN is used to get the 
latent item feature and the latent user feature in this paper. The specific processes followed are as 
follows. 

(1) Embedding layer 
The word embedding layer transforms the documents into the numerical matrix to extract its 

semantic information and the vectors are input to the next layer. The word2vec model is used in this 
paper to extract the word vector. The user text data and the item text data are input to the word2vec. 
The user text data include the score, comment, click, and social data. The item text data include the 
name, size, color, quality, image and other data that describe the item. 

The text is taken as a sequence of words, and the word vectors are connected together to form a 
text matrix. The matrix can be initialized arbitrarily, or it can be initialized with the trained vector and 
embedded into the model. 

(2) Convolution layer 
The convolution operation can get the latent feature of the context. The convolution operation on 

a text matrix can enhance some features of the text, reduce the noise and get the latent feature of the 
text. The different sizes convolution kernels are used in the algorithm to get the relationship among 
the word vectors. The convolution operation is described as: 

1 1 1 1A ( )i f W X b  
                                (2) 

Where,   represents the convolution operator, W1 denotes the weight, X1 represents the vector 
matrix, and b1 denotes the bias, f1 denotes the activate function. 

After the convolution operation, the output of the convolution layer is given by: 
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1 2A { , ,..., }ia a a                                   (3) 

Where, A is the latent feature of the text, used as the input of pooling layer and is composed of 
different convolution kernels. 

(3) Pooling layer 
Pooling layer can reduce the number of features and parameters. This further reduces the amount 

of calculation, controls over-fitting and extracts representative features. Maximum pooling is used in 
this paper. Its main function is to maximize the features observed from different angles. That is, to 
capture the most important information of the feature and the formula is expressed as: 

1 max{0, }y a                                  (4) 

(4) Output layer 
After convolution and pooling operations, the data is input to a full connection layer. The latent 

feature of the text can be obtained in this layer. The process can be expressed by the following formula: 

2 2 2 1 2( )y f w y b                                (5) 

Where, w2 denotes the weight, b2 denotes the bias and f2 denotes the activate function. In this 
paper the ReLU is used as the activate function. 

(5) Feature connection layer 
The text latent feature is connected with the score data in this layer. The network is added in the 

structure in order to make the connected item feature and the connected user feature have the same 
dimension. The process can be expressed in following formulae (6)–(8). 

3 3
2 2

y ,  y uI
cI cu

I u

ss

y y

  
    
   

                             (6) 

3u 3 3 3 3y ( )cuf w y b                                    (7) 

3 3 3 3 3y ( )I cIf w y b                               (8) 

Where, y2cI denotes the item score vector which is composed by the scores given by all the users, 
y3cu denotes connection vector of the user, sI denotes an item score vector given by all the users, su 
denotes the score vector that composed by all the items score given by a user, y2I denotes the item 
latent features vector, y2u denotes the user latent feature vector, y3u denotes the connected user vector, 
y3I denotes the connected item vector, w3 denotes the weight, and b3 denotes the bias. 

(6) Feature fusion layer 
The user feature matrix and the item feature matrix are fused in this layer. The final score matrix 

can be obtained by the fusion operation by using the formula: 

4 4 3 3 4 4y (( ) )u If y y w b e                              (9) 

Where, e  denotes the inner product operation, w4 denotes the weight, b4 denotes the bias, and 
f4 denotes the activate function. The ReLU is used in this layer. 

3.3. Gaussian RBM 

RBM is generally suitable for processing the binary data. Many scholars have proposed a series 
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of variant algorithms of RBM to deal with the real valued data. The Gaussian Binary RBM (GRBM) 
is used in the paper to deal with the score data. GRBM is the earliest RBM variant model for real value 
data. The traditional visible layer units are regarded as Gaussian variables with diagonal covariance. 
The energy function can be defined as: 

2n

2
i 1 1 1 1

( )
( , )

2

m n m
i i i

ik j j j
j j ii i

v v c
E v h h b h

    


     

                     (10) 

Where, v denotes the feature vector of the visible layer, h denotes the feature vector of the hidden 
layer, E(v,h) denotes the energy function,   denotes the connection weight between visible layer and 

hidden layer, b and c denote the bias of visible layer and hidden layer respectively. i   denotes 
variance of the unit i in the visible layer, m denotes unit number in visual layer, and n denotes unit 
number in hidden layer. When either visible layer or hidden layer in GRBM is fixed, the conditional 
probability distribution of the other layer can be calculated as follows: 

2

1 1
( ) exp( ( ))

22
i i i i ij j

jii

P v h v c h 
 

                         (11) 

( 1 ) ( )i
j ij j

i i

v
P h v s b


                            (12) 

Where, 
1

( )
1 exp( )

s x
x


   is the activated function. 

( )iP v h  can be described as 
2( , )i ij j i i

j

N h c   . That is, it is a Gaussian distribution, with mean 

i ij j i
j

h c    and the variance 2 . 

3.4. Model training 

We jointly train the two sub-modules. The contrastive divergence (CD) algorithm is used in the 
paper to train the model. The gradient of the parameters ( , , , )b c   can be calculated according to 
the formulae (12)–(15). 
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Where, D denotes Sample number of the training set,   denotes the learning rate, vidata denotes 
the data variance, vimodel denotes the variance predicted by the model, hidata denotes the hidden layer 
data, himodel denotes the hidden layer data predicted by the model, vidata denotes visual layer data, and 
himodel denotes the visual layer data predicted by the model. 

The model detailed training process is as follows. 

Table1. Training process of the model. 

Input: Train dataset 
Output: the parameters  , b, c,   

Step 1: Use the word2vec to get the text matrix. And normalize the score matrix using formula 
(1). 

Step 2: Initialize all the parameters  , b, c,  . 
For t = 1 to epoch 

Step 3: Do the convolution operation according to formula (2) 
Step 4: Do the pooling operation according to formula (4) 
Step 5: Calculate y2 according to formula (5) 
Step 6: Calculate y3u, y3I according to formulae (6) and (7) and get the items and users latent 

feature. 
Step 7: Calculate y4 according to formula (8) 
Step 8: Calculate the probability according to formula (11) 
Step 9: Calculate the probability according to formula (12) 
Step10: Calculate according to formulae (13)–(16) to get the gradient ,  ,  ,  ij i i ib c V V V V   

ij ij ij   V  

i i ib b b V  

i i ic c c V  

i i i   V  

End for 

4. Experiment 

4.1.  Datasets 

The data sets used in this paper are Movielnes 1M and Moviellens 10M. MovieLens collects a 
large number of users’ movie evaluation data, which is suitable for the experiment and comparative 
analysis of recommendation algorithms. The dataset is mainly composed of user, rating, movie and 
other information, which at present is one of the commonly used dataset of the recommendation 
algorithms. The ratings.dat file contains user rating information, the file movies.dat contains the movie 
information, and the file users.dat contains the users’ information. The user information includes userid, 
gender, age, profession and so on. The movie information includes movie id, name, movie type, some 
introduction. The rating data concludes the ratings given by users, it is the integers between 1 and 5. 
The rating 0 means that users did not rate the movie. The detailed information of the datasets is 
summarized in Table 2. 
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Table 2. The datasets used in the experiment. 

Dataset Number of users Number of items Number of scores 
Movielens 1M 6039 3544 993482 
Movielens 10M 69878 10073 9945875 

4.2. Evaluation index 

There are many evaluation indexes for the recommendation algorithm. The mean absolute error 
(MAE) and root mean square error (RMSE) are used in this paper. The MAE is calculated between the 
predicted value and the user’s actual rating value. The MAE can well reflect the actual situation of the 
predicted value. The smaller the MAE value the higher is the recommended accuracy. The calculation 
is done by using following formula: 

1

D

i i
i

p r
MAE

D




                                (17) 

Where, pi denotes the predicted score, ri denotes the actual score, and D denotes the number of 
samples. 

In general, the MAE value is relatively small, but in the case of high error dispersion or outliers, 
RMSE is magnified because RMSE squares the deviation. RMSE is sensitive to large or small errors 
and can better reflect the accuracy of the predicted values, which is helpful to discover the existence 
of the abnormal value. The smaller the RMSE value, the better the recommendation effect. The RMSE 
is calculated by using formula: 

2

1

1
( )

D

i i
i

RMSE i p r
D 

                              (18) 

4.3. Contrast experiment 

In order to verify the performance of the algorithm, it is compared with hybrid recommendation 
algorithms based on RBM model. The R-CRBM [35], Real UI-RBM [16], TDA-RBM [13] and S-
RBM [17] are selected to perform the contrast experiments in this paper. 

(1) R-CRBM: The visible layer is a real-value conditionally constrained Boltzmann machine 
model. The model uses conditions on the user’s rate items. 

(2) Real UI-RBM: This model is RBM model based on the real value. The visible layer of this 
model can directly be represented by real value data, and the missing score data does not participate in 
the training. 

(3) TDA-RBM: The trust and distrust relationship were introduced into the recommendation 
system. 

(4) RBM: This model is based on the real-value RBM model which improves the CD learning 
algorithm, and its input training data is the original score matrix. 

(5) The model proposed in this paper. 
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4.4. Experiment result 

All the experiments are carried out under the Win10 system, using Python coding. The computer 
is powered by an Intel Core I5 processor with 3.15 GHz frequency and 8 GB memory. The RBM part 
of the algorithm is constructed by TensorFlow. Set the number of neurons in the hidden layer as 20, 
the learning rate as 0.8 and calculate the MAE and RMSE. The results of the experiment are shown in 
Figures 2 and 3. 

 

Figure 2. RMSE comparison of different hybrid recommendation algorithms based on RBM. 

 

Figure 3. MAE comparison of different hybrid recommendation algorithms based on RBM. 

Experimental results show that the RMSE and MAE values of S-RBM and R-CRBM algorithms 
are the largest, and the recommendation accuracy is the lowest, because these two algorithms only 
consider the score matrix. The RMSE and MAE values of TDA-RBM and Real UI-RBM algorithms 
are better than those of S-RBM and R-CRBM, because they consider the trust relationship between 
the users and the underlying characteristics of the project. The algorithm proposed in this paper shows 
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the best performance on both RMSE and MAE, since the latent characteristics of the user information 
and the project information are considered in the deep learning algorithm, which provides more 
accurate recommendation results. 
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Figure 4. MAE value with different text length. 
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Figure 5. RMSE value with different text length. 

In order to explain the influence of the user text information and the item text information on 
recommendation performance, we analyzed the influence of the maximum document length on RMSE 
value and MAE value. The experimental results are shown in Figures 4 and 5. It is evident from Figures 
3 and 4 that when the maximum length of the item document is smaller, the value of RMSE and MAE 
is higher whereas, the accuracy is lower. When the maximum length of the project document gradually 
increases, the value of RMSE and MAE gradually reduces Whereas, when the maximum length of the 
project document Max length reaches 300, the value of RMSE and MAE instead begin to increase. It 
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is speculated that with the increase in the text length, the noise in the text increases leading to decrease 
in model accuracy. 

5. Conclusions 

The modified hybrid recommendation algorithm based on GRBM is proposed in this paper. The 
text information of the items and the users are used in this algorithm. The word2vec is used to change 
the text data into numerical data. The CNN is used to get the latent feature of the text information. The 
latent feature vectors are fused with the score vector to get the user-item matrix. The GRBM is used to 
predict the user score. The similarity of the items and the users are considered in the algorithm which 
gives better recommendation performance. The result of the experiments indicates that by taking the 
user information and the item information into account in the scoring process improves the 
recommendation accuracy. Thus, we conclude that the text information used in the algorithm model 
helps to improve the recommendation performance. There are some shortcomings in this model. The 
data sparsity was not taken into account in the model. And this may affect the performance of the 
model. In the future, we will study the effect of data sparsity in the model and improve performance 
of the model. 
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