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Abstract: In this work, some class of the fractional differential equations under fractional boundary
conditions with the Katugampola derivative is considered. By proving the Lyapunov-type inequality,
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applications of the new results.
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1. Introduction

The Lyapunov inequality, proved in 1907 by Russian mathematician Aleksandr Mikhailovich
Lyapunov [1], is very useful in various problems related with oscillation theory, differential and
difference equations and eigenvalue problems (see [2—7] and the references therein). The Lyapunov
result states that, if a nontrivial solution to the following boundary value problem

uw’' () +gut)=0, a<t<b,
u(a) =ulb) =0

exists, where g is a continuous function, then the following inequality

b 4

holds. This theorem formulates a necessary condition for the existence of solutions and allows to
deduce sufficient conditions for non-existence of solutions to the considered boundary problem.
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Recently, the research of Lyapunov-type inequality has gained more and more popularity, because
by replacing the classical derivative with some fractional operators allows to model processes
exhibiting memory effect. The first work in this direction is due to Ferreira [8] in 2013 by using the
Riemann-Liouville derivative of order a € (1,2]. In [9] was investigated the Lyapunov-type inequality
for the boundary value problem with the Katugampola fractional derivative. In [10] was used the
Caputo fractional derivative and in [11] the Hadamard fractional derivative.

Moreover, together with raising popularity of fractional operators, many modifications of the
Lyapunov inequality appeared by changing the boundary conditions, for example u(a) = u’(b) = 0 or
u'(a) = u(b) = 0 (see [12-14]).

Motivated by the above works, we consider in this paper the Katugampola fractional differential
equation under boundary condition involving the Katugampola fractional derivative. We choose this
special fractional derivative because it generalizes two other fractional operators, that is the
Riemann-Liouville and the Hadamard fractional derivatives and classical derivative of integer order.
More precisely, we consider the boundary value problem

{Dqu(r) + g(u(t) = 0

1.2
u(a) = D¥u(b) = 0 (-2

where 1| < @ <2, 0 <8 < 1andg : [a,b] — R is a continuous function. Thanks to the detailed
analysis of the integral equation equivalent to (1.2) we are able to obtain a corresponding
Lyapunov-type inequality. After that, we show some applications to present the effectiveness of the
new Lyapunov-type inequality. We deduce some existence and non-existence results for the
considered problem (1.2) which are very helpful for other researchers in this field. Furthermore, at the
end of the article there will be graphs illustrating the applications of the proven theorems.

2. Preliminaries

In this section, we introduce the definitions and properties of the Katugampola fractional operators
which are needed to prove the main results. For more details, we refer to [15-17].

Definition 2.1. Leta > 0, p > 0, —c0 < a < b < co. The operators

-« t L—1
150 = s [ o o,

l-a b p—1
Y0 = s f o

for t € (a,b) are called the left-sided and right-sided Katugampola integrals of fractional order «,
respectively. The operators I, f and I, f are defined for f € L?(a,b), p > 1.

Definition 2.2. Leta >0, p >0, n=[a]+ 1, 0 <a <t < b < co. The operators

. - d " n—a
DY f() = (tl ‘E) I f(0)

d\" .
DY f(1) = (_tl_pd_;) L, f(0)
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for ¢t € (a,b) are called the left-sided and right-sided Katugampola derivatives of fractional order «,
respectively.

The Katugampola derivative generalizes two other fractional operators, by introducing a new
parameter p > 0 in the definition. Indeed, if we take p — 1, we have the Riemann-Liouville fractional
derivative, i.e.,

dy" 1 @
dt] Tn-a) J, (t—71)en+!
Moreover, if we take p — 0*, we get the Hadamard fractional derivative, i.e.,

1 (da\ (T oty dr
T —a) (IE) fa(log¥) U

Example 2.3. ([9]) Forp >0, @ >0, 4 > a — 1, we have
o ¥ -a\'  TA+1) (F-a\""
“\ p "TA+1-a)\ p ’

The higher order Katugampola fractional operators satisfy the following properties, which were
precisely discussed and proven in [9,16,17].

Lemma 2.4. ([16]) Let @ > 0, p > 0 and f € L{a, b] then
DL f(0) = f().
Lemma 2.5. ([16]) Leta >8>0, p > 0and f € Lla, b] then
D LLf0) = P f@),  a<i<b.
Lemma2.6. ([17]) Letn—1<a<n, n€N, p>0and f € L{a,b] then

p _ ap )l n+a

lim DL f(n) = (

lim DY (1) =

I DEEF(0) = f() + Z cl(

where ¢; are real constants.

It is worth to mention that the complex formula for the Katugampola operator is established in [18].
3. Main result

We start with writing problem (1.2) in its equivalent integral form.

Theorem 3.1. Function u € Cla, b] is a solution to the boundary value problem (1.2) if and only if u
is a solution to the integral equation

b
ut) = [ Gae.ogtousids, G.1)
where the Green function G is given by
prow [ @ - ey (B a<t<s<b
Glt.5) = RO (3.2)
['(a) (- a")*! (bp_‘s’p) — -5, a<s<t<
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Proof. Integrating equation from (1.2) and using Lemma 2.6 we obtain that general solution is of the
form

a—1 a-2
u(d) = ¢, (tp - "p) + e (tp - “p) — I [g(Du(D)], (3.3)
P o

where ¢, and ¢, are some real constants. Since u(a) = 0, we get ¢, = 0. Moreover, differentiating (3.3)
in Katugampola sense with ¢, = 0, we have

a—1
D2 u(t) = ¢\ DY (tp ;“p) — DI [e(tu(n).

By Example 2.3 and Lemma 2.5 we obtain

_ a—p-1 —a+1 / -1
DEou() = ail'(@) (tp aP) _ T:p)ﬁ_a+1g(1)u(r)d7.

Fe-p\ p I'e-pJ (-
Since D?*u(b) = 0, we get
(bp p)ﬁ +1 b p—1
—a’y® ™"
c = @) f T g(mu(r)dr.
Therefore,
1-a ; B-a+1
_ P a-1 b —a Y a-1 -1
uw = £ [ f ((rp — &) (m) = =) e gundr
b
b —af B-a+1
_ a1z —1
+f(tp a’) (bp — TP) 7 g(T)u(T)dTl
t
which ends the proof. O

The below theorem present the properties of the Green function G obtained in (3.2)

Theorem 3.2. Let 0 <a<b < oo, € (1,2],8€(0,1], @ > B+ 1andp > 0. The function G given
by (3.2) satisfies the following estimates

(i) G(t,s) >0, t,s€]a,b]
48 max{a’~!, b7} (b - af
I'(a) 4p

a-1
(ii) max G(¢,s) = G(s, ) < ) , S€]a,b]
tela,b]

Proof. First we prove the positivity of function G. For ¢ < s it is obvious, but for s <  we can rewrite
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function G in the form

pl—asp—l (tp _ ap)a—l
T(@) (b —a?)B-1(br — )

G(t,5) =

o (=N =) - )\
oo =) (2
pl—asp—l (tp _ ap)a—l

D@) (b —a) 7 1(br — so)P

X (bp — Sp)a—] _ (bp - ap)(tp _ Sp) a—1
t*°—af
;f—asp—l (ﬂ7—.ap)d—l

C(@) (b —ar)* 1 (br — 5P
y [(bp _ oyl (bp B (ap N (s* — @)V’ - aﬂ)))a—1] |

P — af

Let us see that there is the following estimation

(- - ) _
w —aP -

sf <a + b,

because

(s° = a”)(D - 1) -0 and b —a’)(s" = 1*) <o.

P — af P — af
Thus the function G is positive also for s < t.

(ii)) Now, we prove that G(t,s) < G(s,s). Firstly, we consider the interval a <t < s <b.
Differentiating G with respect to t we have

G _p* (e~ l)s"_ll"’_l (b” -a

p-a+1
— P22
o~ (@ bp—sﬂ) =)™ 20.

Therefore,

G(t,s) <G(s,s), for t<s, s€]la,b], (3.4)

because the function G with respect to ¢ is increasing on the considered interval.

Now, let we take the interval a < s < ¢ < b. Taking the derivative of function G with respect to ¢,
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we obtain
06 _
o
2 a o—1 o _ o \Y 2 o\a—B-1 P a-2
(=117l (P —a (b — sP) _b" a (# — )2
F(cx) bP — af (b — ar)'-B ¥ —af
o
Y — Lot [T — a \*
I'(a) Sp . bP — af
&)t - - a”)(t* - s°)\"
P — af
2 v a-2
Na-=1) | [¥—a
T T(a) T " b —

X

P — aP)b° - af
oorprfrezn) |

Note that —(?9? < 0 because
P _ P —_ P
(8" =)D —a) <

P —afP

a’ <a’ +

Therefore,
G(t,s) <G(s,s), for t>s, s€]la,b], 3.5

because the function G is decreasing with respect to ¢ on the considered interval. From (3.4) and (3.5)
we get
ol 5P (" — a")*!
I'(a)(bP — aP)*B-1 (bp — sp)p-a+l
o' max{a’!, b*7!}
T T(a)(bP — ar)x -1
p'"*max{a’~!, b1}
T T(a)(b° — ar)*2B-1
for s € [a, b], t € [a, b]. Now let us define a function f

G(t,s) <G(s,s) =

[(s* —a)P - )P (s — )

[(s* — a)V - s")]* P!

f&)=[(s" —a PV -1 P,  selab]

In order to find the maximum value of this function, we check the sign of the derivative on the interior
(a,b). We have

F(s)=pla—-B-1)s" (s —a )P — )N P2 - 25 + ).

R ap+b”/%
§= .
2

It is easily seen that f"(s) < 0 for § < s and f’(s) > 0 for § > s.

It follows that f”(5) = 0 if and only if
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Therefore

0\2 a—p-1
max f(s) = f<§>=[(”p_“)] .

sela,b] 2
It ends the proof. O

We are ready to state and prove our main results in the Banach space C[a, b] with the maximum
norm ||lu|| = max |u(?)|.
t€la,b]

Theorem 3.3. If a nontrivial continuous solution of the fractional boundary value problem (1.2) exists,
where g is a real and continuous function and a > 8 + 1, then

b a—1
f g(s)ds > — @ ( 4 ) |

~ 48 max{ar!, bp-1y \bP — ar

Proof. It follows from Theorem 3.1 that solution of the fractional boundary value problem (1.2)
satisfies the integral equation (3.1). Thus

b
Iu(t)lsflG(t, Sig(lu(s)lds, 1€ [a,b].

Using the estimation of the function G which was obtained in Theorem 3.2 we get

b
48 max{a*~!, b1} (b° — a? "
[leel| < ( " ) ||u||f|g(s)|ds.

Thus, we have

b
(@) 40 \*!
f (s > bp_l}(bp_ap) |

The proof is completed. m|

In particular, if we chose § = 0 in Theorem 3.3, we obtain the main theorem of the work [9].
Moreover, taking @ = 2, B =0, and p = 1 we recover the classical Lyapunov’s inequality (1.1).

Due to the fact, that the Katugampola derivative has an additional parameter p (which by taking
p — 07 reduces to the Hadamard fractional derivative and for parameter p = 1 become the Riemann-
Liouville fractional derivative) we get the Lyapunov-type inequality for both the Riemann-Liouville
derivative D?, and the Hadamard derivative D¢, .

Corollary 3.4. If a nontrivial continuous solution of the fractional boundary value problem

D ut)+gu)=0,a<t<b, 1 <a<?2
u(a) =D’ u(b) =0, B<a-1
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exists, where g is a real and continuous function, then

4 a-1
f|g<s>|ds )

In particular, if we take, in Corollary 3.4, 8 = 0 we obtain the main result of the work [10] proved
by Ferreiro.

Corollary 3.5. If a nontrivial continuous solution of the fractional boundary value problem

HD“u(t)+g(t)u(t):0 a<t<b l<ax<?
w(a) ="DF ub) =0, B<a-1

exists, where g is a real and continuous function, then

[ (W2)™
flg(s)lds_ 48 max{a, b}( 4 ) '

4. Applications and examples

In this section, we apply the results on the Lyapunov-type inequalities obtained previously to study
the nonexistence of solutions for certain fractional boundary value problems.

Theorem 4.1. If

b a-1
f g(s)lds < —@ ( 4 ) ,

48 max{ar-1, bP~1} \bP — af
then (1.2) has no nontrivial solution.

The proof of this theorem is trivial and it is left for the reader.

Example 4.2. Let us consider the following boundary value problem

szu(t)+/ltp ‘u(r) 0, 1<r<?2

4.1)
u(l) = D4pu(2)

By Theorem 3.3, if the continuous solution to the problem (4.1) exists, then necessarily

2P _1 . 1-p o
|1 > min{l,2" 7"} TR

Note, that inequality depends on two parameters A and p. Taking p = 1 we obtain A4 > 1.2534, but for
p — 0" we have A4 > 2.1719 . In particular, for 4 = 1, p = 1 and p — 0" the solution to problem (4.1)
does not exist. For A = 2, the solution does not exist for o — 0, but for p = 1 the solution to (4.1)
may exist. Moreover, for A = 3 the solution may exist for p = 1 and p — 0.

Mathematical Biosciences and Engineering Volume 18, Issue 6, 7269-7279.



7277

Let us consider problem (1.2) with g(¢) = 4
4.2)

DPu(t) + Au() =0, a<t<b, 1<a<?2

u(a) = Dgfu(b) = 0.
If problem (4.2) admits a nontrivial solution u,, we say that A is an eigenvalue of problem (4.2). We
have the following result which provides a lower bound of the eigenvalues of problem (4.2).

Corollary 4.3. If A is an eigenvalue of problem (4.2), then

a-1
] > ['(@) 4p _
48(b — a) max{ar~!, bP~1} \bP — ar

The proof follows immediately from Theorem 3.3.

Furthermore, if
['(@)
A
U< B =2y maxta T, b1}

4p a—1
be — g ’

then A is not an eigenvalue of problem (4.2).
Example 4.4. Let us consider problem (4.2) with g = 1, p = 1. If
[(a)42

A <Colb-a) = ———,
1] < Co(b - a) Vi —ar

then the solution of the eigenvalue of problem (4.2) does not exist. The plot below shows the upper
estimation of A depending on order of considered equation, for which (4.2) does not have a solution.

The red line is for cases b — a = 0.5, and the blue line is for b —a = 1.

! i alpha
1.9 2 P

1.3 1.4 1.5 1.6 1.7 1.8

Figure 1. The function C,(1) and C,(0.5) for a € (2, 2].
Volume 18, Issue 6, 7269-7279.
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