
MBE, 17(5): 5147–5149. 

DOI: 10.3934/mbe.2020278 

Received: 24 July 2020  

Accepted: 25 July 2020 

Published: 31 July 2020 

http://www.aimspress.com/journal/MBE 

 

Editorial 

Biomedical and health information processing and analysis 

Tianyong Hao 1, Zhengxing Huang 2, Likeng Liang 1, and Buzhou Tang 3,* 

1 School of Computer Science, South China Normal University, Guangzhou, China 
2 College of Biomedical Engineering and Instrument Science, Zhejiang University, Hangzhou, China 
3 School of Computer Science, Harbin Institute of Technology (Shenzhen), Shenzhen, China 

* Correspondence: Email: tangbuzhou@hit.edu.cn; Tel/ Fax: +86-0755-26033182. 

 

 

Biomedical and health information processing and analysis is playing an increasingly important 

role in life sciences and medicine. Relevant technologies are developing rapidly and help to assess 

surgical risks, process electronic medical records (EMR) or medical images, and provide precision 

medicine. This special issue aims to present some research about the application of medical data 

mining, and bioinformatics in processing or analyzing biomedical and health information. 

There are 7 full length articles in this special issue. All articles are focused on medical data mining 

and bioinformatics. 

Wan et al. [1] proposed a ELMo-ET-CRF model to extract medical named entities from Chinese 

EMR. The model used a Chinese medical domain-specific pretrained ELMo model as embedding layer, 

an encoder from transformer (ET) as encoding layer, conditional random field (CRF) as decoding layer, 

respectively. The model achieved competitive performance to the current state-of-the-art method on 

CCKS 2019 datasets.  

Che et al. [2] integrated temporal convolutional network (TCN) and CRF for biomedical named 

entity recognition. The model significantly reduced training time while achieved comparable 

performance to the state-of-the-art methods on GENIA and CoNLL-2003 datasets.  

Based on a pre-trained language model, Zhang et al. [3] presented a novel encoder-decoder 

structure for Chinese clinical event detection. The structure integrated contextual representations and 

character embeddings to improve semantic understanding. The experiments demonstrated the novel 

structure achieved the best precision, recall and F1-score.  

Cheng et al. [4] optimized the U-Net for retinal blood vessel segmentation by adding dense blocks. 

This optimization improved the sensitivity of small blood vessels and outperformed state-of-the-art 

methods on two public datasets DRIVE and CHASE_DB1.  

Liu et al. [5] proposed four methods, namely SESOP, STSSO, SESOP-MFIR and STSSO-MFIR, 
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for the surgical outcome monitoring. The methods were optimized by standardizing variables, 

replacing statistics, and upgrading the control limits from asymptotic to time-varying. The experiments 

showed that the methods could effectively monitor surgical outcomes and early shifts. 

Zhang et al. [6] proposed an anomaly detection method based on local density. By integrating 

with homomorphic encryption, the method could effectively and efficiently perform anomaly detection 

in the case of multi-party participation without leaking the private data of participants. 

Hou et al. [7] developed a knowledge representation model named precision medicine ontology 

(PMO) to represent the relationships among 11 fields related to precision medicine, such as diseases, 

phenotypes, genes, mutations, drugs, etc., in 93 semantic relationships. Compared with the existing 

work, PMO covered mutations, genes and gene products more extensively, and had richer term set 

including 4.53 million terms. 

In conclusion, this special issue provides 7 outstanding full-length research articles, mainly about 

the application of medical data mining, and bioinformatics in processing or analyzing biomedical and 

health information. We sincerely express our gratitude to all researchers who accepted our invitation 

and contributed to this special issue. In addition, we also thank MBE for editing assistance. 
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