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1. Introduction

1.1. Blood coagulation in flow

Blood coagulation is an important physiological function preserving hemostasis in the case of
injury. It consists of two main components: biochemical reactions in plasma leading to the formation
of fibrin polymer and platelet aggregation. Though these two processes act together, the first one is
more important in veins while the second one in arteries.

Blood coagulation is initiated at the vessel wall expressing tissue factor and propagates inside the
vessel in the direction perpendicular to the vessel wall. After reaching certain size, clot growth stops.
The balance between these three stages of clot growth (initiation, propagation, arrest) determines
normal functioning of blood coagulation.
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In this work we will study the influence of blood flow on clot growth taking into account the
reactions of blood coagulation without platelet aggregation. We consider the reaction-diffusion
system of equations for the concentrations of blood factors (proteins) [1,2]:

ow 0*w
E = DW + F(w) — o(x)w, (D)

where w = (wy,...,wg) and F = (F1, ..., Fg) is given by:

Fi(w) = kjwswe — hyw,

Fr(W) = kowaws — howy

F3(w) = kawg(p3 — w3) — 3w

F(w) = Fy(w) = kaws(p4 — wa) — hawy ' 2)
Fs(w) = ksw7(ps — ws) — hsws

Fo(w) = (kews + ksw2)(06 — We) — heWe

F7(w) = kyws(p7 — wy) — hw;

Fs(w) = (kswe + kswi)(ps — ws) — hgwg

Here ws, wy, ws, wg and wy are the concentrations of the activated Factors Va, VIIla,IXa, Xa and XIa,
respectively, wg is the concentration of activated Factor /la (thrombin), w; and w, are the
concentrations of prothrombinase and intrinsic tenase complexes. The terms (p; — w;) in the equations
3-8 represent the concentrations of the inactive factors. The total concentration of activated and
inactivated factors equals the initial concentration of the inactive factor p; in the absence of inhibition
terms h,w;. This equality becomes approximate in the presence of the inhibition terms. The constants
k; and k; are the activation rates of the corresponding factors by other factors or complexes, while the
constants /; are the rates of their inhibition, in particular by antithrombin. Parameters k;, A;, E, and p;
are positive constants. The matrix D of diffusion coefficients is a diagonal matrix with positive
coefficients.

This system of equations is considered on the half-axis x > 0 with the no-flux boundary condition
w’ = 0 at x = 0 corresponding to the vessel wall (prime denotes the derivative with respect to x). Since
reactions of blood coagulation are localized in a very narrow space interval compared to the vessel
radius, the approximation of semi-infinite spatial domain is well justified.

Blood flow removes blood factors from the clot and decreases their concentrations. This effect
is taken into account in the last term in the right-hand side of equation (1). The flow velocity o (x)
depends on the distance from the wall. It is an increasing function such that o(0) = 0.

Clot growth in a quiescent plasma (o(x) = 0) is described by reaction-diffusion waves [3-6].
Existence of waves for the model (1)—(2) follows from the general results on the wave existence for
the monotone reaction-diffusion systems [7, 8]. The wave speed can be approximated by the minimax
method [7]. Solution of the initial-boundary value problem increases if the initial condition, which
corresponds to the quantity of blood factors produced at the initiation stage, exceeds some threshold
level, and vanishes if the initial condition is less than this threshold. The latter is given by the pulse
solution which exists if and only if the wave speed is positive [9]. Thus, we obtain two conditions of
clot growth: the wave speed should be positive, and the initial condition should exceed the pulse
solution.
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Blood flow influences the distribution of the concentrations of blood factors and the conditions of
clot growth. The main result of this work states the existence of a stationary solution of the blood
coagulation system assuming that the limiting value of the blood flow velocity at infinity preserves the
positiveness of the wave speed. We will discuss the biological meaning of this result at the end of the

paper.

1.2. Formulation of the main result

The stationary solutions of system (1) satisfy the elliptic system :

Dywi + kiywsws — hywy — o(x)wy = 0,
DQW/Z/ + k2W4W5 - ]’ZQWZ — 0'(x)w2 =0,
Dswi + kswg(p3 — w3) — haws — o(x)ws = 0,

Dyw) + kawg(ps — wy) — hywy — o(X)wy = 0,

(3)
Dswi + kswi(ps — ws) — hsws — o(x)ws = 0,
D6W'6’ =+ (k6W5 + k6W2)(p6 — W6) — h6w6 — U'(X)WG — 0’
D7wl + kywg(p7 — wy) — hawy — o(x)wy = 0,
Dgwy + (kswe + kswi)(ps — ws) — hsws — o"(x)wg = 0.
It is convenient to set
G(W, x) = F(w) —o(x)w, 4)
so that (3) reads
Dw” + G(w,x) = 0. (5)

Hereafter, we consider system (5) on the half-axis R*, and look for a solution which satisfies the
following conditions:

w'(0) =0, limw(x) =0, (6)
w(x) > 0 and w'(x) < 0 for x > 0. 7

Such a solution will be called a pulse.
We assume that the function o(x) satisfies the following conditions:

0(0)=0, limo(x)=09>0, o'(x)>0. 8)

In view of the limiting value of the blood flow velocity at infinity we introduce the following
nonlinearity :
G"(w) = limG(x, w) = F(w) — oyw. ©)

Note that the origin in R® is a zero of both F and G°. In what follows we assume that
the Jacobian matrix F’(0) has all eigenvalues in the left-half plane. (10)

We will also assume that the nonlinearity G° is of bistable type. More precisely, as detailed in the
appendix, the nonnegative zeros of G° are in one-to-one correspondence with the zeros of some
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appropriate polynomial P° of one variable. Namely, setting 7 = vg (thrombin concentration), we
conclude that (W, ws, ..., w7, T) is a zero of G if and only if P°(T) = 0 and, for 1 <i <7, w; = ¢y(T),
where the corresponding functions P’ and ¢; are given in the appendix (see (55)-(61), (64)). The
polynomial P°(T) reads P(T) = (aT? + bT? + cT + d)T with some negative leading coefficient a. We
make the following assumptions on P°:

(1D

P°(T) possesses exactly three non-negative roots: 0 < 7 < T?,
PY(0) <0, PY(T) >0, P'(T°) < 0.

Then, due to the correspondence with the zeros of G, the vector-valued function G° has exactly three
nonnegative zeros : 0 < w < w’. Here and below the inequalities between the vectors are understood
component-wise. Furthermore, the Jacobian matrices G (0) and G (w°) have all eigenvalues in the
left-half plane, while G (W) has a positive eigenvalue.

Under the conditions (11), it is well known that the travelling wave problem :

Du” + v’ + G(u) = 0, (12)
u(c0) = 0, u(—c0) = w° (13)

possesses a unique solution (u, ¢”) (up to some translation in space for the wave profile u that is defined
on the whole real axis) (see Section 3.3).
We can now formulate the main result of this work.

Theorem 1.1. Suppose that conditions (8), (10)—(11) are satisfied. If the wave speed c° in the problem
(12)—(13) is positive, then problem (5)—(7) possesses a solution.

The proof of this theorem mainly relies on the Leray-Schauder method. We first introduce some
homotopy deformation in Section 2. In Section 3 we present some properties of solutions satisfied for
all values of the homotopy parameter. In particular, we obtain a priori estimates of monotone solutions
in some weighted Holder spaces by using the positivity of the wave speed c°. We conclude the proof
of the existence of solutions of problem (5)—(7) in Section 4.

2. Homotopy and function spaces

We define the homotopy by setting:
G (w,x) = (1 - 1)G(w,x) + 7G°(W), 7€][0,1]. (14)
The function G™ also reads:
G'(w,x) =F(w) - (1 = 1)o(x)W — TogW. (15)

Thus, we consider the system
Dw”’ + G'(w,x) = 0. (16)

Pulses are solutions of (16) defined on the half-axis x > 0 such that

w(0) =0, limw(x)=0, (17)
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together with the monotonicity condition
w(x) < 0 for x > 0. (18)

Here, for 7 = 0, we have the initial system (5). For = 1 the nonlinearity G’(w) does not depend
on the space variable x. A problem similar to the one for 7 = 1 was studied in [9], and we will use
some results from [9] in Section 4.

Note that the system (16) is monotone provided that w takes its values in an appropriate set. Indeed,
let us introduce the set

D ={w=wp,...,wg) €R® | w; < p, forie{3,..,8}. (19)

Recalling the definition (2) of F = (Fy, ..., Fy), it is straightforward that

OF;
YwedD, —(w)=0, Vi#] (20)
aWj
Therefore, since w > 0 in D:
9G] .
YweD, VY1el0,1], Vx>0, 5 (w,x) >0, Vi#] 21

J

which provides the monotony property. This property will be very important in the sequel.
For the functional setting we introduce the Holder space C¥**(R,), a € (0, 1), consisting of vector-
functions of class C*, which are continuous and bounded on R, together with their derivatives up to
the order k, and such that the derivative of order k satisfies the Holder condition with the exponent .
This space is equipped with the usual Holder norm. We set:
{E‘ = {w € C***(R,), w'(0) = 0}, )
E? = C'(R,).

We now introduce the weighted spaces E /vl‘ and Eﬁ where u is the weight function, u(x) = V1 + x2. The
norm in these spaces is defined by the equality:

IWllg;, = llwllg:,  i=1,2. (23)
In view of (16), let us consider the operator A" acting from E /ﬂ into Eﬁ which is given by:
AT(W) 1 x > DW’(x) + G"(W(x), x). (24)

Then the operator linearized about any function in E /ﬁ satisfies the Fredholm property and has the zero
index. The nonlinear operator is proper on closed bounded sets. This means that the inverse image of a
compact set is compact in any closed bounded set in £ ;14 Finally, the topological degree can be defined
for this operator. All these properties can be found in [10,11].

We aim to prove the existence of a monotonically decreasing solution w € E ,14 satisfying the equation
AT(w) = 0.
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3. A priori estimates

3.1. First properties of the solutions of (16)—(17)

A non-negative solution of (16)—(17) is either positive or identically equal to zero as stated in the
next lemma.

Lemma 3.1. Let w(x) be a solution of problem (16)—(17) (for some T € [0, 1]) such that w(x) >
0 for x > 0. Then one of the two following conclusions holds:

e cither w(x) =0,
e or w(x) > 0 forall x > 0.

Proof. Let w(x) > 0 be a solution of (16)—(17). Recalling that for 7 = 0 the system is explicitly given
by (3), it is straightforward that every equation of system (16) takes the form

d7" —y(x)z+ f(x) =0, Z(0) =0, (25)

where d > 0, y(x) > h > 0 and f(x) > 0 for all x > 0. It can be easily checked that either z(x) > O for
all x > 0 or z(x) = 0. Let us verify that all components of the solution are similar from the point of view
of the choice between these two options. In the other words, if one of the components is identically
zero, then all other components are also identically zero.

Suppose that wi(x) = 0. Then, from the first equation in (16) it follows that w3(x)we(x) = 0, which
implies that ws(x) = 0 or wg(x) = 0.

o If w3(x) = 0, then the third equation readily provides wg(x) = 0. Then from the eighth equation
we get wg(x) = 0, from the sixth equation, w,(x) = ws(x) = 0, and from the fifth equation, w(x) = 0.
Finally w4(x) satisfies the problem:

Dyw — hyws — o(x)wg = 0, wy 2 0, wy(0) = 0, wy(o0) =0,

with o(x) > 0 due to the assumption (8). Hence wy is non-decreasing and, consequently, w4(x) = 0.

o If wg(x) = 0, then the equations successively yield we(x) = ws(x) = wa(x) = wi(x) = wg(x) =
we(x) = 0 and, finally, as above for wy, we obtain that w;3(x) = ws(x) = 0.

In the above argument we initially assumed that w,(x) = 0. The proof remains similar for all other
values of i for which the component w; is identically equal to zero. This concludes the proof of the
lemma.

O
The next result provides some explicit upper bound for the monotone solutions of (16).
Proposition 3.2. Let w* = (W], ....,wy) be given by the equalities:
wi = kipspe/hi, Wy = kopaps/hy, wi = p; fori>3. (26)
Then all solutions w(x) of the problem (16)—(18) admit the estimate:
w(x) <w' for x>0, 27)

where w* is given by (26). Consequently, w(x) € D for x > 0.
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Proof. Let w(x) be some solution of the problem (16)—(18). Since w'(0) = 0 and w'(x) < 0 for
x > 0, we necessarily have w”’(0) < 0 and G*(w(0),0) > 0. Next, in view of (15) and (8), we see
that G*(w(0),0) = F(w(0)). Then recalling the definition (2) of F, we conclude that for i € {3, ..., 8},
w;i(0) < p; and for i € {1,2}, w;(0) < w; given by (26). Since w(x) is decreasing, (27) follows readily.
O

Finally, a positive, non-increasing solution with values in O and zero limit at infinity is necessarily
monotone as stated in the next lemma.

Lemma 3.3. Let w(x) be a solution of problem (16) satisfying
w(x) >0, wx) €D, w(x)<0forx>0, w(o)=0.

Then w'(x) < 0 for x > 0.

Proof. Suppose that there exists some component w;(x) of the solution and some x, > 0 such that
wi(xg) = 0. Denote v = —wi. Differentiating the ith equation of the system (16), we obtain the
following equality:

el B
T (W) = )

J#i

OG?
3 =(W(x), Owi(x) = (1 = D)o (wi(x). (28)
Wij

D' (x) +

Here, for x > 0, w(x) € D so, thanks to the monotony property (21), %(W(x), x) > 0forall j #i. Also

w;.(x) < 0 and w;(x) > 0, while due to the assumption (8), o’(x) > 0. Consequently the right hand-side
of (28) is non-positive. Besides v(x) > 0 and v(xy) = 0. From the maximum principle we conclude
that v = —w? = 0. Since w; vanishes at infinity, it follows that w; = 0, which is impossible. O

3.2. Separation between monotone and non-monotone solutions

Let us suppose that all solutions of (16)—(18) are uniformly bounded in the space E /ﬁ Theorem 3.6
below will provide conditions that guarantee this property.

We aim to obtain a result on the separation between the monotonically decreasing solutions of (16)—
(17) that will be denoted by w”(x), and the solutions of (16)—(17) which do not satisfy this condition
and will be denoted by w"(x). We will call the latter ones non-monotone solutions.

Since we are concerned with the existence of decreasing solutions, we need to ensure that the Leray-
Schauder method can be applied to some set containing only these solutions. The separation property
will allow us to construct an open subset of El‘l containing all the decreasing solutions and whose
closure does not contain any non-monotone solution.

Theorem 3.4. Suppose that the assumptions (8), (10) hold and, moreover, that all solutions of (16)—
(18) are bounded independently of T in the space E/i Then there exists a constant r > 0 such that,
for all T € [0, 1], for any monotone solution w™(x)of (16)—(18) and any non-monotone solution w"(x)
of (16)—(17), we have

W — W]y > r. (29)
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Proof. Let us argue by contradiction and suppose that there exist some sequence of monotone solutions
wMk(x) and some sequence of non-monotone solutions w"*(x) such that:

W — w4z — 0 as k — oo, (30)

Since monotone solutions are uniformly bounded and the operator is proper, the set {w"*, k € N}
is relatively compact in E li Consequently, there exists some subsequence still denoted by w*(x)
converging to some function w(x):

W = Wllz — 0 as k — oo (31)
Clearly, the limit function wW(x) is a solution of system (16) for some 7 = %; furthermore it satisfies
w(x) > 0 for x > 0, W(x) < 0 for x >0, W(0) =0, w(co) =0, (32)

and, in view of Proposition 3.2, w(x) € D for x > 0.
We claim that W is not identically equal to zero and that it is a monotonically decreasing solution of
(16)—(17), as stated in the following lemma.

Lemma 3.5. We have w(x) > 0 and W'(x) < 0 for x > 0.

Proof. Let us first check that w(0) # 0. Arguing by contradiction suppose that w**(0) — 0.
Due to the assumption (10) and the monotony property (21), the principal eigenvalue of the Jacobian
matrix F’(0) is real and negative. Consequently, there exists a constant vector ¢ > 0 such that

F'(0)q < 0. (33)

Since F(0) = 0 and the nonlinearity F is quadratic, we have F(eq) < 0 for sufficiently small € < &.
Here &y can be chosen such that gyq € D. Then for € < g;, we have:

Y7el0,1], Vx>0, G'(eq,x) <F(eq) <0.

Then the monotony property (21) guarantees that for any w € I, = [0,eq], w # 0, at least one
component of the vector G™(w, x) is negative. Since w"*(0) converges to 0, then, for sufficiently large
k, w"*(0) enters I,. Consequently, for some k and some i, we see that GT(w**(0),0) < 0 (with 7
corresponding to the solution w*¥). Thus, from (16) we conclude that wlM’kN(O) > 0 and wlM’k(O)
cannot be non-increasing (since wlM’k'(O) = 0), which contradicts (32). Thus, w(0) is different from 0.
Finally, since W is not identically equal to zero, Lemma 3.1 guarantees its positiveness while
Lemma 3.3 provides its monotony.
O

Next, due to (30) and (31) the monotone solution W is the limit of the non-monotone solutions
W —Wilg, — 0 as k — co. (34)
Here w"* is a solution of system (16) for some 7 = 7. Let us show that this leads to a contradiction.
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We claim that the convergence in (34) together with the properties of W yield the existence of two
constants @ > 0 and b > 0 such that for all sufficiently large k we have

w"¥ (x) < 0 for 0 < x < a and for all x > b. 35)
To derive the existence of a > 0, we first verify the following property of w(0):
G (W(0),0) > 0. (36)

Indeed, the inequality GT(w(0),0) > 0 holds because otherwise, if at least one of the components
of this vector is negative, then the corresponding component of the vector w”(0) is positive. Since
w’(0) = 0, this would contradict the assumption that the function W is decreasing. Thus, we need to
verify that the components of the vector GF(W(0), 0) cannot equal zero. Suppose that this is not true,
and GT(w(0), 0) = 0 for some i so that w;”'(0) = 0. Then v(x) = —w;(x) satisfies

2

oGT __
D" + —(W(x), x)v(x) + g(x) = 0,
6Wl'

where

0G
ow

g(x) = = )" LW, )W) + (1 = D)o’ (W(x) 2 0.
J#i J
Since v(0) = 0 and v'(0) = 0, then we obtain a contradiction with the Hopf lemma.
Since the functions w"*(x) converge to W(x), then, for all k sufficiently large, we have
G™(w"*(0),0) > 0. Hence, there exist some small enough a > 0 and a constant k; such that for
x €]0, a[ and k > k; we have G™(w"*(x), x) > 0. Hence (w"*)’(x) < 0 in the interval ]0, a.

We now aim to prove the existence of &b > 0 such that (35) holds for all sufficiently large k. Let
us consider again the positive vector q such that F’(0)q < 0 (see (33)). Then for all 7 € [0, 1] and all
x > 0, we have (recall (15))

(G (w,x)q = F'(w)q - (1 -1)o(x)q — t00q < F'(W)q,

where (G7)’(w, x) denotes the Jacobian matrix of the function w — G7(w, x). Consequently, there
exists 6 > 0 such that:

V1el0,1], Yx>0, (G)(w,x)q < F(w)q <0 for|wl] <é. (37

Here ||.|| denotes the euclidian norm in R3. Besides, by choosing sufficiently small 5, we will have
we D, ifw>0and|w| <.

Since W(x) is a solution of (16)—(17) for some 7, then it is exponentially decreasing and we can
choose b such that for all x > b we have |[W(x)|| < 6. Since w"* converges to the monotone function
W, we can choose b > b and k; > ko such that

w¥(b) >0, w¥(b) <0, W) <5 for x> b and k > k. (38)

We claim that
W' (x) <0 for x> b and k > k. (39)
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Let us first check that:
w¥(x) > 0 for x> b and k > k. (40)

Suppose that for some k and some y > b we have w"*(y) < 0. We can choose > 0 such that the
function zF(x) = wM*(x) + Bq satisfies the following conditions: z*(x) > O for all x > b and z’;(c) =0
for some component of z’]‘. and some ¢ > b. In view of the definition (15) of G™, the function z*(x)
satisfies the equation:

D(z")" (x) + F(z"(x)) — o (02" (x) + gi(x) = 0, (41)

with o%(x) = (1 = 74)o(x) + 0 and
gi(x) = Fw™(x)) - Fw"(x) + Bg) + 0¥ (x)Bq =

—BF (W (x))q + o*(x)Bq + hy(x),

where
(0l < MBliqlI>.

For ¢ in (37) sufficiently small, 8 is also sufficiently small, so that g,(x) > 0. Consequently, using the
definition (2) of F, we obtain that the jth equation in (41) takes the form

Diz" —y(x)z+ f(x) =0

with z(x) > 0 and f(x) > O for x > b, z(b) > 0, z(c) > 0 for ¢ > b. This leads to a contradiction in sign
at the point where z(x) reaches its minimum for x > b and proves (40)
Now let us show that w* is decreasing for x > b. The function v*(x) = —(W"*)’(x) is a solution of
the equation:
DY) (x) + (G™) (W' (x), x)v(x) + (1 = 7)o’ (x)w"*(x) = 0. (42)

Let us suppose that v¥(x) is not positive for some x > b and k > k;. Since v*(y) > 0 and v¥(+o0) = 0
(due to the exponential decay of v¥), we can choose some @ > 0 such that the function u*(x) = v¥(x)+aq
satisfies the following conditions: u*(x) > 0 for all x > b, and u*(x;) = 0 for some x; > b (for at least
one of the components of this vector). Taking into account system (42), we see that

D) (x) + (G™) (W (x), Hu‘(x) + fi(x) = 0, (43)

where
fi(x) = —a(G™)Y (WM (x), x)q + (1 — )0’ (X)W (x) > 0 for x > b.

Then we obtain a contradiction in signs in the equation for the component of the vector-function u*
which has a minimum at x = x;. This yields (35).

We can now conclude the proof of Theorem 3.4. Since the solutions w'’ * are non-monotone, without
loss of generality, we can suppose that the first components of these functions are not monotone. Then
there are values x; > 0 such that wllv ’k/(xk) = 0. In view of (35), we have a < x; < b and up to some
subsequence x; — x, > 0. Then W/ (x,) = 0 and we obtain a contradiction with Lemma 3.5.

O
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Remark. Decreasing solutions of (16)—(17) are separated from the trivial solution w = 0. More
particularly, by virtue of the arguments in the proof of Theorem 3.4, there exists some constant 7 > 0
such that for any solution w" of (16)—(18) and all 7 € [0, 1]:

w(0) >n, fori=1,...,8. (44)

Indeed, otherwise there exists a sequence of monotone solutions w** converging to some w in E, and
at least one component of wW(0) vanishes. This would contradict Lemma 3.5.

3.3. A priori estimates of monotone solutions

Our aim is to obtain a priori estimates of solutions of problem (16)-(18) in the weighted Holder
space E /ﬂ independent of the homotopy parameter 7. A crucial assumption will concern the speed c° in
the traveling wave problem (12)-(13), that we rewrite here:

Du” + v’ + G(u) = 0,

(o) = 0, u(—c0) = w'.

Recall that G°(w) = F(w)—oow. As stated in the introduction, due to the assumption (11), the function
G" has exactly three nonnegative zeros: 0 < w < w’. The stability properties of these zeros together
with the monotony of G° guarantee the existence and uniqueness of the traveling wave solution (up to
some translation in space for u).

We can now state the main result of this section.

Theorem 3.6. Under the assumptions (8), (10)—(11), suppose that the speed c° in problem (12)—(13)
is positive. Then there exists a constant R such that for all T € [0, 1] and all solutions w of problem
(16)—(18) the following estimate holds:

Iwllz < R. (45)

Proof. From the uniform estimate of monotone solutions given by Proposition 3.2 it easily follows that
solutions of problem (16)—(18) are uniformly bounded in the Holder space without weight. Hence, to
prove the theorem it is sufficient to show that sup, [[w(x)u(x)|| is uniformly bounded.

The solutions decay exponentially at infinity. Therefore, the weighted norm sup, [[w(x)u(x)|| is
bounded for every solution. Suppose that the solutions are not bounded uniformly in the weighted
norm. Then there exists a sequence w* of solutions of (16)—(18) such that:

sup [[WE(x)u(x)l| = oo as k — co. (46)

x>0

These solutions can correspond to different values of 7.
Let € > 0 be small enough, so that exponential decay of the solutions gives the existence of a
constant M, independent of &, such that the estimate

W ()l < M 47)
follows from the inequality |[w*(x)|| < &. Choosing & < 1 given by (44) we can select x; > 0 such that

IW Il = &, [IW'(x)px = xll < M for x = x. (48)
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If the values x; are uniformly bounded, then the values ||[w*(x)u(x)|| are uniformly bounded for
0 < x < x; since W¥(x) < w' (see Lemma 3.2). Together with (48) this provides the required estimate
for all x > 0.
Suppose now that x; — co. Consider the sequence of functions z*(x) = w*(x + x;) that satisfy the
equation:
DzX (x) + F(Z"(x)) = (1 = 7)o (x + x)Z2(x) — 002" (x) = 0 for x > —xy, 49)

for some 74 € [0, 1]. Up to some subsequence, the functions z* converge to some limiting function z°
in CZZOC(R) while 7; converges to some 7. Then the limit z° is non-increasing with 0 < z%(x) < w™.
Moreover, since limo(y) = o7, z° satisfies the equation

y—o00
Dz" (x) + F(z°(x)) = 09z°(x) = 0 for x € R. (50)

Also, in view of (48), we have ||z°(0)|| = & and ||z°(x)u(x)|| < M. Hence z°(0) # 0 and z°(c0) = 0.
Consequently, the non-increasing bounded function z°(x) possesses some limit z~ as x — —oo and this
limit can not be 0. Since z~ is a non-negative zero of GY, then, either z~ = W or z~ = w°. Both cases
lead to a contradiction.

Indeed, z° is a non-negative non-increasing solution of (50) with z°(c0) = 0, z°(—~c0) = z~. If
z~ = w, then since W is unstable such a solution can not exist [7]. If z~ = w, then this provides a
solution of (12)—(13) with the speed ¢’ = 0, which contradicts our assumption on the speed for this

problem.
Hence the function z° can not exist, and the sequence x; is bounded. This completes the proof of
Theorem 3.6. O

4. Proof of Theorem 1.1

4.1. Existence of pulses for the limit problem (1 = 1)

The final system in the homotopy reads
Dw” + G’(w) =0, (51)
and we look for solutions satisfying the following conditions:
w(0) =0, w(co)=0, W (x)<0forx>0. (52)

In [9], we studied an analogous problem with F instead of G° in the equations. These two nonlinear
functions are quite similar since we obtain G° by replacing the positive constants #; by h; + o7 in the
definition (2) of F. Under the assumption (11) the results in [9] apply to the problem (51)—(52) and
provide the following result.

Proposition 4.1. Suppose that condition (11) is satisfied and let oy > O be given. Then the problem
(51)—(52) possesses a solution in the space E ;11 if and only if the wave speed c° in the problem (12)—-(13)
is positive. Moreover, the value of the degree y(A',0) is different from zero for any bounded open set
OCE ,11 which contains all monotone solutions and does not contain any non-monotone solution, with
no solutions on its boundary.

Mathematical Biosciences and Engineering Volume 16, Issue 5, 4196-4212.



4208

4.2. Leray-Schauder method and the existence of pulses for T = Q.

Under the assumption ¢® > 0, we can now prove the existence of pulses for Problem (5).

In Section 2 we introduced the homotopy G*. From Theorem 3.6 it follows that there exists a ball 8
containing all the decreasing solutions of the equations A™(w) = 0 for all T € [0, 1]. Since the operator
A" is proper on closed bounded sets with respect to both variables w and 7, then the set of decreasing
solutions of the equation A"(w) = 0 is compact. Since they are separated from non-monotone solutions,
then we can construct a domain O C B C E/}l such that all monotone solutions (for all 7 € [0, 1]) are
located inside O and there are no non-monotone solutions in the closure O. Indeed it is sufficient to
take a union of small balls of the radius r (Theorem 3.4) around each monotone solution.

We can define the topological degree y(A™, O) and it remains unchanged along the homotopy:

VYt e[0,1], y(AT,0) =y(A",0). (53)

Consequently, Proposition 4.1 yields that y(A°, O) # 0, and problem (5)—(7) possesses a solution. This
completes the proof of Theorem 1.1.

5. Discussion

There is a vast literature on modelling of blood coagulation devoted to different facets of this
complex process including coagulation cascade, hemodynamics, the role of platelets, and so on (see,
e.g., [12-14] and the references therein). In this work we study the existence of stationary solutions of
the 1D reaction-diffusion model of blood coagulation.

Biological and modelling assumptions. Clot formation is an important and complex physiological
process based on biochemical reactions in plasma and platelet aggregation. Insufficient clotting leads
to various bleeding disorders including hemophilia, excessive clotting results in thrombosis. The latter
can lead to stroke or heart attack. Overall, clotting disorders represent the major cause of mortality
and morbidity. One of the important questions of biomedical research is to control clot growth and to
prevent thrombosis. Mathematical modeling can help to understand some properties of this complex
system and to estimate its quantitative characteristics.

Clot growth is initiated at the blood vessel wall when tissue factor expressed by the endothelial cells
and subendothelial matrix comes into contact with blood plasma. The initial quantity of blood factors
produced at the initiation stage should be sufficient to start self-sustained clot growth in the form of
a travelling wave. In our previous work [9] we have shown that in quiescent plasma this threshold
level is determined by a pulse solution. We proved that the pulse exists if and only if the speed of the
corresponding wave is positive. Hence, we obtain two conditions of clot growth: positive wave speed
and initial condition exceeding the pulse solution.

Once clot starts propagation, at some moment it should stop its growth in order to avoid vessel
occlusion. There are two main physiological mechanisms of clot growth arrest. One of them acts near
the blood vessel wall, and it is based on the activation of protein C. Another mechanism acts on a larger
distance from the wall, and it is based on the influence of blood flow. The latter removes blood factors
from the clot and decelerates chemical reactions of blood coagulation possibly leading to the complete
growth arrest.
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The model considered in this work corresponds to the one-dimensional cross section of the blood
vessel perpendicular to the vessel wall. The corresponding system of equations is considered on the
half-axis x > 0, where x = 0 corresponds to the wall. This semi-infinite domain provides a good
approximation of the blood coagulation process since the width of the reaction zone, that is, the
interval where the essential part of prothrombin is converted into thrombin, is narrow compared with
the vessel radius. Also by considering a two-dimensional setting with convection terms and
integrating the equations for the concentrations in the direction of the flow, one obtains approximate
equations with the terms —o(x)w (see (3)). This 1D model of blood coagulation gives a good
qualitative and even quantitative approximation of more complete 2D and 3D problems with

Navier-Stokes equations for blood flow [15].

Limitations of the model. Kinetics of blood coagulation is extremely complex, it includes dozens of
blood factors and reactions. In this work we study the propagation phase of coagulation cascade, and
we do not consider various factors acting at the vessel wall or near it, such as TFPI or activated
protein C. Some other factors including blood borne tissue factor [16] or platelet derived
polyphosphates [17] also influence the coagulation cascade, and they can be considered in the future
investigations. Furthermore, fibrinolysis which consists in breaking fibrin clot by plasmin [18] occurs
after clot formation and, therefore, it is separated in time with the process of coagulation propagation
considered in this work.

Results. In this work, we study the influence of blood flow on clot growth. The main result of the work
affirms the existence of a stationary solution of the reaction-diffusion system if the maximal blood
flow velocity preserves the positiveness of the corresponding wave speed. By analogy with quiescent
plasma, we call this stationary solution a pulse solution. As before, we can expect that this solution
is unstable. However, the same method of stability analysis is not applicable here, and this question
remains open. If this property holds, then the solution of the initial boundary value problem with some
appropriate initial condition will grow and approach the travelling wave solution. Biologically, this
means that clot growth cannot be stopped by blood flow, and it results in complete vessel occlusion.
Thus, in order to provide normal physiological conditions of a limited clot growth, we need to assume
that the wave speed for the maximal blood flow velocity is negative. Numerical simulations confirm
this conjecture [15]. Its mathematical analysis is open for further investigations.

Finally, let us discuss the biological meaning of the conditions of Theorem 1.1 on the matrix F’'(0)
and on the polynomial P(T). First of all, blood coagulation should not occur without initiation.
Mathematically speaking, this means that u = 0 is a stable stationary point of the ODE system
du/dr = F(u). This condition is satisfied if all eigenvalues of the matrix F’(0) have negative real parts.
Next, we study in this work the case where clot growth occurs even for the maximal flow velocity for
the limiting nonlinearity G°(u). Therefore, this vector-valued function should have at least one more
stable stationary point. Since there is one-to-one correspondence between the stationary points of this
vector-values function and the roots of the polynomial P°(T), including their stability, we arrive to the
required condition. Thus, the conditions of the theorem are imposed by the biological meaning of the
considered problem.
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Supplementary

Nonnegative zeros of G°

We aim to investigate non-negative zeros of the vector-valued function G° given by (9). Setting
T = wg, we get the equations:

G?(W) = k1W3W6 - h1W1 —OgW1 = O,
Gg(W) = k2W4W5 - h2W2 — OgWy = O,
GY(W) = k3T (p3 — w3) — haws — ogw3 = 0,
GS(W) = kyTps — wa) — hywy — ogwy = 0, (54)
G(S)(W) = ksv7(ps — ws) — hsws — ogws = 0,

Go(W) = (kews + kew2)(p6 — We) — hews — 0owe = 0,
GY5(W) = krT(p7 — wy) — hywy — 0wy

Gg(W) = (kgwg + Eng)(pg —T)—hgTg — ooT.

First, we note that if (wy, w, ..., w;,T) is a non-negative zero, then every w; for i = 1,2,...,7, can be
expressed as a function of T > 0. Indeed, the third equation in (54) provides the equality:

_ kspsT
k3T + h3 + 0

= ¢3(T). (55)

w3

Solving consecutively the equations G?(wy, wy, ..., w7, T) = 0 fori = 4,7,5,2,6, 1, we obtain:

_ kupsT _
Wy il thton ¢4(T), (56)
kT _
wr ST +h 1 o0 ¢7(T), (57)
_ ksps¢(T)  _
Ws "kt (D) + s 100 ¢s(T), (58)
k
w2 =2 gu(T)g5(T) = ¢(T), (59)
2+ 09
p6(ksds(T) + ko2 (T))

= — = T . 60
Yo = keto(T) + ega(D) + hg + g~ 20 (©0)
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k
L $3(T)¢s(T) = ¢1(T). (61)
+ 0

wp =

hy

It is worth noting that the functions ¢; are rational fractions with no positive poles. Also the following
properties are straightforward:

$:(0) =0, ¢(T)>0and ¢,(T)>O0forT > 0.

Next, we consider the last equation Gg(wl, Wa, ...,w7, T) = 0 which can be written as follows:

R(T) = GY(¢\(T), po(T), ..., $7(T), T) = 0,

or, using the explicit formula for Gy:

R(T) = (ksps(T) + ksp1 (T))(pg — T) — hgT — T = 0. (62)

From the equations of the system G°(w) = 0 we conclude that (w;, w,, ..., w7, T) is a non-negative
zero of G if and only if w; = ¢;(T) fori = 1,...,7, and T is a non-negative solution of the equation
R(T) = 0.

Let us investigate the equation R(7") = 0 more precisely. Since ¢;(T") and ¢4(T') are rational fractions
with no positive poles, the same is true for R(T"). A straightforward but tedious computation based on
the explicit forms of the ¢,(T) provides the equality

P(T)(ps = T)
R(T)= ———— — (hg + 0p)T, 63
(T) PoT) (hs + 00) (63)
where P; and P, are third degree polynomials with positive coefficients. Hence, P,(T) > 0 for T > 0.
Here the numerator of R denoted by P° is given by the following expression:

PXT) = P\(T)(ps — T) — (hs + 09)Pa(T)T. (64)

and the equation R(T) = 0 is equivalent to P°(T) = 0. The explicit computation of the coefficients of
P shows that it is a fourth degree polynomial of the form:

PYT) = aT* + bT? + ¢T? + dT, (65)

where the leading coeflicient a is negative since the coefficients of P; and P, are positive.
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