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Abstract: Circadian rhythms have been observed in behavioral and physiological activities of living 

things exposed to the natural 24 h light-darkness cycle. Interestingly, even under constant darkness, 

living organisms maintain a robust endogenous circadian rhythm suggesting the existence of an 

endogenous clock. In mammals, the endogenous clock is located in the suprachiasmatic nucleus 

(SCN) which is composed of about 20,000 neuronal oscillators. These neuronal oscillators are 

heterogeneous in their properties, including the intrinsic period, intrinsic amplitude, light information 

sensitivity, cellular coupling strength, intrinsic amplitudes and the topological links. In this review, 

we introduce the influence of the heterogeneity of these properties on the two main functions of the 

SCN, i.e. the free running rhythm in constant darkness and entrainment to the external cycle, based 

on mathematical models where heterogeneous neuronal oscillators are coupled to form a network. 

Our findings show that the heterogeneities can alter the free running periods under constant darkness 

and the entrainment ability to the external cycle for the SCN by controlling a fine balance between 

flexibility and robustness of the clock. These findings can explain experimental observation, e.g., 

why the free running periods and entrainment abilities are different between species, and shed light 

on the heterogeneity of the SCN network.  

Keywords: circadian rhythms; mathematical modeling; coupling; neuronal network; entrainment 

range; free running period; synchronization 
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1. Introduction 

In almost all living beings on earth, including humans, behavioral activities and physiological 

processes in the body exhibit circadian (24-h or daily) rhythms that are synchronized to the natural 

24 h light-dark cycle to which all life on earth is exposed [1]. Nocturnal animals are awake during 

the dark period and asleep during the light period, while diurnal animals, such as humans, are active 

during daytime and sleep at night. Physiological parameters, such as hormones, are also active at 

certain times in the 24-h cycle that most benefit the organism. For example, the „sleep hormone‟ 

melatonin rises just before going to sleep to help the organism fall asleep[2,3]. Interestingly, these 

circadian rhythms pertain when external conditions change. If an animal is exposed to constant 

darkness conditions, i.e., no light is presented to the animal at all during the 24-h period, the animal 

still shows a free-running rhythm, i.e., a daily pattern of activity that has a period close to 24-h [4,5]. 

This means that the animal must have an internal circadian clock that generates a rhythm of 

approximately 24-h, even in the absence of external input, and which regulates all peripheral 

circadian clocks in the body [6]. In mammals, the endogenous clock is located in the suprachiasmatic 

nucleus (SCN) of the hypothalamus, which is situated just above the optic chiasm, and is composed 

of about 20,000 self-oscillating neurons [1,7,8]. The circadian rhythms of the SCN neurons originate 

from a genetic negative feedback loop within each individual neuron [9]. For a precise and consistent 

output of the clock as a whole by means of neurotransmitters to other brain areas, these cells must be 

organized in such a way that they are not randomly active throughout the period. This would result in 

a non-periodic output signal for the ensemble of cells. To organize the activity of the individual cells 

in such a way that the clock as a whole has a consistent and precise output pattern [10], the cells 

interact and form network configurations, containing specialized cellular subgroups [1]. 

To accommodate the external light-dark cycles, the internal clock is able to entrain, or 

synchronize, to this external cycle. As such, this clock receives input from light-sensitive retinal 

ganglion cells in the eyes through the retinal hypothalamic tract [11]. The clock must be flexible in 

order to adjust to different seasons, and to enable adjusting to shifted light-dark regimes after 

transatlantic travel. However, the clock must not be too flexible, because we do not want to 

experience a jet lag every time we switch on the light at night. This delicate balance between 

flexibility and rigidity makes the circadian clock an interesting topic for studying oscillator 

properties in biological systems. 

One oscillator property that can be investigated is the range of periods to which the clock is able 

to entrain [12,13]. In experiments the external period can be artificially changed to a period T, which 

can be longer or shorter than 24-h. If the period T becomes too short or too long, the animal will not 

be able to entrain to these artificial light-dark cycles. The shortest artificial period to which the 

animal can entrain is called the lower limit of entrainment (LLE), while the longest period to which 

the animal can entrain is called the upper limit of entrainment (ULE) [13]. The range between the 

LLE and ULE is called the entrainment range of that species. This entrainment range differs between 

species. For example, for a Sudanian grass rat it ranges from 22.9 h to 25.3 h, for a southern flying 

squirrel from 23.5 h to 24.9 h, for a deer mouse from 22.5 h to 25.1 h, and for the human being from 

21.5 h to 28.6 h [14]. When, in experimental conditions, the period T of the external light-dark cycle 

is set to a value that is outside the entrainment range for a certain species, complicated entrainment 

patterns emerge. For example, if Wistar rats are exposed to a light-dark cycle with a period of 22 h, a 

phenomenon called “dissociation” arises, i.e., the behavioral activity of the rat exhibits two periodic 
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components, of which one follows the external 22 h-period, while the other follows the period of the 

internal clock, which is close to 24 h [15]. 

The oscillatory behavior of the SCN as a whole depends upon the collective activity of the SCN 

neurons. These neurons show oscillations themselves, although the oscillatory properties are 

heterogeneous. Three oscillatory phenotypes have been observed for SCN neurons: self-sustained 

oscillatory neurons, damped oscillatory neurons and neurons that do not show oscillatory behavior, 

the so-called arrhythmic neurons [16,17]. For the oscillatory neurons, either self-sustained or damped, 

the intrinsic periods differ and roughly range from 22 h to 28 h [8]. Also the amplitudes are 

heterogeneous among SCN neuronal oscillators [18], as well as the relaxation rates [17,19], which 

represent the rigidity of the oscillators to an external perturbation.  

The SCN neurons organize themselves in specialized functional subgroups, according to their 

neuronal properties. For example, approximately 25% of the SCN neurons are directly sensitive to 

the light information from light-sensitive retinal ganglion cells, and relay the light information from 

the eyes to the remaining 75% of the SCN neurons that are not light-sensitive [20]. The group of 

light-sensitive neurons is located in the ventrolateral (VL) region of the SCN, while there are no 

light-sensitive neurons in the dorsomedial (DM) region of the SCN. Although there are also 

light-insensitive neurons present in the VL part of the SCN, for simplicity we divide the SCN into a 

light-sensitive region, which we call VL and is comprised of 25% of the SCN neurons, and a 

light-insensitive DM region, comprising of the remaining 75% of the neurons. When exposed to light 

pulses during darkness, the VL neurons respond immediately [21]. After a transatlantic flight, when 

entering a new light-dark schedule, the VL subgroup shifts its phase immediately to the new 

light-phase, while the DM subgroup gradually transitions from the phase of the previous light-dark 

cycle to the phase of the new light-dark cycle [22]. Also, when rats are exposed to a T-cycle of 22 h, 

the 22 h component of the behavioral activity is regulated by the VL cell-subgroup, while the 24 h 

component is regulated by the DM subgroup [23]. Moreover, when the VL and the DM are separated 

in vitro, the DM runs faster than the VL [24]. 

However, there is still a lively debate on the differences between VL and DM neuronal 

subgroups about whether or not the difference in the amplitudes of Period gene expression exists. It 

was reported that the amplitudes of Period gene expression for VL neurons are zero (damped 

oscillatory neurons or arrhythmic neurons) but the amplitudes of DM neurons are not, in other words, 

the amplitudes depend on the location of the neurons [18]. Conversely Webb AB, et al. found that 

neuronal amplitudes of Period gene expression are independent of the location of the neurons [16]. 

In particular, the three phenotypes of neurons were observed in both the VL and the DM, and the 

proportion of each phenotype is not visibly different between these two subgroups.  

The question now raised is how this heterogeneity in the SCN, which manifests itself in group 

and neuronal differences, is able to produce a robust SCN rhythm, which maintains a fine balance 

between flexibility and rigidity. Experiments found that the synchronization between SCN neurons 

plays a key role in the generation of this rhythm [25,26]. If the neurons are well synchronized, the 

rhythm is robust, but less flexible, while if the neurons are more distributed in phase, the rhythm is 

less robust, but the flexibility increases. This synchronization between the neurons is determined by 

the network organization of the SCN, i.e. how the neurons in the SCN are connected to each other [1]. 

The network organization emerges from the coupling between the neurons, predominantly through 

neurotransmitter release. The neurons in the SCN can be divided into neuronal subgroups depending 

on neurotransmitter release and sensitivity, which adds to the heterogeneity in the SCN. The main 
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neurotransmitters used in the SCN to establish the network organization within the SCN are 

vasoactive intestinal polypeptide (VIP), arginine vasopressin (AVP) and γ-amino butyric acid 

(GABA) [27–29]. Neurons in the VL region mainly use VIP to communicate among each other, but 

also DM neurons are sensitive to VIP produced by the VL neurons. The DM neurons mainly use AVP 

to communicate with each other. GABA is used mainly for the long-range communication between 

the VL and DM subgroups. It has been shown that the VL region has a larger influence on the DM 

than vice versa, although the DM region does have influence on VL neurons as well, i.e., the 

coupling from the VL to the DM is much larger than the coupling from the DM to the VL 

[1,20,24,30,31]. In other words, the coupling strength is heterogeneous between the VL neurons and 

the DM neurons. The interaction within the SCN and the input from the retina is summarized in 

Figure 1. 

 

Figure 1. Schematic overview of main interacting pathways of the SCN and its input. L 

denotes the strength of the light input pathway of the SCN which is received by 

light-sensitive neurons located in the ventro-lateral part of the SCN (VL). Between the 

VL and dorso-medial (DM) region of the SCN, g denotes the coupling between both 

regions, where the thickness of the arrow indicates the strength of the coupling. RHT 

represents retinal hypothalamic tract.  

The heterogeneity of the neuronal properties mentioned above affects the collective behavior of 

the SCN neurons, such as the free running rhythms under constant darkness and entrainment to the 

external light-darkness cycle, by changing the network configuration. For example, the dissociation 

between the VL and the DM under a 22 h external cycle is due to the heterogeneity in the sensitivity 

to light between the VL and the DM [23]. However, limited by the experimental technology, it is 

hard to quantitatively calculate the degree of heterogeneity as well as analyze the effects of the 

heterogeneity on the collective behaviors from experiments. By using mathematical models, this 

effect can be quantitatively predicted. In the next section, mathematical models that have been used 

to describe the SCN network are introduced. Then, based on the models, the effects of the 

heterogeneity in the SCN are presented in Section III. Finally, conclusions are drawn and discussed 

in Section IV. 
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2. Methods 

Two types of models are typically used to describe the circadian clock, including the 

biophysical models (mechanistic models) and the generic models (phenomenological models). The 

former type captures transcriptional regulation, such as the models [32–34], where one neuronal 

oscillator is composed of multiple variables (16, about 70 and 7, respectively). Here, we focus on the 

simplest biophysical model, a Goodwin model, where one neuronal oscillator is represented by three 

variables [35]. The Goodwin model describes the transcriptional translational feedback loop of 

individual neurons in a mathematical manner, where interaction to other neurons is possible through 

the influence on one of the parameters of the model [35]. The latter type includes a Poincaré model 

and a Kuramoto model. The Poincaré model describes the oscillatory neurons purely in terms of 

phase and amplitude [13]. The Kuramoto model is purely based on the phase of the oscillators, and 

focuses on interaction between the different oscillatory units [36]. Here the Goodwin model, the 

Poincaré model and the Kuramoto model will be described in more mathematical detail. Importantly, 

the parameters that are used in the different models to investigate heterogeneous properties of the 

SCN are explored for each model separately. 

2.1. Goodwin model 

One single Goodwin oscillator is composed of three variables, being a clock gene and protein, 

and a transcriptional inhibitor which constitutes the generic negative feedback. The neuronal 

oscillators are coupled through a mean field representing the neurotransmitters. The model composed 

of N SCN neuronal oscillators is shown in Eq (1) and Figure 2.  

 

Figure 2. Schematic diagram of the Goodwin model with N = 2 (without external light 

input). The variables x (clock gene mRNA), y (clock protein) and z (a transcriptional 

inhibitor) constitute a generic negative feedback loop within one clock cell. The variable 

V is neurotransmitter concentration which is assumed to be induced by x. The oscillators 

are coupled through a mean field F, which is defined as the mean value of the 

neurotransmitters V. 
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    (1) 

where subscript i denotes the i-th oscillator, and the variables ix , iy , iz and iV represents a clock 

gene mRNA, clock protein, transcriptional inhibitor and neurotransmitter concentration, respectively, 

of the i-th oscillator. F describes a mean field input to all oscillators and is constituted of all iV  ( iV  

is assumed to be produced by ix  [35,37]). The coupling strength g and light intensity Li represents 

the sensitivity of the oscillator to this mean field and the light responsiveness term, respectively. The 

values of other parameters are set as given in Ref. [35,38]. The temporal evolutions of variables are 

shown in Figure 3. All variables show robust circadian rhythms of the same period. Note that, the 

parameters g, L and N are used to represent the coupling strength, light responsiveness term and the 

total number of SCN neurons, respectively, throughout this review article. 

 

Figure 3. Temporal evolutions for the four variables of one randomly selected Goodwin 

oscillator without external light input. The number of neurons is set to be N = 100, and 

the other parameters are set as given in Ref. [35,38]. 
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2.2. Poincaré model 

For simplicity and for theoretical analysis, a generic model, the Poincaré model is also used to 

describe the SCN network. One single Poincaré oscillator is represented by two variables x and y, 

which contains amplitude and phase information.  
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where the subscript i represents the i-th oscillator, and parameters , ai and   represent the 

amplitude relaxation rate, intrinsic amplitude and natural period of the neuronal oscillator, 

respectively. F is a mean field of ix , i.e. 
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2.3. Kuramoto model 

Another simple model is the Kuramoto model, which contains only the phase information. The 

model containing the intrinsic periods   and the actual phase   is represented as follows. 
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2.4. Defining heterogeneity  

To include heterogeneity in the models, a number of parameters were introduced in 

mathematical models. Only the VL subpopulation is sensitive to light input, while the DM 

subpopulation is not [38]. Neuronal oscillators can be heterogeneous in their intrinsic period, their 

intrinsic amplitude and their susceptibility to the coupling signals of other neurons in biophysical 

models [16,35,37,39] and generic models [40–43]. Finally, the network organization, or topology, 

can also affect how subpopulations influence each other in biophysical models [33,44–46] and 

generic models [47,48]. Here we will explore these different sources of heterogeneity in the 

Goodwin model, the Poincaré model and the Kuramoto model, respectively. 

The light responsiveness term Li differs between the VL neurons (      ) and the DM 

neurons (      ) in all models (Eqs (1–3)), where the parameter p represents the proportion of 

light-responsive SCN neurons. The heterogeneity can be represented by p. If p is equal to 0 (or 1), all 

neurons are insensitive (or sensitive) to the light information. For the DM neurons, iL is equal to 

zero independent of either daytime or nighttime in each model. For the VL neurons, Li is also equal 

to 0 in night time (mod (t, T)   

 
) for the Goodwin model, but in daytime (mod (t, T)   

 
) Li is equal 

to fK  for the Goodwin model. The light term is )sin( tK ef   in the Poincaré model, and 
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)sin( ief tK   in the Kuramoto model for both daytime and nighttime, where the parameter fK  

and e  represent the light intensity and the frequency of the external light cycle, respectively. The 

light responsiveness terms differ between models, because the typical forms of light responsiveness 

terms for the latter two models are selected for the convenience of theoretical analyses. 

In order to induce heterogeneity in the intrinsic neuronal periods, a coefficient i  is introduced 

for each model, which is drawn from a normal distribution with a mean equal to 1 and a standard 

deviation  . Consequently, the intrinsic neuronal periods satisfy a normal distribution around 24 h. 

In particular, a larger value of i  corresponds to smaller intrinsic periods for node i, and vice versa. 

The deviation   stands for the heterogeneity in the neuronal intrinsic periods, i.e. if   is 0, there is 

no heterogeneity and with the increase of   the heterogeneity increases.  

Heterogeneity in intrinsic neuronal amplitude has been investigated for neuronal subpopulations. 

We assume that, within the VL and DM subpopulations, the intrinsic amplitudes of the neuronal 

oscillators are identical (     ,         ;      ,        ), but between the VL and 

DM subpopulations the intrinsic amplitudes are different. The difference in intrinsic amplitude of the 

VL and DM subpopulations was achieved in two different ways. First, the intrinsic amplitudes of the 

neuronal oscillators can be both larger than 0. The ratio (                         ) or the 

difference (       ,        and       ) in the amplitudes between the VL neurons 

and the DM neurons represent the heterogeneity in intrinsic amplitudes in the Poincaré model. If the 

ratio is 1 or the difference is 0, there is no heterogeneity. If the ratio is far from 1 or the difference is 

far from 0, the heterogeneity is large. In the second case, the heterogeneity is represented by the 

proportion of the number of non-rhythmic neurons to the number of neurons within the same 

subgroup (note that the non-rhythmic neurons have amplitudes of 0). In particular, for the Goodwin 

model, the hill coefficient and the degradation rate of the clock gene are set to be     and 

      , respectively, for non-rhythmic neurons [46], and for Poincaré oscillators, the intrinsic 

amplitude is set to     for non-rhythmic neurons. Note that for the Kuramoto model only phase 

information is given and amplitude is not defined. 

Heterogeneity in the cellular coupling strength was defined by a coefficient i  which is drawn 

from a normal distribution with a mean equal to 1 and a standard deviation  . The deviation   

signifies the heterogeneity. This coefficient   , which value is randomly assigned to each neuron, is 

multiplied with the coupling strength g for each model.  

The network organization, or network topology, also affects how two subpopulations interact. In 

the SCN network the neurons can be viewed as the nodes of the graph, while the interactions 

between the neurons can be viewed as the edges/links of the graphs. We introduced a number of 

directed edges between VL and DM. Accordingly, the mean field F in Eq. (1) and (2) is altered and is 

now specifically defined for each individual oscillator, being 
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where eji represents whether there is an edge from the node j to node i. If there is an edge, eji is equal 

to 1, otherwise it is 0. Ei is the number of neighbors to node i ( 
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If the number ( VDM ) of directed edges from the VL to the DM is larger than the number ( DVM ) 

of directed edges from the DM to the VL, the VL is able to more strongly influence the DM than vice 

versa [49]. Thus, the heterogeneity is then represented by the ratio ( )( VDDVDV MMM  ), which 

is derived from the SCN network structure. If the ratio   is 0.5, there is no heterogeneity; if the 

ratio is larger than 0.5, the VL has a stronger influence on the DM than vise versa. The network type 

within VL or DM is a directed Newman-Watts network, and the edges between subgroups are 

randomly selected, i.e., the neurons in one subgroup are randomly linked to the neurons of the other 

subgroup. 

3. Results 

In this section the effects of heterogeneity of (mathematical) parameters of the oscillators in the 

SCN are explored. For each parameter, mathematical simulations have been performed using at least 

one of the aforementioned models and the simulation results have been compared to actual 

experimental results. The mathematical analyses have provided insights into how these parameters 

influence the behaviors of the SCN. 

3.1. The effects of the heterogeneity in the sensitivity to the zeitgeber 

Whereas only a subpopulation of the neurons in the SCN are sensitive to the external light 

signal through the action of glutamate and pituitary adenylate cyclase-activatingpolypeptide 

(PACAP) [50–52], all SCN neurons are sensitive to temperature pulses [13]. Or, in other words, the 

SCN reacts in a homogeneous way towards temperature pulses, while it reacts heterogeneously to 

light input. Hence, the mechanism of SCN entrainment is potentially different between different 

zeitgebers (time-givers), for example the light-dark cycle and the temperature cycle. Based on the 

Poincaré model, it was found that the relationship between the entrainment range of the SCN and 

the coupling strength is opposed in a homogeneous situation where all neurons are sensitive to the 

zeitgeber (p = 1), as with temperature (see Figure 4) [13] If the coupling strength between the 

neurons increases, the entrainment range becomes smaller. It was found that in the heterogeneous 

case, when only a subpopulation of the neurons is sensitive to the zeitgeber (p < 1), for example 

light, and the other subpopulation is not, the relationship between coupling strength and 

entrainment range becomes more complicated [53]. A critical coupling strength between the 

oscillatory neurons emerges above and below which differences in entrainment occur. Below this 

critical coupling strength, the entrainment range increases with increasing coupling strength, while 

if the coupling strength is above this critical value, an increase in coupling strength induces a 

decrease in entrainment range, similar to the homogeneous situation. Therefore, the heterogeneity 

in the sensitivity to the zeitgeber affects the mechanism of the SCN entrainment.  
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Figure 4. The relationship of the entrainment range (represented by the lower limit of 

entrainment, LLE) to coupling strength for situations where the zeitgeber is 

homogeneous (p = 1), e.g. temperature (closed boxes), or heterogeneous (p < 1), e.g., 

light (open symbols). In the homogeneous situation, the entrainment range monotonically 

decreases with increasing coupling strength, while in the heterogeneous situation a 

critical value exists where the relationship between the entrainment range and the 

coupling strength reverses. Below this value, increasing coupling strength leads to 

increased entrainment range, and above this value the entrainment range decreases with 

increasing coupling strength. Note that smaller LLE corresponds to larger entrainment 

range, thus the direction of y-axis is reversed. This figure is simulated from the Poincaré 

model and modified from Ref. [53]. 

Outside the entrainment range, for example when the animal is exposed to a 22 h light-dark 

cycle, a dissociation between the two major regions of the SCN (the VL and DM regions) may 

emerge. The emergence of this dissociation is affected by the heterogeneous action of light in the 

SCN. Similar to experimental results, both the Poincaré model and the Goodwin model showed that 

the period of the VL is adjusted to the external 22 h period of light and darkness, while the period of 

the DM is close to the free running period (Figure 5) [54,55]. For homogeneous zeitgebers, when all 

the neurons are sensitive to the zeitgeber, neither models show the dissociation between VL and DM 

occur. In order to induce the dissociation between both subpopulations, it suggests that the minimum 

proportion of the neurons sensitive to the light should be around 25% [54], which is consistent with 

experimental findings [20,56]. Interestingly, the heterogeneous action of light in the SCN is unable to 

cause dissociation between VL and DM when exposed to a cycle of 26 h, which is symmetrical to the 

cycle of 22 h around the cycle of 24 h. This suggests an asymmetry in the entrainment range around 

the free running period. 
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Figure 5. Simulated locomotor activity with tow dissociated components for a 22 h 

light-dark cycle. The blue dashed line indicates the component with a period of 22 h 

which is regulated by the VL and the red solid line indicates the component that follows 

the free running period and is regulated by the DM. This figure is made from the 

simulation data of the Poincaré model exposed to a 22 h light-dark cycle. 

3.2. The effects of the heterogeneity in the intrinsic neuronal periods 

In the Poincaré model, we found that heterogeneity in intrinsic periods of neurons affect the 

entrainment range. It was reported that an increase of the heterogeneity widens the entrainment 

range [57]. In addition, heterogeneous intrinsic neuronal periods alter the symmetry of the 

entrainment range. The lower limit of entrainment (LLE) and the upper limit of entrainment (ULE) 

are not always symmetrical with respect to the free running period ( ). The Kuramoto model was 

introduced to explain this asymmetry [58]. We found that the difference in the intrinsic periods 

between the VL ( V ) and the DM ( D ) can lead to this asymmetry. If the intrinsic period of DM 

neurons is smaller than the intrinsic period of the VL neurons ( VD   ), the asymmetry in 

entrainment range                 is observed. 

The heterogeneity in the neuronal intrinsic periods has also been found to play a role in the 

amplitude of the endogenous rhythm for the SCN network, where the heterogeneity has different 

consequences between strongly coupled neuronal networks and weakly coupled networks [59]. 

Intuitively, if the coupling strength is strong (g = 1.0) between the neurons, the amplitude of the SCN 

network is monotonically decreasing when the heterogeneity of intrinsic periods increases (Figure 6). 

In particular, the increase of the heterogeneity leads to a decrease of the synchronization degree 

between the SCN neurons and, with that, reduces the amplitude for the SCN network. When the 

coupling strength between the neurons is weak, the relationship of the amplitude for the SCN 

network and the heterogeneity is parabolic-like. As observed in [38], with weak coupling (g = 0.8), 

for homogeneous intrinsic periods, so when all neurons have the same intrinsic period, the amplitude 

of the circadian rhythm is close to zero. When the intrinsic periods become heterogeneous, slowly 
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the network will obtain a circadian rhythm as the amplitude increases. The maximal amplitude for 

the SCN network is reached for a certain degree of heterogeneity in these intrinsic periods. When the 

heterogeneity increases above this threshold value, the amplitude of the rhythm decreases again with 

increasing heterogeneity. In the case of weak coupling (or in the absence of coupling strength, such 

as isolated neurons), the neurons lose their rhythm and the amplitudes can be defined as zero [17]. 

Proper heterogeneity of the intrinsic periods leads to some neurons (with larger intrinsic periods) to 

self-oscillate and these self-oscillating neurons will then synchronize the non-self-oscillating neurons, 

and the amplitude of the network rhythm increases. With the increase of the heterogeneity after the 

critical value (peak of the red line in Figure 6), the synchronization degree between neurons is 

decreased, so the amplitude of the network is reduced.  

 

Figure 6. The relationship between the amplitude of the SCN network and the 

heterogeneity in the intrinsic neuronal periods in the case of strong coupling (the 

coupling strength g = 1.0) and the case of weak coupling (g = 0.8), respectively. For 

strong coupling the amplitude of the rhythm monotonically decreases when the 

heterogeneity increases. For weak coupling, a complex situation arises, where a certain 

heterogeneity of neuronal periods is necessary to obtain a rhythm (the amplitude starts to 

go up), but when the heterogeneity becomes too large, the rhythm amplitude decreases 

again. This figure is adapted from Ref. [59] based on the Goodwin model. 

3.3. The effects of the heterogeneity in the intrinsic neuronal amplitudes 

To investigate the influence of heterogeneity between the VL and DM subgroups on the SCN 

rhythm, a difference in intrinsic amplitudes between the two subgroups was first introduced as a 

source of heterogeneity. We found that the heterogeneity of the intrinsic amplitudes of the two 

subgroups improves the synchronization between the VL and DM subgroups [60]. One intuitive 

explanation is that the subgroup with larger amplitudes dominates the other subgroup. This same 

heterogeneity of amplitudes between both subgroups also affects the entrainment range to external 

light-dark cycles. A parabolic-like relationship exists between the entrainment range and the degree 

of heterogeneity, which is quantified by the difference in amplitude between both subgroups [61]. In 
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particular, if the heterogeneity is equal to some critical value, the maximal entrainment range is 

obtained. If the heterogeneity is smaller than this critical value, the entrainment range increases with 

the increase of the heterogeneity, and if the heterogeneity is larger than the critical value, the 

entrainment range decreases with the increase of the difference.  

Furthermore, when defining the heterogeneity as the ratio of the VL amplitude to the DM 

amplitude, the emergence of a dissociation between both subgroups is affected when exposed to a 22 h 

light-dark cycle [55]. If the ratio is smaller than this critical value, the dissociation emerges, and if the 

ratio is larger than or equal to the critical value, the dissociation is not observed (Figure 7). This means 

that a dissociation can only occur if the amplitude of the light-sensitive VL subgroup is too small to 

entrain the DM subgroup to its period. If the amplitude of the VL subgroup is large enough, the 

dissociation between the subgroups disappears and the SCN as a whole will be entrained to the external 

22 h cycle of light and darkness. Also in this case, a parabolic-like curve exists, with a critical value 

indicating the maximal range of entrainment [61]. 

 

Figure 7. The period of the VL and the DM depends on the ratio of intrinsic neuronal 

amplitudes (heterogeneity), when exposed to a 22 h light-dark cycle. FRP means the 

endogenous (free running) period of the SCN. The DM subgroup will run only at the FRP, 

and dissociate from the VL subgroup when the ratio of the amplitudes is below a certain 

threshold. Above this threshold, entrainment occurs. This figure is modified from 

Ref. [55] based on the Poincaré model.  

Secondly, the heterogeneity in amplitude of the VL and DM subgroup is represented by the ratio 

of the number of the arrhythmic neurons to the total number of neurons within the same subgroup. 

The arrhythmic neurons do not contribute to the amplitude of the subgroup as their amplitude is zero. 

It was found that the role of the arrhythmic neurons in the entrainment range of the SCN depends on 

their region [62]. If all the arrhythmic neurons are located in the VL, the entrainment range widens 

with the increase of the ratio of arrhythmic neurons. However, if they are in the DM, the entrainment 

range narrows with the increase of this ratio. Additionally, the role of the arrhythmic neurons in the 

dissociation between VL and DM subgroups also relies on the their region [63]. If all the arrhythmic 

neurons are located in the VL, the dissociation happens when the ratio is larger than a critical value, and 
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if all the arrhythmic neurons are located in the DM, the dissociation disappears when the ratio is larger 

than a critical value. This, again is due to the fact that the amplitude of the VL subgroup with respect to 

the amplitude of the DM subgroup is leading in the occurrence of a dissociation between the two. 

3.4. The effects of the heterogeneity in the cellular coupling strength 

Neurons are heterogeneous with respect to neurotransmitter release and susceptibility, amongst 

others depending on their location in the SCN. This heterogeneity can be modeled by assuming 

heterogeneous coupling strengths for the neurons in the SCN. If these coupling strengths between the 

neurons become more heterogeneous, both the Goodwin model and the Kuramoto model show that 

this leads to a reduction of the free running periods [64].  

The coupling strength of neurons is correlated with the intrinsic periods of the neurons [39]. VL 

neurons of rats have a relatively smaller coupling strength and longer intrinsic periods, while DM 

neurons have a larger coupling strength paired with shorter intrinsic periods [24,27–29]. Thus, we 

reexamined the effects of the heterogeneity in the coupling strength on the free running periods [65]. 

We found that the effects depend on the relationship of the coupling strengths and the intrinsic 

neuronal periods. In particular, in the case of negative relationship, the free running period increases 

with the increase of the heterogeneity in coupling strengths. In the case of positive relationship, the 

free running period decreases with the increase of the heterogeneity in coupling strengths. 

3.5. The effects of the heterogeneity in the network structure  

The heterogeneity in the network structure is represented by the ratio between the numbers of 

directed links between the VL to the DM ( )( VDDVDV MMM  ). This ratio is between 0.5 and 1, and 

if it is higher than 0.5 the number of links from VL to DM is higher, which means that VL has more 

influence on the DM. As shown before, if VL dominates DM enough, VL is able to synchronize the 

DM region to the external light-dark cycle, even if this cycle diverges from 24 h. When VL 

dominates DM, synchronization between both regions increases, and, as such, increases the 

synchronization within the SCN. We found that the ratio plays a role in the synchronization of the 

SCN neurons [66]. Based on both the Kuramoto model and the Goodwin model, we found if the ratio 

is close to 1, the synchronization degree for SCN neurons is large, and if the ratio is close to 0.5, the 

synchronization degree is small. As it is known that in short photoperiod the neurons in the SCN are 

more synchronized than in long photoperiods [67]. Therefore, a ratio close to 1 could correspond to 

the condition of short photoperiod, and the ratio close to 0.5 could correspond to the condition of 

long photoperiod, and this network heterogeneity may provide an alternative explanation why the 

SCN neurons are better synchronized under short photoperiod than under long photoperiod. 

The exact type of SCN network is unknown so far. Several network types, including a scale-free 

network (BA network), a small-world network (NW network), a random network (ER network) as 

well as an all-to-all network were taken into account in our study [68]. We examined the effect of the 

network type on the collective behavior of the SCN neurons when the coupling strength is weak. We 

observed that in the scale-free network, the amplitude for the SCN is largest among these network 

types (Figure 8). This scale-free network is also the most heterogeneous network of these networks. 

Therefore, the heterogeneity of the network structure increases the amplitudes for the SCN. 
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Figure 8. The effects of the network type on the SCN amplitude ρ. As reported in the 

reference [38], the amplitude of the SCN is zero in the all-to-all network when the 

coupling strength g < 0.8, which is indicated by the dashed gray line here. The 

parameters m and   represent the average node degree (the number of links per node) 

and the heterogeneity in the intrinsic neuronal periods, respectively. This figure is 

modified from Ref. [68] based on the Goodwin model. 

4. Conclusion and discussion 

In the present review, we ask the question what mechanisms are necessary for the SCN to retain 

a good balance between flexibility to adjust to sudden changes of the external light-dark cycle, and 

rigidity to retain a stable rhythm in a noisy environment. With use of mathematical models we were 

able to investigate oscillator and network properties that play a role to uphold this balance. 

One measurable oscillator property that is an important indication for the adaptability of an 

animal to changes in the light-dark cycle is the range of periods to which an animal is able to entrain, 

also called the entrainment range. A large range of entrainment characterizes a reactive clock, while 

a small range of entrainment fits with a more rigid clock. The main circadian clock situated in the 

SCN keeps the entrainment range within certain boundaries [13], thus keeping a fine balance 

between flexibility and rigidity. Outside the entrainment range some species show a dissociation of 

two components in their behavioral rhythm. One component follows the period of the external 

light-dark cycle, while the other component oscillates according to its endogenous period [15]. This 

measurable property enlightens the structure of the network, more specifically the interaction 

between two main regions inside the SCN. Between species and between animals it has been shown 

that there are differences in entrainment range and rhythm dissociation [14]. By understanding the 

mechanisms behind these properties, we can distinguish oscillator properties, such as 

amplitude [55,61,62], intrinsic period and relaxation rate [57,69], and coupling strength [53,64,65], 

between species based on these differences in entrainment range and rhythm dissociation. 

The amplitude of the oscillations and the coupling strength within the SCN play key roles in the 

characterization of the measurable clock properties. Amplitude and coupling strength can not easily 
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be measured using experimental techniques. To be able to investigate their influence on the 

measurable clock properties, modeling is an important tool.  

The SCN is a multi-oscillator structure, where the oscillators are grouped according to cell-type 

and, partly, location. The complex nature of multi-oscillator systems sometimes give non-intuitive 

results of experimental findings. For example, if the VL and DM are treated as oscillatory subgroups, 

the entrainment range of the animal depends on the interactions between those subgroups. If the 

coupling strength between both oscillatory subgroups is large, above a certain threshold, VL and DM 

will not dissociate and operate as one oscillator. In this case, increased coupling leads to higher 

amplitude of the SCN, which means that to entrain the SCN to an external light-dark cycle that 

deviates from the endogenous, free running, rhythm, the zeitgeber must be strong. It becomes more 

difficult to entrain the SCN to a period that is further away from its endogenous rhythm, and 

therefore the range of entrainment becomes narrower for stronger oscillators [13]. However, if the 

coupling strength between both oscillatory subgroups is below the previously mentioned threshold, 

the range of entrainment depends on whether or not the internal synchrony between VL and DM can 

be retained, and either VL can drive DM into following the externally imposed cycle or DM can 

drive VL into cycling at its endogenous period. This depends on the strength of the oscillators, as 

determined by their amplitude and the coupling strength. Also the ratio of directed links between VL 

and DM may cause VL to drive the DM rhythm [66]. If the internal synchrony can not be held, a 

dissociation between both oscillators will occur, with one component entrained to the external cycle 

(VL) and one component oscillating at its endogenous period (DM). In the case of weak coupling, an 

increased coupling strength will lead to a larger range of entrainment, because both oscillators will 

be synchronized and not dissociate for a broader range of entrainment periods [53,55]. 

The main difference between the VL and DM subgroups is that the VL subgroup is considered 

to contain the neurons that are directly responsive to the external light input, while the DM neurons 

are not. The VL neurons follow the external light-dark period because of this direct influence of light, 

while the DM neurons prefer to tick in their endogenous rhythm. The entrainment range depends 

upon the amplitude ratio between both subgroups, for example, if 25% of the neurons is 

light-sensitive (in VL), then the amplitude of VL must be about 3 times higher than the amplitude of 

DM to reach the maximum range of entrainment [55]. The amplitude of one oscillatory unit, 

consisting of multiple neurons, is determined by (i) the amplitude of the individual oscillatory 

neurons in the unit, (ii) the synchrony between the neurons in the subgroup, and (iii) the proportion 

of non-oscillatory neurons with respect to oscillatory neurons in the subgroup [53,61]. It appears that 

different group sizes of VL and DM result in different amplitude ratios for maximum entrainment 

ranges, which could explain the differences between species, where diurnal animals often have a lot 

less light-responsive neurons in the SCN [55]. 

To summarize, we have shown that the heterogeneity in the SCN may be important to keep a 

fine balance between flexibility and rigidity of the rhythm. Furthermore, the heterogeneity in 

circadian properties of different species may be a result of slightly different oscillator and network 

parameters. In the present review, we introduce different types of heterogeneity for the SCN neurons 

and for the network. We mainly treat these different types of heterogeneity in the SCN in isolation, 

but we also discuss several combinations of two of these types together. The combination of two 

types of heterogeneity may lead to different collective behavior of the SCN neurons or the network 

compared to one isolated type of heterogeneity. In Ref. [58], two types of heterogeneity are 

considered, the heterogeneity in light-sensitivity and the heterogeneity in intrinsic neuronal periods. 
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If both are present, the asymmetrical entrainment range of the SCN can be observed, and if only the 

light-sensitivity or the intrinsic neuronal period is heterogeneous and the other is not, a symmetrical 

entrainment range is observed. In Ref. [64], the free running periods are negatively related to the 

dispersion of the coupling strengths, when only coupling strength is heterogeneous. If two types of 

heterogeneity are considered simultaneously, i.e., heterogeneity in coupling strength as well as 

heterogeneity in intrinsic neuronal period, the relationship of the free running periods to the 

dispersion of the coupling strength is more complicated [65]. In particular, if the neurons with larger 

periods have smaller coupling strengths, the relationship is negative, and if the neurons with larger 

periods have larger coupling strength, the relationship is positive. Therefore, taking into account 

combinations of two types of heterogeneity, opposite results may be shown from the case of one 

single type of heterogeneity. In future studies we desire to examine the effects of a combination of 

two or more types of heterogeneity on the collective behavior of the circadian clock. 
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