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Abstract. Disease transmission depends on the interplay between the infec-

tious agent and the behavior of the host. Some diseases, such as Chronic
Wasting Disease, can be transmitted directly between hosts as well as indi-

rectly via the environment. The social behavior of hosts affects both of these

pathways, and a successful intervention requires knowledge of the relative in-
fluence of the different etiological and behavioral aspects of the disease. We

develop a strategic differential equation model for Chronic Wasting Disease and
include direct and indirect transmission as well as host aggregation into our

model. We calculate the basic reproduction number and perform a sensitivity

analysis based on Latin hypercube sampling from published parameter values.
We find conditions for the existence of an endemic equilibrium, and show that,

under a certain mild assumption on parameters, the model does not exhibit

a backward bifurcation or bistability. Hence, the basic reproduction number
constitutes the disease elimination threshold. We find that the prevalence of

the disease decreases with host aggregation and increases with the lifespan of

the infectious agent in the environment.

1. Introduction. Discovered in North America in 1960s, Chronic Wasting Disease
(CWD) affects species of the deer family. CWD is caused by accumulation of the
pathogen (misfolded prions) in the animal’s lymphoid tissue and central nervous
system, and leads to extensive tissue damage and eventual death of the host [1, 6,
24]. Several mathematical models have been proposed to study the dynamics of
CWD and find control strategies, e.g. [2, 19, 18, 23].
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One of the most important characteristics of any disease is the way by which
it is transmitted from infected to susceptible individuals. One distinguishes di-
rect (via actual contact) and indirect (via contaminated environment) transmission.
Many previous approaches to modeling of CWD focused on direct transmission only
[13, 21, 23]. As pointed out in [2], the control measures based on such approaches
(such as culling to reduce deer density) were not successful in reducing CWD preva-
lence [8]. Numerous studies show that indirect transmission plays a significant role
in CWD dynamics [2, 19, 16]. Prions may attach to soil particles and remain con-
tagious for at least two years [7]. As a result, environmental persistence of prions
becomes a secondary source of infection, even after the infectious animal’s death.

Models that incorporate and compare both transmission modes are typically
high-dimensional simulation models [2]. The first goal of this paper is to develop and
analyze the relative importance of direct and indirect transmission in an analytically
tractable strategic model.

Transmission pathways of CWD, and many other wildlife infectious diseases,
typically depend on the social structure and interaction of the affected population.
The importance of animals’ (and environmental prions’) aggregation in modeling of
CWD was first recognized in [2], where the authors performed extensive numerical
simulations of a high-dimensional CWD model with direct and indirect transmis-
sion. The second goal of this paper is to incorporate aggregation into the simpler
strategic model and evaluate its importance for disease establishment and preva-
lence.

We introduce our model in Section 2, and show that solutions remain bounded
and non-negative with respect to the flow corresponding to the model. In Section 3,
we analyze stability of the zero state and the disease-free equilibrium (DFE). We also
derive and analyze the formula for the basic reproduction number R0. In Section
4, we investigate the question of existence of an endemic equilibrium (EE) in the
case of low aggregation, and give a sufficient condition of existence and uniqueness
of EE in this case. In Section 5, we use center manifold theory combined with
numerical tools to establish that for all aggregation levels, the DFE loses stability
at R0 = 1 in a forward bifurcation, with an EE appearing when R0 > 1. This is
done under a mild technical assumption, which according to numerics, always holds
for our parameter ranges. In Section 6, we perform numerical simulations and
sensitivity analysis of our model based on partial rank correlation coefficients and
Latin hypercube sampling. We end with a discussion of the biological implications
of our results and directions for further research.

2. Derivation of the model. We derive our strategic model to assess the effects of
transmission pathways and aggregation on the dynamics of CWD. For the simplest
possible set-up, we choose only the three compartments of susceptible (S) and
infectious (I) individuals and the amount of prions in the environment (V ). The
dynamics of these compartments are given by the population dynamics of deer, the
disease transmission and the production and decay of prions by the following system
of differential equations

dS

dt
=
r(S + (1− α)I)

1 + δN
− µS − S Fd − S Fe

dI

dt
=

αrI

1 + δN
− (µ+ ν)I + S Fd + S Fe

dV

dt
= −τV + εI,

(1)
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where N = S + I is the total deer population.
The per capita birth rate is modeled by the Beverton-Holt function r

1+δN , where
r denotes the maximal birth rate and δ the strength of intraspecific competition
[20, 22]. Parameter 0 ≤ α ≤ 1 is the probability of vertical disease transmission.
When α = 0, all deer are born susceptible; when α = 1, offspring are in the same
class as their parents. The death rate due to natural causes is denoted by µ. The
additional death rate ν of infected individuals accounts for disease-induced deaths.
If we consider harvesting as a control strategy, then µ is the sum of natural death
and unspecific harvesting; ν is disease-induced death plus specific harvesting (if the
latter is possible at all). Prions in the environment decay exponentially with rate
τ , and are shed by the infectious animals with rate ε.

The terms S Fd and S Fe describe direct and environmental disease transmission,
respectively. The respective force of infection, Fd and Fe, give the per-capita rate
of infection. We choose these terms very general to allow for greatest flexibility
in our model. We begin with a detailed derivation of these terms that specify our
assumptions and define our parameters.

To derive the direct transmission rate, Fd, let the random variable X be the num-
ber of contacts that a single animal makes per unit time. Assuming homogeneous
mixing of individuals, the probability that any single contact is with an infected an-
imal is given by the prevalence, I

N . We denote by pd the probability that a contact
with an infectious animal leads to transmission of infection. Then the probability
of a single contact between a susceptible individual and another animal resulting
in a disease transmission is pd

I
N . The probability that at least one of m contacts

leads to transmission is

P (transmission|X = m) = 1−
(

1− pd
I

N

)m
. (2)

This formula is also valid for m = 0, as the probability of infection is 0.
The probability of direct disease transmission (per individual, per unit time) is

given by

Pd =

∞∑
m=0

P (transmission |X = m)P (X = m)

=

∞∑
m=0

(
1−

(
1− pd

I

N

)m)
P (X = m)

= E

(
1−

(
1− pd

I

N

)X)
= 1− E

(
eX ln(1−pd IN )

)
= 1−MX

(
ln

(
1− pd

I

N

))
.

Here, E(Y ) is the expected value of a random variable Y , and MX is the moment
generating function of the random variable X. MX exists at ln

(
1− pd IN

)
, since

this expression is negative and X is always non-negative.
We now assume that the number of contacts follows a Pólya distribution (a

generalization of the Negative Binomial distribution) with mean λd ∈ [0,∞) and
aggregation (clumping) parameter kd ∈ [0,∞) [17, 2]. Thus, X ∼ Pólya(kd, p̃),

where λd = kd
p̃

1−p̃ , so that kd and λd have the same units and p̃ is a probabil-

ity. Smaller values of kd (higher aggregation) imply higher likelihood of consecutive
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contacts between two individuals, and this positive correlation between two consec-
utive contacts implies higher variance of X. This contact pattern can be explained
by grouping and kinship as well as frequent visits to the same locations. In so-
cial groups this pattern maybe more realistic than the Poisson contact pattern of
uncorrelated contacts between individuals.

Substituting the formula for the moment-generating function of the Pólya (Neg-
ative Binomial) distribution, we obtain

MX(s) =

(
1− p̃

1− p̃es

)kd
=

(
1

1 + λd
kd
− λdes

kd

)kd
. (3)

Thus, the probability of an infection during [t, t+4t) is

Pd(4t) =1−MX

(
ln

(
1− pd

I

N

))
= 1−

(
1

1 + λd4t
kd4t −

λd4t
kd4t

(
1− pd IN

))kd4t

=1−
(

1 + pd
λd
kd

I

N

)−kd4t
= 1− e−kd4t ln

(
1+pd

λd
kd

I
N

)

The force of infection is then the derivative of Pd evaluated at 4t = 0, which is

Fd = P′d(0) = kd ln

(
1 + pd

λd
kd

I

N

)
. (4)

Remark 1. When aggregation is small, the value of kd is high, and the Negative
Binomial distribution can be approximated by the Poisson distribution with the

same mean λd. In this case we obtain the simpler expression, Fd = λdpd
I

N
.

Finally, we consider how the expected number of contacts E(X) = λd depends
on population density. The two standard cases λd(N) = λ̄d and λd(N) = λ̄dN lead
to the so-called frequency and density dependent case, respectively. There is some
controversy about which of these choices is more appropriate for wildlife diseases
[3, 15], experimental data for CWD is ambivalent in this regard [23].

Some authors have used certain interpolations between the two forms, for exam-
ple

Case 1 [14]: λd(N) = λ̄d
(
N
K

)1−q
, where 0 ≤ q ≤ 1 and λ̄d is a constant.

Case 2 [2]: λd(N) = λ̄dN
1−θ+θNK

, where 0 ≤ θ ≤ 1 and λ̄d is a constant.

Case 3 [9]: λd(N) = γN
1+ γ

λ̄d
N , where γ, λ̄d are constants.

Here K is a scale parameter, having the same dimension as N . The first two
cases, while interpolating between density dependent (q = θ = 0) and frequency
dependent (q = θ = 1), suffer from a number of drawbacks [9]. Case 3 is inspired
by the mechanistic underpinning of Holling’s disc equation; it is essentially density
dependent when N is small and frequency dependent when N is large.

The approach in Case 3 (saturating incidence) has been used to describe envi-
ronmental transmission in [10].

We apply the same considerations as above to model the environmental transmis-
sion process. We denote by D the total amount of “deposits” in the environment,
i.e. animal waste, carcasses, etc. Then V/D is equivalent to the term I/N for direct
transmission. We denote by pe the probability that a contact with contaminated
deposit leads to disease transmission, by ke the aggregation of contacts with de-
posits, and by λe the rate of contact with deposits in the environment. We assume
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that λe = λ̄eD is proportional to D and independent of N . These considerations
lead to an expression similar to (4) with I/N replaced by V/D. Instead, we consider
the slightly more general case

Fe = ke ln

(
1 + λ̄e

peV

ke(1 + σV )

)
. (5)

When σ = 0, we have the exact same scenario as for direct transmission. However,
some empirical results indicate that the presence and not so much the quantity
of prions in the environment determines infection [12]. Hence, the rate of disease
transmission could somehow saturate when prions are abundant. This effect is
heuristically modeled by σ > 0. A similar form, in the limit as ke →∞ has recently
been used for environmental transmission modeling [4].

In summary, model (1) with transmission terms (4) and (5) reads

dS

dt
=
r(S + (1− α)I)

1 + δN
− µS − Skd ln

(
1 + λd(N)

pdI

Nkd

)
− Ske ln

(
1 +

λepeV

ke(1 + σV )

)
dI

dt
=

αrI

1 + δN
− (µ+ ν)I + Skd ln

(
1 + λd(N)

pdI

Nkd

)
+ Ske ln

(
1 +

λepeV

ke(1 + σV )

)
dV

dt
= −τV + εI.

(6)

Since no confusion can arise, we simplified notation by writing λe instead of λ̄e. For
a summary of variables and parameters, please see Table 1.

We finish this section by showing that system (6) has bounded solutions and that
the set (R+)3 is positively invariant with respect to the flow of (6).

We prove positive invariance first.

Proposition 1. Suppose (S(t), I(t), V (t)) is a solution of (6) such that S(0) > 0,
I(0) > 0 and V (0) > 0. Then S(t) > 0, I(t) > 0 and V (t) > 0 for all t ≥ 0 for
which the solution exists.

Proof. Suppose at least one of S, I or V takes a value ≤ 0. Let t0 > 0 be smallest
such that at least one of S, I or V takes values 0 at t0.

Case 1. Suppose S(t0) = 0. Since S(t) > 0 for 0 < t < t0, we have S′(t0) ≤ 0.
Then we claim that I(t0) = 0. Otherwise, I(t0) > 0, and from the first equation of
(6), we get S′(t0) > 0, a contradiction. Since S(t0) = 0 and I(t0) = 0, then, by the
Existence-Uniqueness Theorem, (S(t), I(t), V (t)) = (0, 0, V (t0)e−τ(t−t0)) on some
neighborhood of t0, contradicting the assumption S(t) > 0, I(t) > 0 for 0 < t < t0.
Thus, S(t0) > 0.

Case 2. Suppose I(t0) = 0. Since I(t) > 0 for 0 < t < t0, we have I ′(t0) ≤ 0.
We already know from Case 1, that S(t0) > 0. From the second equation of (6),
we conclude that V (t0) = 0. Otherwise, V (t0) > 0 and, hence, I ′(t0) > 0, a
contradiction. Thus, (S(t0), I(t0), V (t0)) = (S(t0), 0, 0). But (6) has a solution of
the form (ϕ(t), 0, 0), where ϕ(t) is the solution of

dS

dt
=

rS

1 + δS
− µS,

with ϕ(t0) = S(t0). By the Existence-Uniqueness Theorem, (S(t), I(t), V (t)) =
(ϕ(t), 0, 0) on some neighborhood of t0, contradicting the assumption S(t) > 0,
I(t) > 0 for 0 < t < t0. Thus, I(t0) > 0.
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Case 3. Suppose V (t0) = 0. Since V (t) > 0 for 0 < t < t0, we have V ′(t0) ≤ 0.
Then from the third equation of (6), we conclude that I(t0) = 0, a contradiction
with Case 2. Thus, V (t0) > 0.

We conclude that S(t), I(t), V (t) > 0 for all t ≥ 0.

Next, we will use the above proposition to show that the set

{(S, I, V ) : S, I, V ≥ 0} ⊂ R3

is also positively invariant with respect to the flow of (6).

Proposition 2. Suppose (S(t), I(t), V (t)) is a solution of (6) such that S(0) ≥ 0,
I(0) ≥ 0 and V (0) ≥ 0. Then S(t) ≥ 0, I(t) ≥ 0 and V (t) ≥ 0 for all t ≥ 0 for
which the solution exists.

Proof. Cases when S(0), I(0), V (0) are all zero or all positive are clear.
Suppose S(0) > 0, I(0) = V (0) = 0. By uniqueness, the solution is given by

(S(t), 0, 0) where S(t) satisfies the differential equation

dS

dt
=

rS

1 + δS
− µS.

Since the above equation has a trivial solution, we have S(t) > 0 for all t ≥ 0. The
case when S(0) = 0, I(0) = 0 and V (0) > 0 is done similarly.

Next, suppose S(0) > 0, I(0) > 0, V (0) = 0. In this case, V ′(0) > 0. Thus for
sufficiently small t > 0, we have V (t) > 0, as well as S(t) > 0 and I(t) > 0. By
Proposition 1, S(t), I(t), v(t) > 0 for all t > 0. Similar argument proves the case
when S(0) > 0, I(0) = 0, V (0) > 0.

Now, let S(0) = 0, I(0) > 0, V (0) > 0. If α < 1, we have S′(0) > 0. Thus for
sufficiently small t > 0, we have S(t) > 0, as well as I(t) > 0 and V (t) > 0. By
Proposition 1, S(t), I(t), V (t) > 0 for all t > 0. If α = 1, then the solution will be
of the form (0, I(t), V (t)), where I(t) satisfies

dI

dt
=

αrI

1 + δI
− (µ+ ν)I,

and V (t) satisfies
dV

dt
= −τV + εI.

Thus, we solve for I(t) and note that I(t) > 0 for all t ≥ 0 (since the equation
has trivial solution I ≡ 0). Substituting I(t) into the equation for V , we also get
V (t) > 0 for all t ≥ 0. The only remaining case when S(0) = 0, I(0) > 0, V (0) = 0
is similar.

Lemma 2.1. Let f(t) be a differentiable function, such that

f ′(t) ≤ α− βf(t),

for any t ≥ 0, and f(0) ≥ 0, where α, β > 0 are some constants. Then f(t) ≤
max(f(0), αβ ) for any t ≥ 0.

Proof. The function f is bounded by the solution of the differential equation that
results from replacing ≤ with =. This solution is monotone since the equation is
one-dimensional. The steady state is α/β. If f(0) < α/β then f(t) < α/β for all
times. If f(0) > α/β then f ′ < 0 for all times.

We are now ready to prove boundedness of solutions of (6).
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variable/ description unit
parameter

S susceptible population #
I infected population #
V contaminated deposits ♦
r (intrinsic) growth rate 1

t

µ natural death rate (plus harvesting, if any) 1
t

α hereditary infection factor -
δ logistic growth coefficient 1

#

λd direct contacts per animal 1
t

pd probability of successful direct transmission -
kd aggregation of direct contacts 1

t

λe indirect contacts per animal 1
t

pe probability of successful indirect transmission -
ke aggregation of indirect contacts 1

t

ν death rate due to disease (+ specific harvesting, if any) 1
t

σ prion saturation constant 1
♦

τ prion decay rate 1
t

ε prion shedding rate ♦
#t

Table 1. This table gives the description and units of the variables
and parameters used in our system. Here, # denotes the unit used
for the population size (e.g. thousands of deer), and ♦ denotes
the unit of the amount of contaminated deposits in the environ-
ment. We denote the time unit by t. Dimensionless parameters are
denoted by -.

Proposition 3. Suppose (S(t), I(t), V (t)) is a solution of (6) with S(0), I(0), V (0) ≥
0. Then there exists C > 0 such that S(t), I(t), V (t) ∈ [0, C] for all t ≥ 0 for which
the solution exists.

Proof. Recall that N(t) = S(t) + I(t). Adding the first two equations of (6), we get

dN

dt
=

rN

1 + δN
− µN − νI.

Since N(t), I(t) ≥ 0 for all t ≥ 0 and , we have

N ′(t) ≤ r

δ
− µN(t),

for all t ≥ 0. By Lemma 2.1, N(t) ≤ N̄ = max(N(0), rδµ ) for all t ≥ 0. In particular,

S(t), I(t) ≤ N̄ for all t ≥ 0.
Then the third equation of (6) implies

V ′(t) ≤ εN̄ − τV (t),

for all t ≥ 0. Thus, V (t) ≤ V̄ = max(V (0), εN̄τ ), for all t ≥ 0.

Thus, we can take C = max(N̄ , V̄ ).

The a-priori estimate in Proposition 3, together with the theorem about extension
of solutions of differential equations gives global existence and boundedness of non-
negative solutions of (6).
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3. Linearizations about the zero state and the disease-free equilibrium.
Our first goal is to analyze behavior of our model near the trivial steady state.
Linearizing (6) at (0, 0, 0), we obtain the following Jacobi matrix:

J(0, 0, 0) =

 r − µ r(1− α) 0
0 αr − µ− ν 0
0 ε −τ

 . (7)

The equilibrium is (locally asymptotically) stable exactly when all the eigenvalues
of J have negative real parts. The eigenvalues of J(0, 0, 0) are real and are given by

λ1 = r − µ, λ2 = αr − µ− ν, λ3 = −τ.
Note that λ2 < λ1 and λ3 < 0. Thus, the zero state is locally asymptotically

stable exactly when r < µ, i.e. when the death (non-specific harvesting) rate exceeds
the growth rate at low densities.

Our next goal is to analyze behavior of the model near its (non-trivial) disease-
free equilibrium (DFE) (S∗, 0, 0). We derive conditions for its stability and obtain
a formula for the basic reproduction number, R0.

Setting I, V and the right-hand sides in our system to zero, we find the steady-
state value

S∗ =
1

δ

(
r

µ
− 1

)
=
r − µ
δµ

.

The value of S∗ is positive (i.e. the DFE is biologically relevant) provided the birth
rate exceeds the death rate (r > µ).

Next, we linearize our system around (S∗, 0, 0). The Jacobi matrix is given by

J(S∗, 0, 0) =

 −µ2δS∗

r
r(1−α)−rαδS∗

(1+δS∗)2 − λd(S∗)pd −S∗λepe
0 αµ− µ− ν + λd(S

∗)pd S∗λepe
0 ε −τ

 . (8)

Note that one eigenvalue is given by −µ
2δS∗

r < 0. The other two are the eigen-
values of the 2× 2-matrix

J̃ =

(
αµ− µ− ν + λd(S

∗)pd S∗λepe
ε −τ

)
.

The eigenvalues of J̃ have negative real parts if and only if tr(J̃) < 0 and det(J̃) >
0. These conditions give us the following two inequalities:

µ(1− α) + ν − λd(S∗)pd > −τ (9)

µ(1− α) + ν − λd(S∗)pd >
S∗λepeε

τ
. (10)

Since (10) is stronger than (9), we conclude that the disease-free equilibrium is
stable if and only if (10) holds.

Following [9], we define the basic reproductive number by

R0 =
αµ+ S∗λepeε

τ + λd(S
∗)pd

µ+ ν
. (11)

We interpret the formula for R0 as follows. The quantity
1

µ+ ν
represents the

average lifespan of an infected individual, while 1
τ can be interpreted as the mean

“survival time” of prions in the environment. During one time unit (one year), an
infected individual produces, on average, the following amounts of new infections:
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αµ due to vertical transmission (note that the birth rate at the DFE equals µ),
S∗λepeε

τ due to indirect contacts, and λd(S
∗)pd due to direct contacts.

Rewriting the inequality (10) in terms of R0, we get:

Lemma 3.1. The DFE is locally asymptotically stable if R0 < 1 and unstable if
R0 > 1.

We illustrate how R0 depends on model parameters.
First, we note that R0 is independent of the aggregation parameters kd and ke.
Next, we analyze how the basic reproductive number changes when we vary

parameters q (Case 1), θ (Case 2) from 0 to 1, or increase S∗ (Case 3), i.e. when
we change the setting from the density dependent case to the frequency dependent
case. The explicit expressions of R0 are given by

Case 1: λd(N) = λ̄d
(
N
K

)1−q
:

R0 =
αµ+ S∗λepeε

τ + λ̄dpd

(
S∗

K

)(1−q)

µ+ ν
. (12)

Case 2: λd(N) = λ̄dN
1−θ+θNK

:

R0 =
αµ+ S∗λepeε

τ + λ̄dpdS
∗

1−θ+θ S∗
K

µ+ ν
. (13)

Case 3: λd(N) = γN
1+ γ

λ̄d
N :

R0 =
αµ+ S∗λepeε

τ + γpdS
∗

1+ γ
λ̄d
S∗

µ+ ν
. (14)

Lemma 3.2. If S∗ > K, then R0 is a decreasing function of q (Case 1) or θ (Case
2). If 0 < S∗ < K, then R0 is an increasing function of q (Case 1) or θ (Case 2).
Furthermore, in all the three cases, R0 is an increasing function of S∗. In Case 3,
R0 is an increasing function of γ.

Proof. The statement is clear in Case 1. In Case 2, the statement follows from the
fact that 1

1−θ+θ S∗
K

is a decreasing function of θ exactly when S∗ > K. The last

statement is straightforward.

Remark 2. Another way to represent the DFE stability condition is by expressing
it as an inequality involving r. Recalling that S∗ = r−µ

δµ , we rewrite inequality (10)
as

r < µ+
δτµ

λepeε
((1− α)µ+ ν − λd(S∗)pd) (15)

Thus, in the frequency-dependent case when λd(N) = λ̄d does not depend on N ,

we can define the critical growth rate as rcr = µ+ δτµ
λepeε

((1−α)µ+ν− λ̄dpd). In all

other cases, we obtain an implicit equation for r, determining stability of the DFE.

4. Analysis of the endemic equilibrium. In this section, we present analytical
results for the endemic equilibrium (EE), where the disease is present. Since the
transmission terms in our model are very general, only some cases can be investi-
gated in detail. We present numerical results and analysis based on center manifold
theory, for the general case in Section 5.
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We set the right hand sides of (6) equal to zero, and look for a constant solution
(Se, Ie, Ve) where Ie > 0. First, note that since −τVe + εIe = 0, we get Ve = εIe

τ .
The total population at the EE is Ne = Se + Ie. Adding the right hand sides of the
first two equations of (21), the transmission terms disappear and we obtain

rNe
1 + δNe

− µNe − νIe = 0.

We can express all steady-state values in terms of Ne, or, more conveniently, in
terms of the new variable x = r

1+δNe
. The expressions are

Ne =
r − x
δx

(16)

Ie =
1

ν
Ne(x− µ) (17)

Se = Ne − Ie =
1

ν
Ne((µ+ ν)− x), (18)

Ve =
ε

ντ
Ne(x− µ). (19)

Setting x = µ, we get the disease free equilibrium (DFE) (S∗, 0, 0) = ( r−µµδ , 0, 0).

To ensure that Se, Ie and S∗ are positive, we require µ < x < min(r, µ + ν). We
begin by showing that the density of susceptibles at the EE is lower than at the
DFE.

Proposition 4. Suppose the EE exists. Then Se(x) < Se(µ) = S∗.

Proof. We show that Se is a decreasing function of x in the relevant range µ <
x < min(r, µ + ν). This proves the claim. Substituting (16) into (18) gives the
expression

Se(x) =
(r − x)(µ+ ν − x)

νδx
. (20)

Differentiating (20) with respect to x, we get

dSe
dx

=
1

δν

(
1− (µ+ ν)r

x2

)
.

The term in brackets is negative as long as x < min(r, µ+ ν).

While the calculations were for general transmission terms up to now, we have
to consider a special case form here on because the logarithmic terms lead to tran-
scendental equations for the equilibrium, so that no explicit solution is available.
Therefore, we make the assumption that aggregation is low, i.e. we consider the
case kd, ke →∞. Then using Remark 1, we replace model (6) with

dS

dt
=
r(S + (1− α)I)

1 + δN
− µS − Sλd(N)pdI

N
− S λepeV

1 + σV
dI

dt
=

αrI

1 + δN
− (µ+ ν)I + S

λd(N)pdI

N
+ S

λepeV

1 + σV
dV

dt
= −τV + εI

(21)

Setting the right hand side of the second equation of (21) to zero, inserting
the explicit expressions for Se, Ie, Ve > 0 and rewriting in terms of x, we obtain
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L(x) = 0, where

L(x) = αx− (µ+ ν) + λd(Ne)pd
µ+ ν − x

ν
+
λepeε(r − x)(µ+ ν − x)

σε(x− µ)(r − x) + δτνx
. (22)

Thus, finding an EE for system (21) reduces to solving L(x) = 0 in the interval
µ < x < min(r, µ + ν). The following lemma connects the properties of L(x) with
stability of the DFE and gives a partial answer for the existence of an EE.

Lemma 4.1. (a) The DFE of (21) is unstable if and only if L(µ) > 0.
(b) If the DFE is unstable, r > µ + ν, and α < 1, then there is at least one EE of
(21).

(c) If the DFE is unstable, r < µ+ ν, and r
(
α− λdpd

ν

)
+ (µ+ ν)

(
λdpd
ν − 1

)
< 0,

then there is at least one EE of (21).

Proof. (a) Substituting x = µ into L(x) > 0 and solving for r gives exactly the
reverse inequality of (15).
(b) If r > µ + ν and α < 1, then L is a continuous function for µ ≤ x ≤ µ + ν.
Furthermore,

L(µ+ ν) = (α− 1)(µ+ ν) ≤ 0.

Since α < 1, L has a sign change in the interval (µ, µ+ ν) and therefore also a zero.
The proof of (c) follows from the fact the third condition is equivalent to L(r) < 0,

which implies that L(x) changes sign on (µ, r).

To get a complete answer about existence and uniqueness of the EE in terms of
parameters, we consider the special case that λd is a constant, independent of N,
i.e. we consider the case of frequency-dependent transmission rate. Then L(x) = 0
can be written as C(x) = 0, where C(x) = a3x

3 + a2x
2 + a1x + a0 is a cubic

polynomial with coefficients

a3 = σ
ε

ν
(λdpd − αν),

a2 = σε(µ+ ν) + α(σε(r + µ) + δτν)− 1

ν
λdpd(σ(2µ+ ν + r)ε+ δτν) + λepeε,

a1 = −(µ+ ν)(σε(r + µ) + δτν)− ασεrµ+
µ+ ν

ν
(σ(r + µ)λdpdε− λepeεν + λdpdδτν)

−rε
ν
(λepeν − σλdpdµ),

a0 =
(µ+ ν)rε

ν
(σµν + λepeν − σµλdpd).

We define µ̂ = min(r, µ+ν). The following proposition gives a sufficient condition
for existence and uniqueness of EE.

Proposition 5. Suppose C(µ) > 0, C(µ̂) < 0, and either
(a) a3 > 0

or
(b) a3 < 0 and either C ′′(µ) ≤ 0 or C ′′(µ̂) ≥ 0.
Then C(x) has exactly one zero in the interval (µ, µ̂).

Proof. Existence of such a zero follows from the Intermediate Value Theorem.
If (a) holds, then C(x) → ∞ as x → ∞, and C(x) → −∞ as x → −∞. Then,

again by the Intermediate Value Theorem, C(x) has at least one zero in (−∞, µ)
and at least one zero in (µ̂,∞). Since C(x) is a cubic polynomial, it has exactly
one root in (µ, µ̂) (see Figure 1).
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Suppose (b) holds. Then C ′′(x) = 6a3x+ 2a2 is a decreasing linear function. If
C ′′(µ) ≤ 0, then C(x) is concave down throughout the interval (µ,min(r, µ+ν)). If
C ′′(µ̂) ≥ 0, then C(x) is concave up throughout the interval (µ,min(r, µ + ν)). In
both cases, C(x) has exactly one zero in the interval (µ,min(r, µ+ ν)) (see Figure
1).

Remark 3. In the non-generic case a3 = 0, the same argument as in (a) carries
through for the quadratic polynomial C(x). Depending on the sign of a2, there will
be a second zero either in (−∞, µ) or in (µ̂,∞). If, in addition, a2 = 0, we get a
linear function with a single zero.

We want to express the sufficient conditions for existence and uniqueness of the
EE in terms of model parameters. If a3 < 0 then the conditions C ′′(µ) ≤ 0,
C ′′(µ+ ν) ≥ 0 and C ′′(r) ≥ 0 are equivalent to

rσ ≤ εµν(2α− 1)− ν2(σε+ αδτ) + λdpd(σε(ν − µ) + δτν)− λepeεν
ε(αν − λdpd)

, (23)

rσ ≥ σεµν(2α− 1)− ν2(σε+ αδτ − 3εα) + λdpd(δτν − σε(µ+ 2ν))− λepeεν
ε(αν − λdpd)

,

(24)

rσ ≤ ν(σε((1 + α)µ+ ν) + λepe) + ανδτ − λdpd((2µ+ ν)σε+ δτν)

2ε(αν − λdpd)
, (25)

respectively.
Using Remark 2 and Lemma 4.1 (recalling that λd is constant), we see that the

condition C(µ) > 0 is equivalent to

r > µ+
δτµ

λepeε
((µ+ ν)− αµ− λdpd). (26)

Finally, the conditions C(µ + ν) < 0 (used in the case when r > µ + ν) and
C(r) < 0 (used when r < µ+ ν) can be shown to be equivalent to

rσ > (µ+ ν)

(
σ − δτ

ε

)
, (27)

and
r(αντ − λepeε) > (µ+ ν)(ντ − λepeε), (28)

respectively. Note that if r > µ+ ν, then condition (27) always holds, and thus so
does C(µ+ ν) < 0 (see also Lemma 4.1).

Summarizing the above observations, we obtain the following sufficient condition
for existence and uniqueness of the EE of (21).

Corollary 1. Assume that (26) is satisfied. Then we have the following sufficient
conditions for the existence and uniqueness of the EE.
1) If r > µ+ ν: Either λdpd > αν or (23) or (24) hold.
2) If r < µ+ ν: Inequality (28) holds and either λdpd > αν or (23) or (25) hold.

5. Bifurcation analysis of DFE and EE. In this section, we investigate the
question of the emergence of an EE in the general model (6) using center manifold
theory. We show that, under a mild technical assumption, a forward bifurcation
occurs at R0 = 1. In particular, R0 = 1 is the threshold for disease control. The
advantage of this approach over the direct approach in the previous section is that
we obtain our result for all values of kd, ke. The disadvantage is that it only considers
values of R0 close to one. We choose the unspecific harvesting parameter µ as our
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bifurcation parameter, since this is the only quantity that humans can reasonably
control. We assume that λd is constant.

First, note that R0 < 1 is equivalent to

(1− α)µ2 +

(
ν − λdpd +

λepeε

δτ

)
µ− rλepeε

δτ
> 0.

If α = 1 and ν −λdpd + λepeε
δτ ≤ 0, then R0 > 1 for any value of µ > 0. Thus, we

can assume that α < 1 or ν − λdpd + λepeε
δτ > 0. In this case, define µcr to be the

positive root of

(1− α)µ2 +

(
ν − λdpd +

λepeε

δτ

)
µ− rλepeε

δτ
= 0.

Then R0 < 1 is equivalent to µ > µcr.
We state the main theorem here; the rest of this section is devoted to the proof.

Theorem 5.1. Suppose that

τ2αδµ2ν − τελepe(r(µ+ ν)− µ2)−

µ2δS∗τ2λdpd

(
1

S∗
+
λdpd
2kd

)
− µ2δ(S∗)2ε2λepe

(
σ +

λepe
2ke

)
< 0. (29)

Then for µ < µcr with |µ−µcr| small, the DFE (S∗, 0, 0) is unstable, and there is
a locally stable endemic equilibrium (S∗∗, I∗∗, V ∗∗). Moreover, 0 < S∗∗ < S∗, and
I∗∗, V ∗∗ > 0. For µ > µcr with |µ − µcr| small, the DFE is locally asymptotically
stable.

Corollary 2. For sufficiently small α, τ > 0, the condition (5.1) is satisfied, and
thus, there is no backward bifurcation with respect to µ.

Proof. Follows from continuity of the expression (5.1) and the fact that for τ =
α = 0 the condition is satisfied (note that the term r(µ+ ν)− µ2 is positive by our
assumption that r > µ).

The above corollary motivates us to conjecture that R0 is the actual disease
eradication threshold. Numerical simulations seem to support this conjecture.

The proof of this theorem relies on an application of the Theorem 7.1 from
Appendix A.

We formulate our model (6) as dx
dt = f(x;µ), where x = (S, I, V )T , φ = µ,

and f = (f1, f2, f3)T is the right hand side of (6). The DFE is the equilibrium
(x∗1(µ), x∗2(µ), x∗3(µ))T where

x∗1(µ) = S∗(µ) =
r − µ
δµ

, x∗2(µ) = 0, x∗3(µ) = 0.

The Jacobi matrix J is given by (8). When µ = µcr, matrix J has a simple zero
eigenvalue. The other two eigenvalues are negative: one is given by the entry

(J)11 = −µ
2δS∗

r , and the other is the trace of its minor,

tr(M11) = −(1− α)µ− ν + λd(S
∗)pd − τ = −S

∗λepeε

τ
− τ < 0,

since for µ = µcr inequality (10) is an equality.
The left and right eigenvector corresponding to the zero eigenvalue of J are

v = (v1, v2, v3) = (0, τ, S∗λepe) and

w = (w1, w2, w3) =

(
τ

r
(µ2 − r(µ+ ν)),

µ2δS∗τ

r
,
µ2δS∗ε

r

)
,
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respectively. Note that w · v > 0, w1 < 0 (since S∗ > 0 implies r > µ), and
w2, w3 > 0.

We need to calculate the signs of

a =
1

2

3∑
i,j,k=1

viwjwk
∂2fi

∂xj∂xk
(x∗, µ),

and

b =

3∑
k,i=1

vkwi

 3∑
j=1

∂2fk
∂xi∂xj

(x∗;µ)
dx∗j
dµ

+
∂2fk
∂xi∂µ

(x∗;µ)

 ,

both evaluated at µ = µcr.
Since v1 = 0, all terms with second derivatives of f1 vanish from the expression for

a and b. Furthermore, since f3(S, I, V ) = −τV + εI is linear, its second derivatives
also vanish. Finally, since I∗ = x∗2 = 0 and V ∗ = x∗3 = 0 are independent of µ, the
terms that contain these derivatives vanish as well. With these simplifications, the
expressions for a and b reduce to

a =
1

2
v2

(
w2

1
∂f2
∂S2

+ 2w1w2
∂f2
∂S∂I

+ 2w1w3
∂f2
∂S∂V

+ w2
2
∂f2
∂I2

+ 2w2w3
∂f2
∂I∂V

+ w2
3
∂f2
∂V 2

)
and

b

v2
= w1

(
∂2f2

∂S2
(S∗(µcr), 0, 0;µcr)

dS∗

dµ
|µ=µcr +

∂2f2

∂S∂µ
(S∗(µcr), 0, 0;µcr)

)
+w2

(
∂2f2

∂I∂S
(S∗(µcr), 0, 0;µcr)

dS∗

dµ
|µ=µcr +

∂2f2

∂I∂µ
(S∗(µcr), 0, 0;µcr)

)
+w3

(
∂2f2

∂V ∂S
(S∗(µcr), 0, 0;µcr)

dS∗

dµ
|µ=µcr +

∂2f2

∂V ∂µ
(S∗(µcr), 0, 0;µcr)

)
.

The following two tables give the second derivatives of f1 and f2 at (S∗, 0, 0).
The second derivatives of f3 are all equal to zero.

f1
∂
∂S

∂
∂I

∂
∂V

∂
∂S − 2δr

(1+δS∗)3

r(αδ(1+δS∗)−2δr
(1+δS∗)3 −λepe

∂
∂I

r(αδ(1+δS∗)−2δr
(1+δS∗)3 − 2δr(1−α−αδS∗)

(1+δS∗)3 + λdpd(2kd+λdpd)
kdS∗ 0

∂
∂V −λepe 0 S∗λepe(2keσ+λepe)

ke

f2
∂
∂S

∂
∂I

∂
∂V

∂
∂S 0 − αrδ

(1+δS∗)2 λepe
∂
∂I − αrδ

(1+δS∗)2 − αrδ
(1+δS∗)2 − λdpd(2kd+λdpd)

kdS∗ 0
∂
∂V λepe 0 −S

∗λepe(2keσ+λepe)
ke

Also, we have:

∂2f2

∂S∂µ
(S∗(µcr), 0, 0;µcr) = 0

∂2f2

∂V ∂µ
(S∗(µcr), 0, 0;µcr) = 0

∂2f2

∂I∂µ
(S∗(µcr), 0, 0;µcr) = −1
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Putting these expressions into the definitions of a and b together with dS∗

dµ = − r
δµ2

we calculate

a =
2µ2δS∗

r2

[
τ2αδµ2ν − τελepe(r(µ+ ν)− µ2)−

µ2δS∗τ2λdpd

(
1

S∗
+
λdpd
2kd

)
− µ2δ(S∗)2ε2λepe

(
σ +

λepe
2ke

)]
,

b

v2
=

µ2δτS∗

r

[(
λ′d(S

∗)pd −
αrδ

(1 + δS∗)2

)(
− r

δµ2

)
− 1

]
− S∗λepeε

=
µ2δτS∗

r

[
−λ
′
d(S
∗)pdr

δµ2
+ α− 1

]
− S∗λepeε.

Hence, since v2 > 0 and α ≤ 1, we conclude that b is negative. Also, by the
assumption in the statement of the theorem, a < 0.

The rest now follows by Theorem 7.1. In particular, the fact that for µ < µcr
we have 0 < S∗∗ < S∗, and I∗∗, V ∗∗ > 0 follows from a < 0 and the fact that the
sign of each of the components of (S∗∗ − S∗, I∗∗, V ∗∗) coincides with the sign of
−2b(µ−µcr)

a wi for i = 1, 2, 3.

6. Numerical results. In this section, we illustrate the results from the previous
sections and explore how various quantities depend on parameter values. We begin
with the contact rate λd(N) = λ̄d that leads to a frequency-dependent direct trans-
mission term. Among other things, we demonstrate that harvesting does reduce
R0 and hence can be used as a management strategy. We use Latin Hypercube
sampling and partial rank correlation coefficients show how R0 depends on model
parameters. Next, we illustrate the effects of aggregation parameters on disease
prevalence. Finally, we explore how the functional form of the contact rate affects
our results.

We chose parameter values and ranges from the literature; see Table 2. The
“value” is used for numerical simulation, unless otherwise noted; the “range” is
used for Latin Hypercube sampling. Since the data are from different geographical
locations and species, we do not claim that the chosen data represent a specific
system; rather they give rough estimates for a general model.

parameter meaning value range unit ref.
r growth rate 1.1 0.5-1.5 1

t [11]
µ common death rate 0.3 0.05-0.3 1

t [11]
α hereditary infection factor 0.05 0.05 - [13]
δ logistic growth coefficient 0.05 0-0.1 1

# [11]

βd = λ̄dpd “effective” direct contact rate 0.4 0.4-0.5 1
t [23]

βe = λepe “effective” indirect contact rate 0.777 0.777-0.799 1
t [18]

ν death rate due to the disease 0.5 0.369-0.641 1
t [18]

τ prion decay rate 2.55 2.51− 2.59 1
t [18]

ε prion shedding rate 0.111 0.109-0.113 ♦
#t [18]

Table 2. Parameters and their potential ranges for model simu-
lation and Latin Hypercube sampling. We consider the limiting
case kd,e → ∞. The contact rate is λd(N) = λ̄d, which leads to
frequency-dependent transmission. We use thousands of deer as
the unit #.
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We assume that the prion saturation constant is given by σ = 10−5( 1
♦ ). We also

assume that additional harvesting varies from 0 to 0.7.

Remark 4. Based on numerics, we observe that for the chosen parameter ranges,
the inequality (5.1) always holds (i.e. a < 0), and, thus, Theorem 5.1 applies in our
case.

Without harvesting (µ = 0.3), we calculate R0 = 2.7736. The DFE is unstable
for the chosen parameter values; solutions converge to the EE (Figures 2). With
sufficient harvesting (µ = 0.3 + 0.6 = 0.9), we find R0 = 0.4252. The DFE becomes
stable and I, V → 0 (Figures 3). According to Remark 2, we have the critical
growth rate rcr ≈ 0.4707 < r = 1.1 in the absence of harvesting (µ = 0.3) and
rcr ≈ 2.1706 > r = 1.1 with harvesting (µ = 0.9). In the former case, case the
sufficient condition of existence of EE from Proposition 5 (a) (a3 > 0) holds true.
In the second case (Fig. 3), the DFE is stable. Hence, these simulations confirm the
theoretical result that harvesting can be used to control the population. In simple
models with frequency-dependent transmission, there is no population threshold for
R0 [15]. However, even in those models, R0 depends on population mortality, and
thereby on harvesting. In our case, the additional indirect transmission term is di-
rectly affected by population levels (and therefore by harvesting). The combination
of these two effects allows us to control the disease by harvesting.

We illustrate the dependence of R0 on parameters by calculating partial rank
correlation coefficients (PRCCs) with the use of Latin Hypercube sampling as well
as the elasticity (Figures 4). The intervals from which parameter values are chosen
are given in Table 2. The strength of density dependence in the logistic growth
function, the natural and disease-induced death rate and the prion decay rate all
affect R0 negatively. Increasing any of the first three parameters will decrease the
population and thereby lower R0. Increasing the prion decay rate will decrease the
mean time for which prions are present in the environment, and thereby lower R0.
The elasticity plot shows that a significant change in the direct contact rate is
needed to reduce R0 by 1%, but only a small change in indirect contact rate is
necessary for the same change.

Figure 8 illustrates dependence of R0 on additional harvesting, with parameters
given by Table 2, and additional harvesting in the range 0 − 0.7. We observe that
increasing harvesting decreases the value of R0, with values below 1 for sufficiently
high harvesting rates.

Next, we explore the dependence of the susceptible and infected populations at
EE on aggregation levels kd, ke <∞. For simplicity, we assume kd = ke = k. Figure
6 shows the fraction of the population relative to the disease-free carrying capacity
and the prevalence of the disease at the EE as a function of aggregation parameter k.
An increase in k leads to a decrease in total population and an increase in prevalence.
We conclude that high aggregation (low k) is beneficial for the population whereas
low aggregation is beneficial for the disease.

As the decay rate of prions in the environment (τ) increases, the infection risk
for susceptibles from these prions decreases. We have already seen that the basic
reproduction number is a decreasing function of τ (or an increasing function of
the average lifetime of prions in the environment 1/τ). Figure 7 shows that the
prevalence at steady state decreases with τ whereas the total population increases
with τ.
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7. Conclusions. Disease transmission depends on how the pathogen interacts with
the social and behavioral structure of the host population. Many diseases in cervids
(as well as other species) have more than one transmission pathway. Besides CWD,
this is also true for bovine tuberculosis, brucellosis and other infections [7]. A
crucial question in the control of such diseases is which pathway contributes most
to disease transmission. We chose CWD as one example of a wildlife disease with
direct and indirect (environmental) transmission. We formulated a strategic model
of only three compartments to evaluate the relative importance of the different
transmission pathways and the effect of behavior on prevalence.

On the theoretical side, we found some explicit conditions for the existence of an
endemic equilibrium and its uniqueness. In general, we used center manifold theory
to prove that this system does exhibit a forward bifurcation, with a biologically
relevant stable EE appearing for R0 > 1. We found parameter values for CWD in
the literature and performed a sensitivity and elasticity analysis of R0 via Latin
hypercube sampling. We found that R0 is more sensitive to the indirect than the
direct contact rate, and that a much larger change in the direct contact rate is
required to decrease R0 by 1%. This finding confirms some results by Almberg and
coworkers who tested the relative importance of direct and indirect transmission
of CWD in a large simulation model [2]. We also confirm another result of those
authors that prevalence increases with environmental life span of prions.

In terms of the disease management, we found that increase in harvesting can be
used to control the spread of CWD, by reducing R0. There are however cases when
increasing µ does not help to reduce R0: as we observed in Section 5, when α = 1
(i.e. offspring of infected class remains infected) or ν−λdpd + λepeε

δτ ≤ 0 (i.e. direct
contact rate is relatively high), R0 > 1 for any µ > 0. Otherwise, our bifurcation
result, given that R0 is close to 1 (i.e. we are in a critical situation) suggests that
increasing µ will result in disease eradication. However, confirming this conjecture
will require a proof of global stability of the DFE.

Other possible control strategies aiming at reducing R0 include creation of buffer
zones to separate the animals and/or removal of animal carcasses, thus, decreasing
both the direct and indirect contact rate (see also [13]).

Although we developed our model to describe a particular disease, it can be
easily adapted to describe different settings, such the spread of infectious diseases
in human population via both direct and indirect contact. Many infections are
transmitted by direct contact as well as through surfaces, and numerous recommen-
dations for disease control focus on indirect transmission (frequent hand washing,
disinfection of surfaces).

We see a major future challenge in modeling direct and indirect disease trans-
mission when space and spatial movement are considered explicitly. It will be par-
ticularly interesting to see whether more mechanistic models for group formation
will confirm the importance of aggregation on disease prevalence.

Acknowledgments. This work was supported by a PrioNet Canada grant. We are
grateful for discussions with Margit Westphal and Prof. Daniel Krewski (University
of Ottawa).

Appendix A. A technical theorem used in bifurcation analysis. Here we
include a result used in Section 5.
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Theorem 7.1 (c.f. Theorem 4.1 in [5]). Consider a system of ODE’s with a pa-
rameter φ:

dx

dt
= f(x;φ), f :R3 × R→ R3, f ∈ C2(R3 × R).

Assume x∗(φ) = (x∗1(φ), x∗2(φ), x∗3(φ))T is a steady state for all φ and x∗1(φ) > 0.
Denote by J = Dxf(x

∗(φ0);φ0) the Jacobi matrix at x∗(φ0). Assume that 0 is a
simple eigenvalue of J , and the other eigenvalues of J have negative real parts.

Denote w,v as the right and left eigenvectors corresponding to the zero eigenvalue
of J, and assume w · v > 0.

Denote by fk be the kth component of f , and define the two quantities

a =

3∑
k,i,j=1

vkwiwj
∂2fk
∂xi∂xj

(x∗(φ0);φ0),

and

b =

3∑
k,i=1

vkwi

 3∑
j=1

∂2fk
∂xi∂xj

(x∗(φ0);φ0)
dx∗j
dφ
|φ=φ0

+
∂2fk
∂xi∂φ

(x∗(φ0);φ0)

 .

Then the local dynamics of the system near (x∗, φ0) are fully determined by the
signs of a and b as described below.

1. b > 0. When φ < φ0 with |φ − φ0| � 1, x∗(φ) is locally asymptotically
stable, and there exists an unstable equilibrium x∗∗(φ); when φ > φ0 with
|φ−φ0| � 1, x∗(φ) is unstable, and there exists a locally asymptotically stable
equilibrium x∗∗(φ);

2. b < 0. When φ < φ0 with |φ − φ0| � 1, x∗(φ) is unstable, and there exists
a locally stable equilibrium x∗∗(φ); when φ > φ0 with |φ − φ0| � 1, x∗(φ) is
locally asymptotically stable, and there exists an unstable equilibrium x∗∗(φ);

In both cases, the sign of x∗∗i (φ)− x∗i (φ) coincides with the sign of −2b(φ−φ0)
a wi.

This theorem follows from Theorem 4.1 of [5] by the change of variables x̃ =

x− x∗(φ), φ̃ = φ− φ0, and

dx̃

dt
= f̃(x̃, φ̃) = f(x̃ + x∗(φ′ + φ0), φ′ + φ0).

and applying the chain rule of differentiation.

8. Figures

Figure 1. Illustration of the proof of Proposition 5. Left plot:
case (a) (a3 > 0) right plot; case (b) (a3 < 0), middle and right
plot.
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Figure 2. Graph of the polynomial P (x) (left) and the corre-
sponding solution curves (right) when R0 = 2.8075 > 1 so that the
DFE is unstable and solutions approach the EE. The highlighted
interval on the graph of P (x) is [µ, µ̂] = [µ, µ+ν] = [0.3, 0.8]. Note
that P (µ) > 0 and P (µ+ν) < 0, with the root of P (x) correspond-
ing to the EE. Parameter values are µ = 0.3 and otherwise as in
Table 2. We use thousands of deer as the unit for S and I.

Figure 3. Graph of the polynomial P (x) (left) and the corre-
sponding solution curves (right) when R0 = 0.4061 < 1, so that
the DFE is stable. The highlighted interval on the graph of P (x)
is [µ, µ̂] = [µ, r] = [0.9, 1.1]. Note that P (x) < 0 throughout the
highlighted interval. Parameter values are µ = 0.9 and otherwise
as in Table 2. We use thousands of deer as the unit for S and I.
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Figure 4. Tornado graph for the partial rank correlation coeffi-
cients (top panel) and the elasiticity (bottom panel, using logarith-
mic scale) of R0 with respect to model parameters. The elasticity
indicates the percentage change required in the parameter to obtain
a 1% decrease in R0.
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Figure 5. Dependence of R0 on additional harvesting rate h, tak-
ing values from 0 to 0.7. Here the natural death rate is given by
µ = 0.3 (which combined with h is varying in the range of 0.3− 1),
and other parameters are as in Table 2.

Figure 6. Dependence of the total population and prevalence at
endemic equilibrium on aggregation kd = ke = k. Here µ = 0.3
and other parameters are as in Table 2.
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Figure 7. Dependence of the total population and prevalence at
endemic equilibrium on prion decay rate. Here µ = 0.3 and other
parameters are as in Table 2.
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