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Abstract. Influenza remains a serious public-health problem worldwide. The
rising popularity and scale of social networking sites such as Twitter may play

an important role in detecting, affecting, and predicting influenza epidemics. In

this paper, we develop a simple mathematical model including the dynamics
of “tweets” — short, 140-character Twitter messages that may enhance the

awareness of disease, change individual’s behavior, and reduce the transmission

of disease among a population during an influenza season. We analyze the
model by deriving the basic reproductive number and proving the stability of

the steady states. A Hopf bifurcation occurs when a threshold curve is crossed,

which suggests the possibility of multiple outbreaks of influenza. We also
perform numerical simulations, conduct sensitivity test on a few parameters

related to tweets, and compare modeling predictions with surveillance data of
influenza-like illness reported cases and the percentage of tweets self-reporting

flu during the 2009 H1N1 flu outbreak in England and Wales. These results

show that social media programs like Twitter may serve as a good indicator
of seasonal influenza epidemics and influence the emergence and spread of the

disease.

1. Introduction. In the short time since its creation in 2006, Twitter has trans-
formed from a status-update tool to a vast information network [51]. The site was
initially used primarily as a personal communication tool, with most users engaging
in “daily chatter” or routine personal updates prompted by the site’s question “what
are you doing?” [24]. Its function quickly shifted as users moved to sharing links
to content relevant to their network contacts [37]. In years since, Twitter’s users
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have shaped the site into a vast database of information. Over 600 million users as
of January 2014, share information in 780 million “tweets” — short, 140-character
Twitter messages — per day [1]. About 52% of online news consumers now get at
least some of their news through Twitter or Facebook [36]. The demographics of
Twitter users are growingly increasingly diverse in gender, ethnicity, and age [43].
With such rapid information dissemination, Twitter has become a viable option for
spreading and tracking information.

Public-health organizations increasingly advocate for the use of social networking
sites for their high-reach, low-cost information dissemination potential of infectious
diseases [7,23,52]. While the effectiveness of such health campaigns may be hard to
measure, they are found to be largely successful in changing behavior [53] of the users
and the public. Several large health-related organizations including the Centers
for Disease Control and Prevention (CDC), the Food and Drug Administration
(FDA), and the American Red Cross have embraced this trend and used social
media programs to spread important health information. For instance, the CDC
used Twitter to post tips for preventing flu to help slow the spread of H1N1 influenza
in 2009, growing from 2,500 followers to 370,000 followers during the 2009 outbreak
[12]. Health organizations make use of Twitter, Facebook, and similar internet
sites to mitigate the spread of contagious diseases like flu by teaching users the
effectiveness of regular hand-washing, reminding them to stay at home when they
are sick, and raising awareness about vaccines. Users of these sites will then further
contribute by re-sharing this information and adding their own experience for others.
Twitter users have indeed done so; many post publicly about their symptoms,
primarily for the purposes of gathering information about a particular illness and
sharing personal experience [13, 21, 41, 47]. Tweets about flu during a flu epidemic
season may play an active role in reducing the transmission of the disease among a
population.

Health strategies during an influenza epidemic or pandemic are influenced by
previous disease outbreaks. In addition to archived surveillance data, mathemat-
ical models have been used to study disease dynamics, and test prevention and
treatment strategies based on changes in mobility and contact patterns, viral evo-
lution, and technological and medical advances [3, 5, 6, 14, 15, 19, 20, 27, 32, 35, 54].
Several mathematical models have also been developed to investigate the impact
of behavior changes, partially due to social media programs, on the dynamics of
infectious diseases [10, 17, 30, 31, 38, 39, 44–46] (also see review [16]). For example,
Twitter data were used to examine the spread of Bieber Fever in a modeling paper
by Tweedle and Smith? [46]. Liu et al. [30] showed that including the impact of
media coverage on the number of reported and hospitalized individuals can gener-
ate multiple outbreaks of diseases or sustained periodic oscillations. The model was
compared with the data of the 2003 severe acute respiratory syndrome (SARS) out-
break in the Great Toronto Area. Poletti et al. [39] described the circumstances for
multiple epidemic outbreaks caused by the spontaneous alteration in behavior. The
immediate disease condition, made available to the public via media, was shown to
have a crucial role in reducing the spread of infectious diseases [33]. Media coverage
may also cause vaccinating panic, over-certainty in vaccine effectiveness, and as a
result increase the magnitude of the endemic steady state [45]. Social distancing
and public behavior changes can provide more time for vaccine development [40].

Most of the above-mentioned models that considered the media effect assumed
that the media-reported number of infected individuals reduces the transmission
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rate of the disease. They did not investigated the dynamics of media coverage (e.g.,
the number or percentage of tweets that report the disease). Recent regression
analyses suggested that there is a strong but nonsynchronous correlation between
patterns in Twitter messages and national health statistics on flu [2, 48]. In this
paper, we will develop a mathematical model that explicitly includes the dynamics
of tweets about flu and the potential behavior change of the public to study the
emergence and spread of influenza during an epidemic season. We will derive the
basic reproductive number of the model and study the steady state stability and
bifurcation. Sensitivity tests will be conducted on a few parameters that are related
to tweets about flu. We will also compare model predictions with surveillance data
of influenza-like illness reported cases and the percentage of tweets self-reporting
flu during the 2009 H1N1 outbreak in the UK [48,49].

2. Model and preliminary results. We develop the model on the basis of previ-
ous papers [10,30,31,44,45]. The population is divided into three groups: susceptible
(S), exposed (E), and infected (I). All of them may tweet about influenza at the
rates µ1, µ2, and µ3, respectively, during an epidemic season. T (t) represents the
number of tweets that contain influenza at time t. We assume that the disease
transmission rate, β, is reduced by a factor e−αT due to the behavior change of
the public after reading tweets about influenza, where α determines how effective
the disease information can influence the transmission rate. This exponential term
has been usually used to model the media effect. There are some other ways to de-
scribe this effect, which will be discussed later. We assume that individuals in the
exposed class progress into the infectious stage after 1/ρ days, and that infectious
individuals recover at the rate γ and gain permanent immunity to that strain of
influenza. Tweets that appeared earlier are less visible and have less effect on the
public. Thus, we assume that tweets become outdated at the rate τ . Because we
are only interested in the disease outbreak during an epidemic season, we neglect
the natural death and birth rates and assume that the number of susceptible people
is relatively constant [30]. An additional equation describing the decline of suscep-
tibles due to infection will be added to the model later. The model is described by
the following system of differential equations. A schematic diagram of the model is
shown in Figure 1.

d

dt
E(t) = βISe−αT − ρE,

d

dt
I(t) = ρE − γI,

d

dt
T (t) = µ1S + µ2E + µ3I − τT.

(1)

Using the next-generation method [50] or some other methods [29], we can obtain
the basic reproductive number, <0, which is the average number of new infected
individuals caused by an infected person in a wholly susceptible population. We
have the following matrix of new infection, F , and the matrix of transfer, V, both
evaluated at the disease-free equilibrium DFE = (0, 0, T0), where T0 = µ1S/τ .

F (DFE) =

[
0 βSe−αT0

0 0

]
and V (DFE) =

[
ρ 0
−ρ γ

]
.
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Figure 1. Schematic illustration of the model given by Eq. (1).
Individuals from different groups can tweet about influenza at dif-
ferent rates (µ1, µ2 and µ3). Tweets are assumed to reduce the
disease transmission rate β by a factor e−αT .

Therefore, we have

F (DFE)V −1(DFE) =

[ βSe−αT0

γ

βSe−αT0

γ
0 0

]
.

The basic reproductive number of model (1) is given by the dominant eigenvalue of
F (DFE)V −1(DFE), which is βSe−αT0/γ. Thus, the basic reproductive number is

<0 =
βSe−αT0

γ
, where T0 =

µ1S

τ
. (2)

Model (1) has two possible equilibrium points: the disease-free equilibrium DFE
= (0, 0, T0) and the endemic equilibrium EE =

(
Ē, Ī, T̄

)
, given by

Ē =
γΩ

α
, Ī =

ρΩ

α
, T̄ =

ln(<0)

α
+ T0, (3)

where

Ω =
τ ln(<0)

ρµ3 + µ2γ
and T0 =

µ1S

τ
. (4)

It is clear that the endemic equilibrium point exists if and only if <0 > 1.

3. Model analysis. Before we perform numerical simulations and compare mod-
eling predictions with surveillance and Twitter data, we study the stability of the
steady states of the model. We have the following results.

Theorem 3.1. The DFE of model (1) is globally asymptotically stable when <0 < 1.

Proof. We first show that the DFE is locally asymptotically stable when <0 < 1.
We linearize the system, evaluate the Jacobian matrix at the DFE, and obtain the
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characteristic equation

det

−ρ− ζ βSe−αT0 0
ρ −γ − ζ 0
µ2 µ3 −τ − ζ

 = 0,

where ζ is the eigenvalue.
One eigenvalue is −τ and others are determined by

(ζ + ρ)(ζ + γ)− βSρe−αT0 = 0.

From the expression of <0 (Eq. 2), the above equation can be rewritten as

ζ2 + (ρ+ γ)ζ + ργ(1−<0) = 0. (5)

When <0 < 1, the two roots of the above equation are negative. Thus, the DFE of
model (1) is locally asymptotically stable.

To show the global asymptotic stability of the DFE, we define a Lyapunov func-
tion

M(t) = E(t) + I(t).

It is clear that M(t) ≥ 0 and the equality holds if and only if I(t) = E(t) = 0.
From the T equation of model (1), we have dT/dt ≥ µ1S − τT . Using the result

of differential inequalities [25], we have

T (t) ≥ T (0)e
∫ t
0

(−τ)du +

∫ t

0

µ1Se
∫ t
v

(−τ)dudv

= (T (0)− µ1S

τ
)e−τt +

µ1S

τ
.

Before the disease emerges, we assume that T is at the steady state level. Thus,
T (0) is µ1S

τ , which is equal to T0 defined in Eq. (4). Therefore, T (t) ≥ µ1S/τ = T0,

for all t ≥ 0. Differentiating M(t) and using βSe−αT0 = γ<0, we obtain

dM

dt
=

dE

dt
+
dI

dt
= βISe−αT − ρE + ρE − γI

= I(βSe−αT − γ) ≤ I(βSe−αT0 − γ)

= γI(<0 − 1) ≤ 0

It follows that M(t) is bounded and non-increasing. Therefore, lim
t→∞

M(t) exists.

Note that dM
dt

= 0 if and only if that E(t) = I(t) = 0 and T (t) = T0. By LaSalle’s

Invariance Principle [26], the DFE is globally attracting. Together with the local
asymptotic stability, we show that the DFE is globally asymptotically stable when
<0 < 1.

Theorem 3.2. The endemic equilibrium (EE) of model (1) exists if and only if β >

β1 (i.e., <0 > 1), where β1 =
γeαµ1S/τ

S
. Moreover, the EE is locally asymptotically

stable if (1) µ3 ≤ µ∗3 or (2) µ3 > µ∗3 and β < β∗, where µ∗3 =
µ2(ρ+ τ)

ρ
and β∗ is

given by Eq. (9) below. When β > β∗, the EE is unstable. The results are illustrated
in Figure 2.
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Figure 2. Schematic illustration of the stability of steady states
of model (1). As µ3 → (µ∗3)+, β∗ → +∞, where µ∗3 = µ2(ρ +
τ)/ρ and β∗ is given in Eq. (9). As µ3 → +∞, β∗ → β2 > β1,
where β1 = γeαµ1S/τ/S and β2 = γe(ρ+γ+τ)(ρ+γ)/(γρ)eαµ1S/τ/S.
Note that the endemic steady state exists if and only if β > β1.
Parameter values used in the simulation are ρ = 1/6 day−1, γ = 0.2
day−1, α = 1.0 × 10−4 tweet−1, µ1 = 0, and µ2 = µ3 = τ = 0.2
day−1.

Proof. Let β1 =
γeαµ1S/τ

S
. <0 > 1 is equivalent to β > β1. Thus, the endemic

steady state exists if and only if β > β1. To study the local stability of the EE, we
linearize the system and evaluate the characteristic equation at the EE, and get

det

−ρ− ζ βSe−αT̄ −αβĪSe−αT̄
ρ −γ − ζ 0
µ2 µ3 −τ − ζ

 = 0.

Using <0 =
βSe−αT0

γ
and T̄ =

ln(<0)

α
+ T0, we have

βSe−αT̄ = <0γe
α(T0−T̄ ) = <0γe

− ln(<0) = γ.

Thus, the characteristic equation becomes

det

−ρ− ζ γ −αγĪ
ρ −γ − ζ 0
µ2 µ3 −τ − ζ

 = 0.
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Expanding the determinant, the characteristic equation can be rewritten as

P (ζ) = ζ3 + a1ζ
2 + a2ζ + a3, (6)

where

a1 = ρ+ γ + τ,

a2 = τ(ρ+ γ) + µ2αγĪ = τ

[
ρ+ γ +

µ2γρ ln(<0)

ρµ3 + γµ2

]
,

a3 = γαĪ(ρµ3 + γµ2) = γρτ ln(<0). (7)

It is clear that ai > 0, i = 1, 2, 3, when <0 > 1. From the Routh–Hurwitz criteria,
a1a2 needs to be greater than a3 for all the roots of the polynomial P (ζ) to be
negative or have negative real parts. Let Λ = a1a2 − a3. Then

Λ = τ(ρ+ γ + τ)

[
ρ+ γ +

µ2γρ ln(<0)

ρµ3 + γµ2

]
− γρτ ln(<0)

=
τ

ρµ3 + γµ2

[
(ρ+ γ + τ)(ρ+ γ)(ρµ3 + γµ2) + (ρ+ γ + τ)µ2γρ ln(<0)

−γρ ln(<0)(ρµ3 + γµ2)

]
=

τ

ρµ3 + γµ2

[
(ρ+ γ + τ)(ρ+ γ)(ρµ3 + γµ2) + γρ ln(<0)[µ2(ρ+ τ)− ρµ3]

]
.

For Λ > 0 we need

H = (ρ+ γ + τ)(ρ+ γ)(ρµ3 + γµ2) + γρ ln(<0)[µ2(ρ+ τ)− ρµ3] > 0.

Hence, the EE is locally asymptotically stable if and only if H > 0.

Let µ∗3 =
µ2(ρ+ τ)

ρ
. When µ2(ρ+ τ)− ρµ3 ≥ 0 (i.e. µ3 ≤ µ∗3), we have H > 0.

When µ3 > µ∗3, for H > 0 the following inequality needs to be satisfied

γρ ln(<0) <
(ρ+ γ + τ)(ρ+ γ)(ρµ3 + γµ2)

ρµ3 − µ2(ρ+ τ)
. (8)

Using <0 =
βSe−αT0

γ
, we solve β from (8) and obtain β < β∗, where

β∗ =
γ

S
e(ρ+γ+τ)(ρ+γ)(ρµ3+γµ2)/[γρ(ρµ3−µ2(ρ+τ))]eαµ1S/τ . (9)

We consider β∗ as a function of µ3. It is easy to show that β∗ → +∞ as µ3 → (µ∗3)+,

where µ∗3 =
µ2(ρ+ τ)

ρ
. As µ3 → +∞, β∗ → β2 > β1, where

β2 =
γ

S
e(ρ+γ+τ)(ρ+γ)/(γρ)eαµ1S/τ and β1 =

γ

S
eαµ1S/τ .

Therefore, we show that the EE is locally asymptotically stable if (1) µ3 ≤ µ∗3
or (2) µ3 > µ∗3 and β < β∗. When β > β∗, the EE is unstable. These results are
illustrated in Figure 2. This finishes the proof of Theorem 3.2.

The function β = β∗(µ3) defines a curve in the (β, µ3) plane (Figure 2). Below
the curve, the endemic steady state is locally asymptotically stable when it exists.
Above the curve, the endemic steady state is unstable. The following theorem shows
that a Hopf bifurcation occurs when β increases and the curve β∗(µ3) is crossed.
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Theorem 3.3. A Hopf bifurcation occurs when β increases and the curve β∗ is
crossed, where β∗ is defined in Eq. (9).

Proof. All the coefficients of the third degree characteristic polynomial (6) are
positive. Therefore, there are no positive roots of the polynomial and there exist at
least one negative root. Suppose P (ζ) has a real root x and a pair of complex roots
a± bi, where x < 0, and a, b ∈ R. We have

P (ζ) = (ζ − x)[ζ − (a+ bi)][ζ − (a− bi)]
= ζ3 − (2a+ x)ζ2 + (a2 + b2 + 2ax)ζ − x(a2 + b2). (10)

Comparing with Eq. (6), we get

a1 = −(2a+ x), a2 = a2 + b2 + 2ax, a3 = −x(a2 + b2),

where ai, i = 1, 2, 3, are given in Eq. (7).
We are interested in possible sustained periodic oscillations. Thus, we explore

the case when P (ζ) = 0 has a pair of purely imaginary roots; i.e., a = 0. In this
case, we have

a1 = −x, a2 = b2, a3 = −xb2.
Thus, a1a2 = a3, which leads to β = β∗, as shown in the proof of Theorem 3.2.
Therefore, the occurrence of a pair of purely imaginary roots corresponds to the
threshold curve β = β∗.

To see how the real part of the eigenvalues a ± bi changes its sign, we check
the transversality condition of the Hopf bifurcation. Substituting a + bi into the
characteristic equation (6), we have

P (a+ bi) = 0.

Thus, Re[P (a + bi)] = 0, where Re denotes the real part of a complex number.
Calculating Re[P (a+ bi)], we have

R = Re[(a+ bi)3 + a1(a+ bi)2 + a2(a+ bi) + a3]

= a3 − 3ab2 + a1a
2 − a1b

2 + a2a+ a3 (11)

= 0.

From (7), we know that both a2 and a3 depend on β because <0 contains β. Thus,
R is a function of a and β. Therefore, R(a, β) = 0 defines an implicit function a(β)
with the independent variable β.

Differentiating R with respect to β, we have

∂R

∂β
= 0,

which leads to
∂R

∂a

∂a

∂β
+
∂R

∂β
= 0.

Thus,
∂a

∂β
= −∂R

∂β
/
∂R

∂a
.

Next, we determine the sign of
∂a

∂β
along the curve β = β∗. Noticing that in Eq.

(11) only a2 and a3 depend on β, and that a = 0 and a2 = b2 on the curve β = β∗,



IMPACT OF TWITTER ON INFLUENZA 1345

we have

∂R

∂β

∣∣∣∣
β=β∗

=

(
a
∂a2

∂β
+
∂a3

∂β

)∣∣∣∣
β=β∗

=
∂a3

∂β

∣∣∣∣
β=β∗

=
γρτ

β∗
> 0

and
∂R

∂a

∣∣∣∣
β=β∗

= 3a2 − 3b2 + 2a1a+ a2

∣∣
β=β∗ = −2b2 < 0.

Thus, we have

∂a

∂β

∣∣∣∣
β=β∗

= − ∂R

∂β
/
∂R

∂a

∣∣∣∣
β=β∗

> 0.

This shows that when β increases and crosses the curve β = β∗, a Hopf bifurcation
occurs. This completes the proof of Theorem 3.3.

The results in Theorems 3.2 and 3.3 are summarized in Figure 2. The biological
explanation of these results is as follows. When the transmission rate (β) is small,
the infection cannot be established and the disease-free steady state is stable. For
a large β, when the rate of tweeting (µ3) by infectious people is small, the endemic
steady state is stable whenever it exists. This is expected because a small tweeting
rate generates a small number of tweets, which have less media effect on reducing
the transmission rate. Thus, the infection can be established and the endemic
steady state is stable. As the tweeting rate µ3 increases, the influence of media
also increases, which reduces the disease transmission and undermines the stability
of the endemic steady state. When the curve β = β∗(µ3) is crossed, a threshold
condition between the transmission rate and the media influence is reached. In this
scenario, increasing I generates more tweets, which reduce E and thus reduce I. On
the contrary, reducing I generates few tweets, which increase E and thus increase
I. This leads to a periodic system.

In the above model and analysis, we assume that the number of susceptibles
remains at a constant level. The number of susceptibles may be significantly reduced
due to infection. If we ignore the natural birth and death of susceptibles during an
epidemic, the dynamics of S(t) can be described by the following equation

d

dt
S(t) = −βISe−αT . (12)

The remaining equations are the same as Eq. (1). The new model has two possible
steady states: one is trivial (all the variables are 0) and the other is the disease-
free equilibrium (S0, 0, 0, µ1S0/τ), where S0 is the initial value of susceptibles. The
analysis of the second steady state is almost the same as our above analysis for the
disease-free equilibrium.

4. Numerical results. We choose some parameter values on the basis of available
data. The incubation time for the 2009 H1N1 influenza pandemic was reported to
be between 2 and 10 days with a mean of 6 days [8, 34]. Thus, we assume that
people in the exposed group move to the infectious class at a rate ρ = 1/6 day−1.
The infectious period was estimated to be between 4 and 7 days with a mean of
5 days [28, 34]. Thus, we choose the recovery rate to be γ = 0.2 day−1. The
susceptible population size S is set to 1 million and initially 10 people get exposed
to the disease [34]. The other parameters are chosen to illustrate the theoretical
results. In the next section, we will fit model predictions to some surveillance and
Twitter data and estimate parameter values based on the fitting.
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Figure 3. The endemic steady state of model (1) is stable for
parameter values satisfying the conditions in Theorem 3.2. The
parameter values are β = 1.6× 10−6 person−1day−1, µ1 = µ2 = 0,
µ3 = 0.2 day−1, τ = 0.2 day−1, α = 9.1 × 10−5 tweet−1, ρ = 1/6
day−1, and γ = 0.2 day−1.
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Figure 4. The system (Eq. 1) converges to a sustained periodic
solution for parameter values satisfying the conditions in Theorem
3.3. The parameter values are β = 8.1 × 10−5 person−1day−1,
µ1 = µ2 = 0, µ3 = 0.2 day−1, τ = 0.1 day−1, α = 0.001 tweet−1,
ρ = 1/6 day−1, and γ = 0.2 day−1.

In Figures 3 and 4, we perform numerical simulations to illustrate the results
showed in Theorems 3.2 and 3.3. For simplicity, we assume µ1 = µ2 = 0 and
µ3 > 0; i.e., only infectious individuals report or tweet about influenza as they
are more likely to share the disease status with their followers on Twitter. We
demonstrate that the endemic steady state of the model is stable (Figure 3) with
the parameter values satisfying the assumption in Theorem 3.2. The numbers of
exposed and infectious individuals and the number of tweets converge to their steady
states after damped oscillations. In Figure 4, we show that the system converges to a
sustained periodic solution. In both simulations, the peak of infectious individuals
appears earlier than the peak of tweets. This is not surprising because tweets
self-reporting disease are assumed to be generated by infectious people. In reality,
disease outbreaks according to the influenza-like illness data are usually 1 to 2 weeks
later than the real-time assessment provided by Twitter [48]. This time delay may
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Figure 5. Simulation of the model that includes time-varying sus-
ceptibles (Eq. 12). The parameter values are the same as those in
Figure 3.

be due to the time needed for data collection and processing. We will account for
this time delay when fitting model predictions to surveillance and Twitter data in
the next section.

To demonstrate the effect of time-varying susceptibles on the disease dynamics,
we perform a simulation of the model that includes the dynamics of susceptible (Eq.
12) and plot the dynamics in Figure 5. We choose the initial value of susceptibles to
be 1 million, which is the same as the number of susceptibles fixed in model (1). The
other parameter values and initial conditions are the same as those in Figure 3. As
expected, the number of susceptibles is reduced substantially during the simulation
over 1 year (Figure 5). Exposed individuals, infectious individuals and tweets in
the early stage have similar dynamics to those predicted in Figure 3 but have a
lower level because of a reduced number of susceptibles (Figure 5). Eventually the
disease is predicted to die out. This is in agreement with the theoretical result.

We also evaluate the influence of Twitter on the dynamics of the disease. We
compare the dynamics of infectious individuals when exposed individuals (Figure
6A) or infectious individuals (Figure 6B) post on average 0.5, 1, or 2 tweets about
the disease per day. The simulation shows that the more tweets posted per day,
the lower infectious cases. Changing the number of tweets posted per day does not
affect the time when the epidemic reaches the peak. In Figure 6C, we compare the
dynamics with different rates at which tweets reduce the disease transmission rate.
Increasing this rate significantly reduces the spread of the disease. In Figure 6D,
we study the dynamics assuming tweets become outdated after 10, 5, and 2 days
(τ = 0.1, 0.2, and 0.5 per day, respectively). A longer effect of tweets significantly
reduces the number of infectious cases.

In Figure 7, we compare the dynamics of infectious individuals between three
cases: all susceptible (dotted line) or exposed (dashed line) or infectious (solid line)
people post 1 tweet about the disease per day. We found that the epidemic is
significantly suppressed if only susceptible people tweet about the disease. This is
not surprising because the fixed number of susceptible people is much larger than
the other population groups considered in this model. It also shows that the disease
cannot be well controlled if only the infectious people with symptoms tweet about
flu on the social networking site.
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Figure 6. The effect of tweet-related parameters on the dynamics
of infectious individuals. The parameter that varies is indicated in
each figure and the remaining parameter values are the same as
those in Figure 3.
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Figure 7. The effect of tweets posted by different population
groups on the disease dynamics. The other parameter values are
the same as those in Figure 3.

5. Comparison with surveillance and Twitter data. The surveillance data of
flu were retrieved from the UK Health Protection Agency, which provides weekly
reports on the influenza-like illness (ILI) consultation rate for England and Wales,
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Figure 8. The flu and tweet data collected by Szomszor et al. [48].
The red square points represent the influenza-like illness consulta-
tion rate and the blue circle points represent the percentage of
tweets that are self-reporting flu between May and December 2009.

Scotland, and Northern Ireland. Szomszor et al. [48] collected about 3 million tweets
between May and December 2009 from the same area. They filtered each tweet and
searched for phrases that indicate the user may have the flu. These phrases include
“have flu”, “have the flu”, “have swine flu”, and “have the swine flu” in present and
past tenses. With this information, they calculated the percentage of tweets that
were self-reporting flu each day in the investigation period. In Figure 8, we showed
the data of the ILI consultation rate in England and Wales, as well as the the
percentage of tweets self-reporting flu in 2009. Although some users who posted flu
tweets may not have flu, the cross-correlation between tweets and the surveillance
data suggested a strong correlation between them [48]. We will compare our model
predictions with both the tweet and surveillance data showed in Figure 8.

Because the tweet data are given as the percentage of tweets self-reporting flu,
we let µ1 = µ2 = 0 and µ3 > 0; i.e., only infectious individuals are tweeting
reporting their disease. In addition, only the percentage of tweets reporting flu and
the clinical rate per 100,000 are available. Thus, we used two positive constants,
c1 and c2, to rescale T and I in our model to the percentage of tweets and clinical
rate, respectively. Further, there is usually a 1–2 week delay between the time
when a patient is infected and the moment when the data become available in ILI
reports. Therefore, we compared c1T (t) with the tweet data and c2I(t − σ) with
the surveillance data at time t, where σ represents the 1–2 week delay mentioned
above. Lastly, because of the relatively large magnitude of the flu data (clinical rate
per 100,000; see Figure 8) compared with the percentage of tweets self-reporting flu,
we divided the flu data values by 10 and rescaled them to clinical cases per 10,000.
After this rescaling, all the flu data values are between 0 and 16, comparable to the
tweet data. Therefore, equal weights for both tweet and flu data were employed in
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Figure 9. Data fits of model (1) to the Twitter data (the upper
panel) and the flu data (the lower panel). Parameter values on the
basis of the fits are β = 3.7×10−5 person−1 day−1, µ3 = 0.8 day−1,
τ = 0.05 day−1, γ = 0.9 day−1, ρ = 0.09 day−1, α = 4.5 × 10−6

tweet−1, c1 = 7.3× 10−6, c2 = 7.2× 10−5, and the delay σ is 12.7
days.

data fitting. Using different weights generates a similar fit, although the estimates
of parameter values are slightly different.

Using model (1), we fit c1T (t) to the tweet data and c2I(t−σ) to the surveillance
data simultaneously. For the ease of illustration, we presented the fits in two panels
in Figure 9. The upper panel shows the fit to the tweet data and the lower panel
shows the fit to the surveillance data. The model can capture the peaks of both
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Figure 10. Data fits of the model including time-varying suscep-
tibles (Eq. 12) to the Twitter data (the upper panel) and the flu
data (the lower panel). Parameter values on the basis of the fits
are β = 2.6 × 10−6 person−1 day−1, µ3 = 0.2 day−1, τ = 0.02
day−1, γ = 0.18 day−1, ρ = 0.38 day−1, α = 1.1 × 10−5 tweet−1,
c1 = 3.3× 10−5, c2 = 1.8× 10−4, and the delay σ is 13.8 days.

infectious cases and tweets self-reporting flu, although it predicts more oscillations
than the observation. Parameter values on the basis of the fit are given in the
caption of Figure 9. The time delay between the disease outbreak and the ILI
report, σ, is estimated to be 12.7 days, which agrees with the empirical estimate.
The initial flat phase in the prediction of flu in the lower panel is due to this time
delay. The initial decrease in the number of tweets predicted in the upper panel is
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because of the low level of infectious cases. Many tweets become outdated before
infectious people post messages about their disease on Twitter.

We also fit the model that includes the dynamics of susceptibles (Eq. 12) to
the same tweet and surveillance data (Figure 10). The fits are similar to those in
Figure 9 but has less oscillations. The parameter estimates based on the fitting are
different. We cannot determine which fit is better from the statistical viewpoint.

6. Conclusion and discussion. Although the ILI data are useful in studying
influenza epidemics, they are associated with a high cost and a slow reporting time.
Tracking and predicting the outbreak of infectious diseases has recently become
possible on the basis of internet activities. Ginsberg et al. [18] showed that the level
of influenza activity in a region can be estimated using the proportion of flu-related
queries submitted to the Google search engine over the same time period. Social
networking sites like Twitter have also served as excellent platforms for providing
timely and more descriptive information about the disease. Symptoms and disease
status reported by Twitter users could be useful in detecting and even predicting
the outbreak of the disease [11].

Several studies have investigated the relationship between Twitter messages and
the ILI data. A good example is the 2009 H1N1 influenza outbreak. Approximately
3 million tweets containing the term “flu” between May and December 2009 were
collected to determine the spread of the infection [48]. A simple comparison of
tweets with the weekly rate of ILI consultation measured by the UK Health Pro-
tection Agency revealed a strong correlation between the number of tweets and flu
cases. Similarly, Signorini et al. used flu-related tweets to predict the ILI cases
reported by the CDC [42]. They analyzed over 4 million tweets containing various
flu-related terms from October to December in 2009 and found a similarity between
the tweet pattern and CDC reports. In another study [9], over 2 million tweets
containing the terms “swine flu”, “swineflu”, or “H1N1” were archived between
May and December in 2009. Topic-related tweets increased from 8.8% to 40.5% in
the meantime. Content analysis indicated that tweet data correlated well with the
H1N1 incidence data reported by the World Health Organization. There is some
other related work in the literature [2, 4, 11, 22]. These results highlight Twitter’s
role as an informational tool that can be used for real-time content analysis and
knowledge translation research.

The aim of this study is to assess how the messages posted on Twitter can
influence public risk perception and influenza epidemics. We developed a simple
mathematical model which explicitly includes the dynamics of tweets. We assumed
that the transmission rate of flu between individuals is reduced because of the be-
havior change caused by reading tweets about flu. We defined the basic reproductive
ratio <0 and showed that it plays an important role in determining the stability
of the steady states of the model. Specifically, the disease-free steady state of the
model is globally asymptotically stable when <0 < 1. The endemic steady state
is locally asymptotically stable when the transmission rate is less than a thresh-
old value. When the threshold is crossed, a Hopf bifurcation occurs (see Figure
2) and sustained periodic solutions appear. Numerical simulations of the model
illustrated our theoretical results. Sensitivity tests on a few parameters related to
tweets, such as the impact of tweets on reducing the infection force and the rates
at which exposed and infected individuals tweet about influenza, show that Twitter
can greatly influence the emergence and spread of the disease. Before the solution



IMPACT OF TWITTER ON INFLUENZA 1353

of the model converges to the endemic steady state, there exhibit damped (or even
periodic) oscillations. This suggests the possibility of multiple outbreaks of flu dur-
ing an epidemic season. The periodicity of the disease may also be caused by cycles
of Twitter like other news media. If the decline of susceptibles due to infection
is taken into account, then the disease is predicted to die out after a few damped
oscillations (Figure 5).

We also compared the modeling predictions with both the tweet and surveillance
data during the 2009 H1N1 outbreak [48]. We found that the model can capture
the peaks of both the percentage of tweets self-reporting flu and the surveillance
data given by the ILI consultation rate. Because we only have data on tweets that
self report flu, we assume only infectious people post their flu status on Twitter
in data fitting. With this assumption, we find the peak of tweets emerges later
than the peak of infectious people. This is expected because tweets are assumed to
be generated by these infected people. In the simulation, even when we choose a
large rate µ1 (the rate at which susceptible people tweet about flu), we still predict
that the two peaks appear at approximately the same time. Because the peak of
flu-related tweets is usually one to two weeks earlier than the outbreak of influenza
reported by the national surveillance data, it was thought that Twitter might be
used as an early warning detection system [48]. Our results suggest that this may
not be true. The time delay between Twitter messages and national ILI data is
because of the time needed for data collection and processing. Thus, Twitter can
serve as a good real-time assessment of the current epidemic condition rather than
an early warning detection system. However, tweet data may be used to compensate
for the lack of surveillance data and also help predict flu trends ahead of the report
by public-health authorities.

It should be noted that Twitter users are only a subset of susceptibles. However,
the model is still valid because the transmission rate (β) and the generation rate
(µ1) of tweets by susceptibles can be assumed to have already included the ratio
of susceptibles who use Twitter to all the susceptibles. In the model, we also
ignored the natural death and birth rate of susceptibles. This assumption may not
be valid if the duration of an epidemic is long [30]. We have included a case of
declining susceptibles due to infection in Eq. (12). The model can be extended
to include a more complicated equation for susceptible people [10, 44]. Whether
the modeling predictions are the same remains to be investigated. In addition, we
used an exponential term to describe the effect of Twitter messages on reducing
the transmission rate. This has been usually used to model the impact of media
on the dynamics of infectious diseases. Some other ways were also used to describe
this effect. For example, a linear combination of I(t) (infectious people) and its
derivative was used in the exponential term in that either the number of cases or a
significant change in the number of cases may affect the media coverage and change
the transmission rate [44]. In another study [45], a saturation function (proportional
to I(t)/[C + I(t)] where C is the half-saturation constant) was subtracted from
the transmission rate to take into account the saturation effect of media coverage
on disease spread. Lastly, we did not consider the possible differences in Twitter
users from different age groups in the model. An age-based flu prediction analysis
indicates that, for most regions, Twitter data best fit the age groups of 5–24 and 25–
49 years, correlating well with the fact that they are likely the most active user age
groups on Twitter [2]. Incorporating different age groups and geographical factors



1354 KASIA A. PAWELEK, ANNE OELDORF-HIRSCH AND LIBIN RONG

into the model may provide more insights into the effect of Twitter on influenza
epidemics.

In summary, we show that social networking tools such as Twitter may have
substantial influence on the dynamics of influenza virus infection during an epi-
demic season. It is crucial to educate the public through social media about non-
pharmaceutical interventions that can reduce the probability of becoming infected.
Although Twitter may not serve as an early warning system, it can provide a good
real-time assessment of the current disease condition ahead of public-health author-
ities. This will provide more time for various interventions to contain the epidemic
or pandemic.
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