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Abstract. The cell cycle is regulated by a large number of enzymes and tran-

scription factors. We have developed a modular description of the cell cycle,

based on a set of interleaved modular feedback loops, each leading to a cyclic
behavior. The slowest loop is the E2F transcription and ubiquitination, which

determines the cycling frequency of the entire cell cycle. Faster feedback loops

describe the dynamics of each Cyclin by itself. Our model shows that the cell
cycle progression as well as the checkpoints of the cell cycle can be understood

through the interactions between the main E2F feedback loop and the driven

Cyclin feedback loops. Multiple models were proposed for the cell cycle dy-
namics; each with differing basic mechanisms. We here propose a new generic

formalism. In contrast with existing models, the proposed formalism allows

a straightforward analysis and understanding of the dynamics, neglecting the
details of each interaction. This model is not sensitive to small changes in the

parameters used and it reproduces the observed behavior of the transcription
factor E2F and different Cyclins in continuous or regulated cycling conditions.
The modular description of the cell cycle resolves the gap between cyclic mod-

els, solely based on protein-protein reactions and transcription reactions based
models. Beyond the explanation of existing observations, this model suggests

the existence of unknown interactions, such as the need for a functional inter-

action between Cyclin B and retinoblastoma protein (Rb) de-phosphorylation.

1. Introduction. Eukaryotic intracellular dynamics are mediated by many dif-
ferent molecular components (e.g. proteins, metabolites, RNA, etc.). Each such
component operates at different rates and often in different locations and condi-
tions. The classical attitude of cellular mechanism analysis is the detection of all
the molecular components involved in the process and construction of a “wiring dia-
gram” showing who affects whom [36]. The dynamics resulting from such a diagram
can be intuitively understood as long as the diagram does not contain interleaved
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feedback loops. Once multiple feedback loops are involved, a more quantitative de-
scription is required. In such cases, the dynamics are often studied using Ordinary
Differential Equations (ODE)1. An ODE-based methodology has been successful for
simple cases containing a limited number of components and a limited number of
feedback loops [40, 79]. In more complex situations, such as the cell cycle studied
here, a more abstract description may be required, maintaining the mathematical
description of the different interactions but relaxing the constraint for a precise nu-
merical quantitative value for the concentration of each molecular component. We
propose such a method to study the cell cycle regulation and show that direct and
precise molecular conclusions can be derived from it. A large number of different
models were previously built, each explaining some of the cell cycle properties [7].
Most such models contain a large number of parameters (in some cases more than
a hundred). Some models are highly detailed while others are minimalist schemes
[70, 57]. The existence of so many different models highlights the limits of classi-
cal modeling focused on the time course of different molecules. We here propose
an alternative, putting the focus on the interplay between feedback loops and not
the proteins inside each feedback loop. This attitude provides a mechanistic un-
derstanding of the cell cycle that is not sensitive to the details of the molecular
interactions. The cell cycle contains interleaved feedback loops. It affects and must
synchronize a large number of intracellular elements. It requires the buildup of new
molecules within the cell and the associated increase in its mass and volume. At the
same time it requires the cells rapid division into two almost equally sized daughter
cells. Finally, all chromosomes must be doubled [13]. This complex mechanism is
orchestrated by several proteins. Knock-out experiments were performed on most
of these proteins. In almost all cases, some sort of cell division was observed. The
cell cycle has four main stages: In G1, cell growth occurs through RNA transcrip-
tion and protein translation; in S, DNA synthesis and chromosome duplication take
place; in G2, the cell continues to produce new proteins and grows in size; finally,
in M, chromosomes segregate and cell division ends the cycle. The concentrations
or the number of molecules and therefore the cell mass is inherent to the cell cycle
dynamics and is not solely dictated by an external mechanism [8]. Four families of
Cyclins (D, E, A and B) combined with four types of CDKs (CDK4/6, CDK2 and
CDK1) and the CKIs, Cyclin/CDKs Inhibitor families (the CIP/KIP family e.g.
p21 and p27; and the INK4 family e.g. p16 and p19) are strongly associated with
the mammalian cell cycle and its regulation. The cyclin/CDK complexes operate in
an orderly manner and distinct cyclin/CDK complexes are active in different stages
of the cell cycle. Specifically cyclins D/CDK4,6 function in G1; cyclins E/CDK2
functions in late G1 and early S; cyclin A/CDK2 in S phase; cyclin A/CDK1 in S
and G2 and lastly cyclin B/CDK1 at the M phase. The cell cycle is also regulated by
the CDC25 phosphatases, members of the ubiquitin system (mainly SCF and APC)
and transcription factors (E2F, Myc and p53). Other proteins from the pocket pro-
tein family (pRB, p107 and p130), a repressive cofactor to the E2F family, are also
known to affect the cell cycle [77, 53, 1, 26]. Most of these proteins have been shown
to be replaceable in the cell cycle dynamic. KO experiments have shown that Cyclin

1The following abbreviations are used in the text Ko-Knock-Out,CKI Cyklin Kinase Inhibitor,
CDK Cyclin Dependent Kinase,ODE ordinary differential equation, TF Transcription Factor,
CDC25- Cell Division Cycle 25, CAK- Cdk-activating kinases ,SCF- Skpl-cullin-F-box-protein

complex,APC- Anaphase-Promoting Complex/Cyclosome, CB- Cyclin Box, EB E2F Box,Skp2- S-
phase kinase-associated protein 2, Rb-RetinoBlastoma, TFBS- Transcription factor binding site.
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D [65, 66], Cyclin E1 and Cyclin E2 [65, 18, 62, 71], CDK2 [71, 4], Cyclin A1, Cyclin
B2 [6], CDK4/6 [43], p27 [49, 37], p21 [72, 9, 31],CDC25B-C [63], Skp2 [37], and Rb
[30] can be removed without preventing continuous cell division. Some components,
however, such as CDK1 [64], Cyclin A2 [48] and Cyclin B1 [6] are essential for the
cell cycle and cannot be replaced. Furthermore, combined deletion of E2F 1, 2 and
3 prevents cell cycle progression, at least in some settings [83]. These experiments
reveal that there are several proteins/activities that can be categorized as a must
in the simplest cyclic dynamic, while other proteins are important, yet not essential
for the minimal periodic behavior. We model here only the Cyclins, CDKs, CKIs,
transcription factors and E3 Ubiquitin ligases. Many other proteins are involved
in the cell cycle, but those are either downstream the signaling cascade or only
affecting the cell cycle in special situations (e.g. stress) and are ignored in the cur-
rent analysis. The proposed model is modular and includes all the above mentioned
components and checkpoints of the cell cycle. The model is based on a slow negative
feedback loop between a transcription factor and an ubiquitin ligase. This feedback
loop represents the balance between protein, transcription and degradation. By it-
self, such a feedback loop would lead to a stable steady state, but if a faster positive
feedback loop is coupled to it, a cyclic behavior is obtained. We have previously
shown that a minimal model, composed of a positive feedback loop containing a
transcription factor (TF), Cyclins and CDKs, accompanied by a negative feedback
loop of the same TF with other Cyclins and E3 ubiquitin ligases can induce robust
oscillations [38]. Similar dynamic structures (coupled feedback loops with TF and
Ubiquitin ligases) play an important role in diverse cellular processes, including cell
cycle regulation, signal transduction and the circadian rhythm [27, 88, 3]. We here
further develop the analysis of models as a combination of feedback loops to the
interplay between multiple loops. Specifically, we propose a description based on
feedback loops containing a TF (e.g., E2F1) interacting with a set of Cyclins (in
the current context, Cyclin D, E, A and B) and the appropriate CDKs. This model
is further regulated by E3 ubiquitin ligases. A model with such variables can be
studied in detail as a complex system. Here, we will adopt a different attitude and
build a model composed of a set of similar modules. We will assume an internal
module containing a similar dynamic structure for the protein-protein interaction
of each Cyclin with its CDK, CDC25, E3 Ubiquitin ligases, and CKI (with possible
different parameters for each such module). These modules themselves manifest
cyclic behavior as often shown and modeled [20, 60, 16, 76] and assume an external
transcription factor. The general cell cycle is obtained from the interaction of E2F
with these modules and with Ubiquitin ligases. We show that such a description
produces the known cyclic behavior of the cell cycle and its stop-points. The gen-
eral model can be described as a TF interacting with multiple similar modules, each
containing only protein-protein interactions (Cyclin boxes). These Cyclin protein-
protein interactions have been studied extensively. In most studies, the Cyclin box
(CB) contains mainly Cyclins, CDKs, CKIs, different forms of CDC25, and E3
Ubiquitin ligases. The box can be approximately described through the following
well-accepted reactions: An active complex of Cyclin and CDK is created by a series
of phosphorylations and de-phosphorylations by CAK, wee1 and CDC25 [28, 68, 67].
The degradation of Cyclins, CDKs and CKIs occurs primarily through the protea-
some following their ubiquitination. Two known E3 Ubiquitin ligase families affect
cell cycle progression, the SCF and the APC. These families control the degradation
of Cyclins and other cell cycle elements [56, 5, 50, 46, 19, 80, 35]. CDK inhibitor
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(CKI) also acts as a negative regulator of active Cyclin/CDK complexes. The Cy-
clin/CDK/CKI complex is degraded/dissociated following phosphorylation by the
active Cyclin/CDK complex [45]. The degradation/dissociation of this complex
frees the bound Cyclin/CDK, thereby activating it and forming another positive
feedback loop [60]. It is here assumed that the protein synthesis rates and total lev-
els of CDK are not a limiting factor for the activity of the cyclin/CDK complex [67].
We will use these very basic interactions to form the CB. Most elements included
in the CB fluctuate. Gene expression experiments have shown the cyclic behavior
of Cyclin, CDK and CKI [82, 69, 33, 34] with proteins and mRNA transcripts vary-
ing on a scale of 4-5 orders of magnitude (e.g. [69, 85]). Most, albeit not all, of
the mammalian E3 ubiquitin ligase elements have been proved to fluctuate during
cell cycle. This behavior results from a combination of synthesis, degradation and
phosphorylations and is true for both APC [56, 58, 81, 15, 86], and F-box proteins
[10, 87, 90, 39].Some mammalian E3 ubiquitin ligase have been not been proved
to cycle yet (e.g., fbxw7). We assume here their periodic expression, similarly to
other ligases (e.g., Skp2). Many different realizations of the Cyclin Box can mathe-
matically lead to cyclic behavior; different mathematical descriptions can generate
different dynamics. Moreover, simplification or expedition of the same box can also
change the system dynamic [38, 20, 60, 16, 76, 75, 29]. In the results presented here,
we make further simplifications for the sake of the presentation simplicity. These
simplifications do not affect the results (supplementary files: Figure 2). We assume
that each CB does not interact with other CBs. This is true for most Cyclins, with
some minor exceptions, such as the mutual effect of Cyclin A box and Cyclin B [22],
the presence of elements which may be common to multiple boxes (e.g., p21 and
p27), and the common effect of ubiquitin ligases on multiple boxes (e.g., SCF and
APC) [56, 78, 2]. These missing interactions can create time correlations and limit
the flexibility of the full system [42]. An important advantage of this box model is
the possibility of replacing one box with another or exchanging components between
boxes to understand recent experimental results. It has been shown, for example,
that Cyclin E can replace Cyclin D after the replacement of their promoters [17].

2. Results. The cell cycle dynamics can be simplified and studied dynamically by
identifying a two-level hierarchy of slow and fast time scales. The first level repre-
sents the slow dynamics based mainly on gene transcription and protein destruction
[38]. The second level is a more detailed molecular model, taking into account both
slow and fast dynamics. This second level is constructed to explain not only the
cyclic behavior but also the different stopping points of the cell cycle (e.g., G1/S,
G2/M, senescence). It is a modular expansion of each feedback in the first level
into a distinct module. In the present case the interactions composing the first level
abstract model are transcription factors (e.g. E2F) accumulation and degradation.
We label this sub-network as the E2F box (EB). The more detailed model is an
expansion of the accumulation and destruction of E2F to include the dynamics
of a set of CBs, each representing the interaction of E2F with one of the Cyclins
(A, B and E) and the protein-protein interaction of these Cyclins. Note that the
slow rates of the EB and the fast dynamics of the CB have dynamic consequences.
While the CBs can cycle by themselves, the main E2F cycle (representing the full
cell cycle length) is dictated by the slower dynamics of the E2F cycle. The CBs
(with the fast dynamics) synchronize with the E2F box (with the slow dynamics)
and induce combined dynamics describing the entire cell cycle. The CB has a much
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faster dynamic than the EB, since there are only protein-protein interactions in the
CBs, while the EB contains gene transcription and protein degradation. We first
study the faster CB dynamics and then describe how they can all be merged in the
context of the EB (Figure 1).

Figure 1. Combination of Cyclin Boxes modules. Three CB mod-
ules are used in the current analysis. The first CB to be activated
by E2F is the Cyclin E CB, which closes a positive feedback loop
with E2F through the decomposition of the Rb/E2F complex. The
second CB to be activated is Cyclin A, which reduces the total
E2F concentration by sending E2F to ubiquitination. The Cyclin
A CB closes a negative feedback loop with E2F. The last CB to be
activated is the Cyclin B CB, which also inhibits E2F through the
enhancement of the E2F/Rb complex formation rate. Note that
the last assumption has no direct experimental backing. We fur-
ther assume a self activation process of E2F leading to an increase
in E2F that is independent of the CBs. We did not model explicitly
Cyclin D in the current analysis.

2.1. CB model. Based on the CB molecular interactions discussed in the intro-
duction, we formulate a simple modular box containing only four elements (Cyclin,
CDK, CKI and Ubi) which can be qualitatively described by four ODEs (Eq.1).
In order to obtain an abstract model of the Cyclin dynamics, we simplify the in-
teractions of the known network. We assume a constant external creation for all
elements as well as a constant self-destruction for x2 and x3 (Eq.1). We do not
explicitly model a natural decay for x1, since it does not affect the feedback loops
determining the model dynamics. This is equivalent to assuming a slow degradation
rate compared with the ubiquitinization rate. The inclusion of such natural decay
terms does not affect the results. We further assume a mutual positive feedback
between Cyclin (x1) and CDC25 (x2) and a mutual negative regulation of Cyclin
(x1) and CKI (x4), based on the rapid formation of a complex and its slow destruc-
tion. Note that the destruction of the Cyclin/CDK/CKI complex requires multiple
phosphorylation steps of CDC25 and CKI and can thus be safely assumed to be
slow [47, 51]. The last interaction included in the CB is the direct destruction of
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Cyclin (x1) by an ubiquitination-mediated degradation (x3) [56, 5, 46]. Different
ubiquitination components also destroy the other elements of the current system,
but only the active form of the ubiquitin destroying the Cyclin is known to cycle
and has therefore been included in the current model. This sub-network is similar
among different Cyclins and can thus be defined as a modular unit. We present
here the analysis of this unit. The model is obviously a simplification of the CB; it
can be replaced by any other similar model, such as the ones proposed by [60] or
[16] without significantly affecting the results.

x′1 = P1 − P2x1x3 + P3x1x2 − P12x1x4 (1)

x′2 = P9 + P4x1 − P5x2

x′3 = P8 + P6x1 − P7x3

x′4 = P10 − P11x1x4 − P13x4

x1= cyclin,x2= cdc25,x3= ubiquitin,x4= cki

The CB dynamics can be a limit cycle, a stable fixed point or an unstable one, each
covering wide regions in parameter space. At the biological level, this can repre-
sent unlimited cell division or arrest of the cell cycle. A typical periodic behavior
can be seen in the numeric solution of Eq.1 (Figure 2-A). For most parameters,
the dynamics of the CB is robust to large parameter changes over a wide range of
parameters (e.g. Figure 2-B and in supplementary files: Table 1 and Figure 1)).
Note that Intracellular molecule numbers can be computed in two ways. One can
either compute the total protein copy number in the cell, which is approximately
divided by a factor of 2 when the cell divide, or one can treat the number of proteins
per unit volume in the cell. In such a case, this number is slowly diluted when the
cell grows, but it is not affected by the cell division. The second approach seems
more appropriate for mass-action formalism, since the mass-action rate constants
represent the interaction probability within a given volume. In the equations used
here a constant decay was assumed for most parameters. This decay is assumed
to include the dilution due to cell size growth. Robustness to parameter variation
is essential in cell cycle modeling. The same type of cell cycle mechanism operates
in all eukaryotes (e.g., fission yeast [53], budding yeast [24, 11, 25], and the mam-
malians [36]). The differences in the cell cycle components between different species
obviously affect their interaction rate constants. Moreover, even in different cell
types of the same organism or in the same cell type under different conditions (e.g.,
cell size, temperature, and pH), the interaction rates between proteins can change
widely. These changes often do not affect the cells capacity to divide [43, 74]. Fur-
thermore, the same cycle can occur at different rates (division time) [12, 61, 52].
Thus if a generic mechanism exists for the cell cycle, it should be insensitive to
drastic parameter changes.

2.2. Stopping conditions of a single CB: The functionality of CKI and
CDC25. The eukaryotic cell cycle has a few possible arrest points (stable states)
quiescence, senescence and three main checkpoints the G1, S and G2 checkpoints
[32]. Quiescent cells are induced to reenter the cell cycle by mitogenic stimulation.
We have assumed the existence of such an external signal and therefore focus only
on the two checkpoints of dividing cells. The key regulator of the G1 stage is the
Cyclin D box. The G1/S transition and S phase progression are regulated by the
Cyclin E and Cyclin A boxes, and the G2/M transition is regulated by the Cyclin
A and Cyclin B boxes. For the sake of modularity, we examined the regulation
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capacity of an isolated CB. We studied the stopping conditions set by CKI and
CDC25 and the way in which the CB dynamics vary after concentration changes
in active CKI or active CDC25 or both. This analysis can mimic the behavior
of normal or mutant cells. We also checked the effect of the length of CKI over-
expression time on the probability of resuming cyclic behavior. In all these cases the
model changed its stability from a limit cycle (representing cell division) to another
state (cell death, cell cycle arrest or senescence) (Figure 2-C, supplementary files:
Table 1). The control of the CB (e.g., by p53) can be introduced into our model
as either an increased production of CKI (P3) or an inhibition of CDC25 (P12) or
both. The control mechanism can be simulated through short or long simultaneous
activations of the control unit: up-regulation of CKI protein level (P3 in Eq.1)
and down-regulation of CDC25 protein level (P12 in Eq.1) (P3=1/100, P12=100)
(Eq.1). In the cases of a short activation of the control sub-unit, the cell cycle is
temporarily stopped by either CKI or CDC25 or both and then resumed. In the
case of long activations, over-expression of CKI may induce an irreversible switch
(supplementary files: Table 1 and Figure 2-C). These results correspond to the
observed effect of CKI and CDC25. One can observe the negative feedback of the
ubiquitin E3 ligase on the Cyclin. In the absence of this feedback their dynamics
will always lead to a fixed point. The negative feedback loop is balanced by a
positive feedback loop. The increased CKI or reduced CDC25 expressions upset
the balance between the positive and negative feedback loops and lead to a fixed
point.

2.3. Combination of cyclin boxes to produce full model of cell cycle. Each
CB is actually part of a larger cycle regulated by a TF (in the present case, E2F
1-3). We maintained the modular model by assuming a set of CBs interacting with
an EB. Since each CB has a faster dynamic than the EB, we assume that the slow
EB drives the fast dynamic of the different CBs (Figure 3-A). Before simulating the
entire system, we checked the effect of an external cyclic forcing on a single CB. This
cyclic forcing represents the effect of the E2F modulation on the CB. We replaced
the constant activation term P1 by a cyclic function P1(t). A simple positive forcing

is a set of positive pulses is: P1(t) = A1

n∑
i=1

e−A2(t−ai)
2

(Eq.2 and Figure 3)

x′1 = P1 ·A1

n∑
i=1

e−A2(t−ai)
2

− P2x1x3 + P3x1x2 − P12x1x4 (2)

x′2 = P9 + P4x1 − P5x2

x′3 = P8 + P6x1 − P7x3

x′4 = P10 − P11x1x4 − P13x4

x1= cyclin,x2= cdc25,x3= ubiquitin,x4= cki

The forced CB again has a cyclic behavior, but the cycle is now adapted to the
external forcing, if the forcing is strong enough. This behavior is similar to a forced
oscillator. Interestingly, many previously proposed models used the CB as the
sole source of oscillations. The combined model shows that while the CB indeed
oscillates independently, in reality it may oscillate at an induced frequency and not
at its natural frequency. The different CBs share the same transcription factor,
E2F; however, their accumulation and activation are not at the same stage of the
cycle. One way to explain the time lag between the CBs is by the strength of
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Figure 2. A (upper two drawings): Numeric solution for ODE.
Limit cycle behavior produced by the four-variable model described
in Eq.1. A similar behavior is obtained for a large number of param-
eter sets. The upper drawing represents the phase space and the
lower drawing represents the components concentrations as a func-
tion of time. B (central drawing): Parameters space for P1, P8, P9.
In the plane of Cyclin synthesis rate (P1), CDC25 synthesis rate
constant (P9) and CKI synthesis rate constant (P8), stably kinase
activity is the area between the two surfaces. Robust oscillating ki-
nase activity (limit cycle) is the area above the upper surface, while
the other activities are below the lower surface. C (lower two draw-
ings): Simultaneous control activation of CDC25 and CKI This plot
can be divided into three sections: the first is the initiation of nor-
mal cell cycle until a crisis occurs. The second section starts with
the activation of a control sub-unit by stopping the oscillations to a
constant level of concentrations. When (or if) the damage is fixed,
the cell cycle continues with the initial amplitudes. The parameter
set of Figure 2-A are used with the activation of control sub-unit
by P3=1/100, P12=100.
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their regulation by E2F. We examined the coupling of the CBs and the external
forcing (Eq.2) as a function of the E2F induced transcription rate (P1). At very
low transcription level, the CB oscillates at its own period. When the transcription
level is above a minimal level, the CB couples to the external forcing and oscillates
much more slowly (Figure 3-B). Note that in this simplified case the external forcing
period is fixed and not affected by the internal oscillations of the CB.

Figure 3. Cyclic external input to Single CB. A (left drawing):
Schematic plot of CB with cyclic external input to Cyclin. This
input can mimic E2F activity through the cell cycle. The external
input can be applied to other proteins in CB with the same quali-
tative results. B (right drawing): Numeric solution for ODE. Limit
cycle behavior produced by the four-variable model with cyclic ex-
ternal input described in Eq.2. Phase space (upper drawing) and
the variation of concentrations over time (lower drawing) are plot-
ted.

2.4. Box combination location is important. The CBs can be merged to pro-
duce a detailed modular model of the cell cycle (Eq.3 and Figure 1). There are
three CBs: the Cyclin E box (x1= cyclinE,x2= cdc25,x3= ubiquitin,x4= cki), the
Cyclin A box (x5= cyclinA,x6= cdc25,x7= ubiquitin,x8= cki) and Cyclin B box
(x9= cyclinB, x10= cdc25, x11= ubiquitin, x12= cki). Using the stopping condition
of each CB, a combined model can produce all cell cycle stopping points. In order
to allow for a detailed analysis of the model properties, we simplified the interac-
tions to be fully modular, i.e. we assume that each CB operates independently and
that the only interaction between CBs is through the mutual effects of the CB and
E2F (x13) on each other. Although theoretical models backed by experimental data
show that a cycle can occur when the CBs are connected (e.g. the effect of Cyclin
A over Cyclin B through intermediate cdh1 [42]), here we discuss the simplified
situation, without such connections, and show that cyclic behavior can be obtained
in a simplified model. The modularity also implies that all CBs have different
components. For example, while CDK2 is common to the Cyclin A and Cyclin E
boxes, in the present case we only treat the Cyclin/CDK complex as a component.
We explicitly assume that the CKI operating on Cyclin E is different from the one
operating on Cyclin A. This can happen if different phosphorylations are required
for the interaction of CKI with different Cyclins or if multiple CKI operate. This
has not been tested experimentally and it thus remains an assumption. Still, we
have shown numerically that assuming a common CKI does not affect the results
of the model (Eq.4 and Figure 2 both in the Supplementary files:) For CKI and
CDC25, this assumption is of minimal importance, since their active concentrations
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increase/decrease rapidly and are thus probably not affected by their active con-
centration in earlier CBs. This assumption can have significant consequences in the
context of ubiquitin E3 ligases, as will be discussed below. We further assumed that
the internal structure of each CB is identical except for the rate constants, which
can vary among CBs. The CBs are joined through the E2F box. We propose a min-
imal E2F box model producing robust oscillations containing at least one positive
and one negative feedback loop [38]. The most natural negative feedback loops are
either the loss of activity of E2F mediated by Cyclin A (−P15x13x5) (blocking DNA
binding) [84] and by Skp2 (E2F degradation) [44, 23], or a potential involvement of
Cyclin B in the E2F/Rb complex formation (P16x13x9) [59, 73, 41]. The simplest
positive feedback loop is the decomposition of the E2F/Rb complex (x14) mediated
by Cyclin E (P14x1x14). Thus in the short run, Cyclin E raises the active E2F
concentration, while in the long run Cyclin A and perhaps also Cyclin B decreases
the concentration of active E2F, but only Cyclin A induces an irreversible drop in
the concentration of active E2F. The CBs were placed within these feedback loops
to produce a general model of the cell cycle (Eq.3): The equations for the Cyclin
box are:

x′i = kjP1x13 − P2xixi+2 + P3xixi+1 − P12xixi+3 (3)

x′i+1 = P9 + P4xixi+1 − P5xi+1

x′i+2 = P8 + P6xixi+2 − P7xi+2

x′i+3 = P10 − P11xixi+3

i = 1, j = 1 for Cyclin E box, i = 5, j = 2 for Cyclin A box, i = 9, j = 3 for Cyclin
B box. The equations for the E2F box are:

x′13 = P13x13 + P14x1x14 − P15x13x5 − P16x13x9 (4)

x′14 = P16x13x9 − P14x1x14

All boxes are combined through their interaction with E2F (x13). The combination
of the CB and the EB indeed produce a cyclic behavior, with each Cyclin rising at
the appropriate time. Moreover, for a large range of parameters the ratio between
the minimal and maximal amplitudes of the Cyclins is of the order of 1.e3-1.e5,
which fits the experimental RNA transcript levels. The phases of each Cyclin’s
activation are set by the strength of its TFBS (Figure 4-A). One can now wonder
if the robustness of a single CB induces a similar robustness on the global model.
Robustness can have two meanings. In order for the model to represent reality
it must cycle and all Cyclins must appear in the proper order. In order to check
for the robustness of the model, we defined a basic model, where the affinity of
Cyclins E2F TFBS is reduced by a factor of 10 between Cyclin E and Cyclin A
and a factor of 10 between Cyclin A and Cyclin B. For this system, we explicitly
estimated the fixed points of the system, and computed for each fixed point the
Jacobian and its eigenvalues. We then numerically substituted 10,000 different
sets of parameters into the eigenvalues. The initial parameter sets were chosen
from a log-normal distribution centered on (-1), with 4 orders of variability. Only
parameter sets producing a cyclic behavior were then chosen, and their geometric
average is computed. This average was used as the center of the distribution for a
new group of 10,000 parameter sets. The same process was then iteratively repeated.
In large parts of the tested phase space (43%) the cyclic behavior and the order of
Cyclins was maintained.



REGULATION OF MODULAR CYCLIN FEEDBACK LOOPS BY E2F 455

Figure 4. The complete modular model. A (upper drawing): The
numeric solution of the modular system described by Eq.3. The
parameter sets used are: k=[102, 101, 100], P=[ 0.0356, 0.4416,
1.3013, 0.203, 0.5467, 0.6108, 0.2844, 0.1952, 0.7739, 0.2782,
0.4302, 0.1691, 0.02291, 5.6201e-04, 1.4627e-04, 0.24555, 1 0.01].
P12 of the Cyclin B box is smaller than the other two CBs since
it represents lower transcription rate. B (lower drawing): Simul-
taneous control activation of CDC25 and CKI to the modular sys-
tem. Similar to Figure 2-C, this plot can be divided also into three
sections: limit cycle, stable and limit cycle states. The same pa-
rameter sets of Figure 4-A are used with the activation of control
sub-unit by P3=1/100, P12=5.

2.5. Stopping conditions. Another property maintained from the CB to the full
model is the effect of CKI and CDC25 on the stopping conditions. The stopping
conditions of the integrated system were examined when changing CKI and CDC25
level/activity either together (Figure 4-B) or separately (data not shown); and
indeed, changing the level/activity of even one of the CKIs or CDC25s can lead to
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a cell cycle arrest. Another element studied was whether CKI and CDC25 affect all
CBs simultaneously or only a single CB at a time. Hypothetically, CKI and CDC25
can equally lead to cell cycle arrest. Therefore, each CB can be controlled by CKI
over-expression (P12 is increased by a factor of 30), CDC25 under-expression (P3

is reduced by a factor of 30), or both. Indeed, raising CKI and reducing CDC25
in all CBs produces a stable steady state. When the control effect is removed, the
limit cycle resumes. The same response is induced by CDC25 without CKI or by
activation by CKI alone. We then studied the effect of controlling the entire system
through a single CB (data not shown). Controlling only the Cyclin A box can stop
the cell cycle, while affecting the Cyclin E box does not stop or even change the
stability of the entire system. When the Cyclin B box was affected, the limit cycle
values were changed but, it did not become a stable point. To the best of our
knowledge, these results have not been checked experimentally. Our model is also
consistent with the return to perfectly normal cell cycle after an arrest of a few full
cycles (Figure 4-B).

2.6. Order of cyclin expression. The synchronization between the different CBs
with E2F and the entire cell cycle can be understood using our model. E2F controls
the timing of Cyclins expression through their transcription rate. The parameters
of each CB (P1−P12, P17) can be different (data not shown) or equal (Figure 4) and
still maintain the proper order between the CBs in the majority of simulated cases.
The order is maintained, since we ensure a difference between the transcription rates
of each CB. We only checked the order of expression and not the precise kinetics of
each Cyclin and CDK. In order to reproduce this kinetics, we need to change the
parameters of each CB. These parameters cannot be critical since the replacement
of one cyclin by the other does not affect drastically the cell cycle [17].

3. Discussion. The cell cycle modeling literature contains a wide variety of cell
cycle models. Different models contain very different driving mechanisms, but two
general frameworks are usually used. Some models are based on the protein-protein
interactions of Cyclins and CDKs, while others are based on the regulation of TF,
such as E2F. Both frameworks have experimental validations. The cell cycle is ar-
rested in the absence of E2F1-3, in some settings [83], showing the importance of
TFs in cell cycle regulation. Experimental data supports the proposal that peri-
odic transcription is an emergent property of a transcription factor network that
can function as a cell-cycle oscillator independently of, and in tandem with, the
CDK oscillator [54]. On the other hand, Cyclin-based models seem to have a large
number of precise predictions. We show that these attitudes are not contradictory
but rather complementary. While the Cyclin-CDK interactions can indeed produce
cyclic behavior, this cyclic behavior may be constrained by a slower E2F cycle.
Thus, the cell cycle may actually be driven by a set of interleaved feedback loops.
We have developed a modular model of the cell cycle in which each module repre-
sents the dynamics of a single Cyclin and all modules are integrated into a general
cyclic dynamics, much slower than the dynamics of each individual module. The
internal dynamics of each module is actually not crucial for the large cycle. We have
modified the Qu. model [60] for the Cyclin dynamics and produced a CB containing
a schematic description of the basic protein-protein interactions involved in Cyclin
regulation. We then integrated the dynamics of Cyclins E, A and B and of E2F
into a coherent scheme. By itself, each CB produced the observed stopping points
following CDC25 protein level down-regulation or CKI protein level up-regulation.
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Combining the CBs produced a model with 14 variables and 18 parameters. In
order to simplify the model, we assumed that all the parameters in each CB were
identical, with the exception of the E2F-induced Cyclin creation. This assumption
does not limit the validity of our model, since the model was validated to be robust
to parameter variation. We further assumed no interaction between the different
CBs and/or their components. The removal of this assumption was also tested not
to affect the qualitative results of the model. These limitations are essential from
a methodological point of view, since by using a larger number of parameters or
interactions, one can obtain any desired dynamics and thus it becomes impossible
to make any concrete statements about the system studied. The proposed model
contains fast and slow mechanisms. The slow mechanism is a ubiquitination based
negative feedback loop over E2F and a transcription-based positive feedback loop
(or multiple loops) over E2F. A faster set of mechanisms are phosphorylation, com-
plex formation/dissociation-based Cyclin, CDK, CKI and CDC25 protein-protein
interactions. The two slow processes (transcription and ubiquitination) correspond
to the minimal positive and negative feedback loops required for a predator prey-
like dynamic. The fast Cyclin-CDK interaction can lead to an independent cycle of
each CB and can also explain the cell cycle control checkpoints. The CBs were built
in order to mimic the molecular interaction of their components. The resulting dy-
namics agree with a large array of experimental observations, including the effect of
CDC25 and CKI combinations on the cell cycle checkpoints [55, 21]. The proposed
combination of positive and negative feedback loops yields a cyclic behavior that
does not depend on the details of each feedback loop or its components [38]. Thus
the slow dynamics of the model are hardly affected by the fine details of the fast
dynamics, or by the simplifying assumption used to produce them. A particularly
important element of the model is a negative feedback between TF and ubiquitin
ligases. In the case of the cell cycle, the TFs are the E2F family members and the
known E3 ubiquitin ligase is Skp2 [89]. However, the deletion of Skp2 was proved
not to stop the cell cycle [14]. We must thus conclude that there is at least one more
E3 ubiquitin ligase leading directly or indirectly to E2F 1-3 destruction. The gen-
eral framework presented here provides both a mathematical and a qualitative way
of understanding the effects of gene knock-outs. Instead of analyzing the activity
of a single gene, we analyze the effect of its removal on the different feedback loops.
If a gene is a part of a non-redundant feedback loop, its removal would alter the
dynamics. If, on the other hand, a gene participates in a feedback loop that can be
replaced by a different loop with the same dynamics, its removal would not stop the
cell cycle. Thus, removing Cyclin E1,2 or Cyclin B2 is not expected to arrest the
cell cycle machinery, but the removal of Cyclin A2 is expected to stop the cell cycle,
as is indeed observed (e.g., Cyclin E1 and Cyclin E2 [65, 18, 62, 71], CDK2 [71, 4],
Cyclin A1, Cyclin B2 [6]). Note that redundancy alone is not a sufficient condition
for the safe removal of a gene. If two loops are redundant but one has much lower
rate constants than the other, it may not be possible to safely remove the strong
loop. For example, although the negative feedback loop of Cyclin B on E2F is par-
alleled by that of Cyclin A, and its positive feedback loop is paralleled by that of
Cyclin E, if the effect of Cyclin A or Cyclin E is too weak it would not be possible
to remove Cyclin B and still obtain a cell cycle. This distinction may be the origin
of the difference between Cyclin B1 and B2, as well as between Cyclin A1 and A2.
Using the proposed logic we can conclude from the fact that Cyclin A2 and Cyclin
B1 were experimentally proved to be essential for the cell cycle, that they are likely
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to be negative regulators of E2F. Beyond the explanatory power of this model and
the prediction of the expected effect of removing genes based on their participation
in feedback loops, the model makes very specific predictions about expected interac-
tions that were not measured. The main prediction is the existence of a functional
interaction between Cyclin B and retinoblastoma protein (Rb) de-phosphorylation.
This interaction is essential in order to close the E2F feedback loop. Supplementary
files: http://peptibase.cs.biu.ac.il/frames/Supplementary_files.pdf.
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