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Abstract. In this paper, the existence of positive periodic solutions of a class
of periodic n-species Gilpin-Ayala impulsive competition systems is studied.
By using the continuation theorem of coincidence degree theory, a set of easily
verifiable sufficient conditions is obtained. Our results are general enough to
include some known results in this area.

In honor of Professor Tom Hallam’s 70th birthday.

1. Introduction. The theory of impulsive differential equations is emerging as an
important area of investigation since it is a lot richer than the corresponding theory
of nonimpulsive differential equations. Many evolutionary processes in nature are
characterized by the fact that at certain moments in time an abrupt change of
state is experienced. That is the reason for the rapid development of the theory of
impulsive differential equtions; see the monographs [5, 7].

The purpose of this paper is to study the existence of positive periodic solutions
of a class of periodic n-species Gilpin-Ayala impulsive competition systems.

In [3], Gilpin and Ayala proposed the following competition model:

dNi

dt
= riNi(1 − (

Ni

Ki
)θi −

n
∑

j=1

j 6=i

αij
Nj

Kj
), i = 1, 2, · · · , n, (1)

where Ni is the population density of the ith species, ri is the intrinsic exponential
growth rate of the ith species, Ki is the environmental carrying capacity of species
i in the absence of competition, θi provides a nonlinear measure of intraspecific
interference, and αij provides a measure of interspecific interference. Gilpin and
Ayala’s estimate of θi for Drosophila suggests that θi is typically less than one
[4, 9].
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Recently, Fan and Wang [1] investigated the following generalized periodic n-
species competition system:

y′
i(t) = yi(t)[ri(t) −

n
∑

j=1

aij(t)(yj(t))
θij ], yi(0) > 0, i = 1, 2, · · · , n. (2)

In this model, θij > 0, aij ∈ C(R, [0,∞)), ri ∈ C(R, R), i = 1, · · · , n are ω-periodic

functions with
∫ ω

0 ri(t)dt > 0 and
∫ ω

0 aii(t)dt > 0.

By using the method of coincidence degree, Fan and Wang deduced the following
sufficient condition for the existence of positive periodic solution:

ri >

n
∑

j=1

j 6=i

āij(
r̄j

ājj
)θij/θjj eθij(r̄j+R̄j)ω. (3)

We know that the birth in many species is not continuous but occurs at fixed
time intervals (some wild animals have seasonal births). In the long run, the birth
among these species can be considered as an impulse to the system. To describe
this phenomenon exactly, we propose the following periodic impulsive system:







y′
i(t) = yi(t)[−di(t) −

n
∑

j=1

aij(t)(yj(t))
θij ], t ≥ 0, t 6= tk,

yi(t
+
k ) − yi(tk) = bikyi(tk), i = 1, 2, · · · , n,

(4)

where bik > 0 is the birth rate of yi in tk. 0 = t0 < t1 < t2 < · · · < tk < · · · are
fixed impulsive points with lim

k→∞
tk = ∞; yi(t) is continuous for t ∈ [0, +∞), t 6= tk;

yi(t
+
k ), yi(t

−
k ) exist and yi(tk) = yi(t

−
k ) for k = 1, 2, · · · , i = 1, 2, · · · , n.

If bik ≡ 0, then (4) has a form similar to (2). So, (4) is the generalization of (2).
In this paper, we will study (4) with the following assumptions:

(H1) di(t) is the death rate of yi at time t, di ∈ C([0,∞), [0,∞)), di(t + ω) =
di(t), i = 1, 2, · · · , n;

(H2) aij ∈ C([0,∞), [0,∞)), i, j = 1, 2, · · · , n, aij(t+ω) = aij(t) with
∫ ω

0
aij(t)dt >

0; and
(H3) there exists q > 0 such that tk+q = tk + ω, bi(k+q) = bik, k = 1, 2, · · · , i =

1, 2, · · · , n.

Without loss of generality, we assume tk 6= 0 and [0, ω]∩ {tk} = {t1, t2, · · · , tm},
so q = m.

By the definition of yi, we have yi(0) > 0. In view of

yi(t) = yi(0) exp{
∫ t

0 [−di(s) −
n
∑

j=1

aij(s)(yj(s))
θij ]ds}, t ∈ [0, t1],

yi(t) = yi(t
+
k ) exp{

∫ t

tk
[−di(s) −

n
∑

j=1

aij(s)(yj(s))
θij ]ds}, t ∈ (tk, tk+1],

yi(t
+
k ) = (1 + bik)yi(tk), k = 1, 2, · · · , i = 1, 2, · · · , n,

the solution of (4) is positive.

Let xi(t) = ln yi(t), i = 1, 2, · · · , n, then equation (4) is transformed into






x′
i(t) = −di(t) −

n
∑

j=1

aij(t)e
θijxj(t), t ≥ 0, t 6= tk,

xi(t
+
k ) − xi(tk) = ln(1 + bik), i = 1, 2, · · · , n.

(5)

Hence, the existence of periodic solution of (4) is equivalent to that of (5).
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Definition 1.1. A function x = (x1, x2, · · · , xn)T ∈ ([0,∞), Rn) is said to be a
solution of (5) on [0,∞), if the following conditions are satisfied.

(i) x(t) is continuous on each interval (tk−1, tk), k = 1, 2, · · · ;
(ii) for any tk, k = 1, 2, · · · , x(t+k ), x(t−k ) exist and x(t−k ) = x(tk); and
(iii) x(t) satisfies (5) almost everywhere in [0,∞) and at impulsive points tk situ-

ated in (0,∞), may have a discontinuity of the first kind.

2. Existence of positive periodic solutions. In this section, we will investigate
the existence of positive periodic solutions of (4) based on the coincidence degree
theory. For convenience, we first introduce some concepts and results on coincidence
degree theory.

Let X, Z be normed vector spaces, L : dom L ⊂ X → Z be a linear mapping,
and N : X → Z be a continuous mapping.

L is said to be a Fredholm mapping of index zero, if dimKerL=codimImL < +∞
and ImL is closed in Z.

If L is a Fredhlom mapping of index zero, then there exist continuous projectors
P : X → X and Q : Z → Z, such that ImP = KerL, KerQ = ImL = Im(I − Q).
It follows that L | domL∩ KerP : (I − P )X → ImL is invertible. We denote the
inverse of that map by KP .

The mapping N is said to be L-compact on Ω̄, if Ω is an open bounded subset
of X, QN(Ω̄) is bounded and KP (I − Q)N : Ω̄ → X is compact.

Since ImQ is isomorphic to KerL, there exists isomorphism J : ImQ → KerL.

Lemma 2.1. [2]. Let L be a Fredholm mapping

(a) for each λ ∈ (0, 1), every solution x of Lx = λNx satisfies x 6∈ ∂Ω, and
(b) for each x ∈ KerL ∩ ∂Ω, QNx 6= 0 and degB{JQN, Ω ∩ KerL, 0} 6= 0, where

degB denotes the Brouwer degree, then the equation Lx = Nx has at least one
solution in domL ∩ Ω̄.

Suppose J ⊂ R be any interval. Define

PC[J, Rn] = {x : J → Rn, x(t) is continuous for t ∈ J, t 6= tk, and x(t+k ), x(t−k )

exist and x(tk) = x(t−k )};

PC1[J, Rn] = {x ∈ PC[J, Rn], x(t) is continuously differentiable, for t ∈ J, t 6= tk,

and x′(t+k ), x′(t−k ) exist and x′(tk) = x′(t−k )}.

Obviously, PC[J, Rn] is a Banach space with the norm ‖x‖PC = sup
t∈J

‖x(t)‖, and

PC1[J, Rn] is also a Banach space with the norm ‖x‖PC1 = max{‖x‖PC , ‖x′‖PC},
where ‖ · ‖ is any norm of Rn.

The following result follows from an application of Arzela-Ascoli’s Theorem.

Lemma 2.2. H ⊂ PC[J, Rn] is relatively compact if and only if the functions in
H are uniformly bounded on J and equicontinuous on (tk−1, tk], k = 1, 2, · · · , K, for
any fixed K > 1.

For convenience, let

di =
1

ω

∫ ω

0

di(t)dt
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γi
def
=

m
∑

k=1

ln(1 + bik)

ω
− di.

In the following, we will give the main result of this paper.

Theorem 2.3. Assume (H1) − (H3) hold and the system of algebraic equations

g(u) = (γi −

n
∑

j=1

āiju
θij

j )n×1 = 0 (6)

has a finite solution u∗ = (u∗
1, · · · , u∗

n)T ∈ Rn
+ with u∗

i > 0 and
∑

u∗ sgnJg(u
∗) 6= 0.

In addition, if γi > 0, and

γi >

n
∑

j=1

j 6=i

āij{
γj

ājj
}θij/θjj [

m
∏

k=1

(1 + bjk)]θij ,

then (4) has at least one positive ω-periodic solution, where aij = 1
ω

∫ ω

0 aij(t)dt, i, j =
1, 2, · · · , n.

Proof. As stated in Section 1, we need only to prove that (5) has at least one
ω-periodic solution.

Let
X = {x ∈ PC(R, Rn)|x(t + ω) = x(t), ∀ t ∈ R},
Z = X × (Rn)m.

For x ∈ X, take ‖ x ‖PC= sup
t∈[0,ω]

‖x(t)‖, where ‖ · ‖ is any convenient norm on Rn,

and for z ∈ Z, take ‖z‖Z = ‖x‖PC + ‖u‖, where x ∈ X, u ∈ Rnm, and ‖ · ‖ is any
convenient norm on Rnm, then X, Z are both Banach Spaces with the norm ‖ · ‖PC

and ‖ · ‖Z, respectively.

Let
domL = X ∩ PC1(R, Rn),
L : domL → Z, x → (x′,△x(t1), · · · ,△x(tm)),
N : X → Z,

Nx =













h1

...
hn






,







ln(1 + b11)
...

ln(1 + bn1)






, · · · ,







ln(1 + b1m)
...

ln(1 + bnm)












,

where

hi(t)
def
= −di(t) −

n
∑

j=1

aij(t)e
θijxj(t), i = 1, 2, · · · , n.

It is clear that

kerL = {x : x ∈ X, x(t) = h, h ∈ Rn},

ImL = {z : z = (f, C1, · · · , Cm) ∈ Z,
∫ ω

0
f(s)ds +

m
∑

k=1

Ck = 0}.

So, ImL is closed in Z, and dimKerL = n = codimImL. Hence, L is a Fredholm
mapping of index zero.
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Set

Px = 1
ω

∫ ω

0 x(t)dt,

Qz = Q(f, C1, · · · , Cm) = ( 1
ω [

∫ ω

0 f(s)ds +
m
∑

k=1

Ck], 0, 0, · · · , 0).

It is easy to show that P and Q are continuous projectors, such that

ImP = KerL, ImL = KerQ = Im(I − Q).

Furthermore, the generalized inverse (to L) KP : Im L → KerP ∩ DomL exists.

Set z = (f, C1, · · · , Cm) ∈Im L, then there exists x ∈ KerP ∩ DomL satisfying

{

x′(t) = f(t), t 6= tk, k = 1, 2, · · · ,

x(t+k ) − x(tk) = Ck,

that is,

x(t) =

∫ t

0

f(s)ds +
∑

t>tk

Ck + x(0). (7)

Because of x(t) ∈ KerP , we have
∫ ω

0
x(t)dt = 0. So, from (7),

∫ ω

0

∫ t

0

f(s)dsdt +

∫ ω

0

∑

t>tk

Ckdt + ωx(0) = 0.

Then, from the last equation and (7),

x(t) =

∫ t

0

f(s)ds +
∑

t>tk

Ck −
1

ω

∫ ω

0

∫ t

0

f(s)dsdt −
1

ω

m
∑

k=1

(ω − tk)Ck. (8)

That is,

KP z =

∫ t

0

f(s)ds +
∑

t>tk

Ck −
1

ω

∫ ω

0

∫ t

0

f(s)dsdt −
1

ω

m
∑

k=1

(ω − tk)Ck. (9)

QNx =





























1
ω{

∫ ω

0
h1(t)dt +

m
∑

k=1

ln(1 + b1k)}

...

1
ω{

∫ ω

0 hn(t)dt +
m
∑

k=1

ln(1 + bnk)}















, 0, · · · , 0















,
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KP (I − Q)Nx =













∫ t

0 h1(s)ds +
∑

t>tk

ln(1 + b1k)

...
∫ t

0
hn(s)ds +

∑

t>tk

ln(1 + bnk)













−















1
ω

∫ ω

0

∫ t

0
h1(s)dsdt + 1

ω

m
∑

k=1

(ω − tk) ln(1 + b1k)

...

1
ω

∫ ω

0

∫ t

0 hn(s)dsdt + 1
ω

m
∑

k=1

(ω − tk) ln(1 + bnk)















−















( t
ω − 1

2 ){
∫ ω

0
h1(s)ds +

m
∑

k=1

ln(1 + b1k)}

...

( t
ω − 1

2 ){
∫ ω

0 hn(s)ds +
m
∑

k=1

ln(1 + bnk)}















.

Clearly, QN and KP (I − Q)N are continuous. By Lemma 2.2, we can easily show
that KP (I − Q)N(Ω̄) is relatively compact for any open bounded set Ω ⊂ X.

Moreover, QN(Ω̄) is bounded. Thus, N is L−compact on Ω̄ for any open bounded
set Ω ⊂ X.

To apply Lemma 2.1, we have to obtain an appropriate open bounded subset Ω.
Corresponding to the operator equation Lx = λNx with λ ∈ (0, 1), we have







x′
i(t) = λ[−di(t) −

∑n
j=1 aij(t)e

θijxj(t)], t 6= tk, k = 1, 2, · · · ,

xi(t
+
k ) − xi(tk) = λ ln(1 + bik), i = 1, 2, · · · , n,

xi(0) = xi(ω).

(10)

Integrating (10) from 0 to ω, we have

∫ ω

0

[−di(s) −

n
∑

j=1

aij(s)e
θijxj(s)]ds +

m
∑

k=1

ln(1 + bik) = 0, i, j = 1, 2, · · · , n,

that is,
n

∑

j=1

∫ ω

0

aij(t)e
θijxj(t)dt = γiω. (11)

From (10) and (11), it follows that

∫ ω

0

|x′
i(t)|dt ≤ d̄iω +

n
∑

j=1

∫ ω

0

aij(t)e
θijxj(t)dt =

m
∑

k=1

ln(1 + bik). (12)

Since x(t) ∈ X , there exists ξi ∈ [0, ω] such that

xi(ξi) = min
t∈[0,ω]

xi(t), i = 1, 2, · · · , n. (13)

From (11) and (13), we have

ωāiie
θiixi(ξi) ≤ γiω, i = 1, 2, · · · , n.

Moreover,

xi(ξi) ≤
1

θii
ln{

γi

āii
}, i = 1, 2, · · · , n. (14)
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Then

xi(t) ≤ xi(ξi) +

∫ ω

0

|x′
i(t)|dt ≤

1

θii
ln{

γi

āii
} +

m
∑

k=1

ln(1 + bik)
def
= M+

i . (15)

On the other hand, since sup
t∈[0,ω]

xi(t) exists, there exists ηi ∈ [0, ω] satisfying

xi(η
+
i ) = sup

t∈[0,ω]

xi(t), i = 1, 2, · · · , n. (16)

From (16), if ηi 6= tk, then xi(η
+
i ) = xi(ηi); if ηi = tk, then xi(η

+
i ) = xi(t

+
k ). From

(11) and (16), it follows that

āiie
θiixi(η

+

i
) ≥ γi −

n
∑

j=1

j 6=i

āije
θijxj(η

+

j
).

That is

xi(η
+
i ) ≥

1

θii
ln

γi −
n
∑

j=1

j 6=i

āij(
γj

ājj
)θij/θjj [

m
∏

k=1

(1 + bjk)]θij

āii

def
= Mi. (17)

From (12) and (17),

xi(t) ≥ xi(η
+
i ) −

∫ ω

0 |x′
i(t)|dt

≥ Mi −
m
∑

k=1

ln(1 + bik)
def
= M−

i .
(18)

By (15) and (18), we have

sup
t∈[0,ω]

|xi(t)| < max{|M+
i |, |M−

i |}
def
= Hi. (19)

It is evident that, Hi is independent of the choice of λ.
Let H = ‖(H1, H2, · · · , Hn)T ‖ + C, where C is large enough so that the unique

solution of (6) satisfies ‖(ln{u∗
1}, ln{u

∗
2}, · · · , ln{u∗

n})
T ‖ < C, then ‖x‖PC < H.

Let Ω = {x ∈ X : ‖x‖PC < H}. It is clear that Ω satisfies Condition (a) in
Lemma 2.1. When x ∈ KerL ∩ ∂Ω = Rn ∩ ∂Ω, x is a constant vector in Rn with
‖x‖ = H . Then

QNx =





























−d̄1 −
n
∑

j=1

ā1je
θ1jxj + 1

ω

m
∑

k=1

ln(1 + b1k)

...

−d̄n −
n
∑

j=1

ānje
θnjxj + 1

ω

m
∑

k=1

ln(1 + bnk)















, 0, · · · , 0















=





























γ1 −
n
∑

j=1

ā1je
θ1jxj

...

γn −
n
∑

j=1

ānje
θnjxj















, 0, · · · , 0















6= 0.
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Take J : ImQ → KerL, (d, 0, · · · , 0) → d; then if x ∈ KerL ∩ Ω, we have

JQNx =















γ1 −
n
∑

j=1

ā1je
θ1jxj

...

γn −
n
∑

j=1

ānje
θnjxj















.

Furthermore, in view of the assumptions in Theorem 2.3, it is easy to prove that

deg{JQNx, Ω ∩ KerL, 0} 6= 0.

Now we have proved that Ω satisfies all the conditions in Lemma 2.1. Hence by
Lemma 2.1, (5) has at least one ω-periodic solution x∗(t) in Ω̄ . So, y∗(t) =
(y∗

1(t), · · · , y∗
n(t))T with y∗

i (t) = ex∗

i (t) is a positive ω-periodic solution of (4).

Corollary 1. Assume (H1) − (H3) hold and the system of algebraic equations
n

∑

j=1

āiju
θij

j = γi

has a unique solution u∗ = (u∗
1, · · · , u∗

n)T ∈ Rn
+ with u∗

i > 0, the n × n matrix

(pij)n×n with pij = θij āiju
∗
j
θij−1 is nonsingular and γi > 0,

γi >

n
∑

j=1

j 6=i

āij{
γj

ājj
}θij/θjj [

m
∏

k=1

(1 + bjk)]θij ;

then (4) has at least one ω-periodic solution with strictly positive components.

Corollary 2. Assume (H1) − (H3) hold and the system of algebraic equations

āii(ui)
θii +

n
∑

j=1

j 6=i

āijuj = γi

has a unique solution u∗ = (u∗
1, · · · , u∗

n)T ∈ Rn
+ with u∗

i > 0, the n × n matrix

(pij)n×n with pii = θiiāiiu
∗
i
θii−1 and pij = āij for j 6= i is nonsingular and γi > 0,

γi >

n
∑

j=1

j 6=i

āij{
γj

ājj
}1/θjj [

m
∏

k=1

(1 + bjk)].

Then (4) with θij ≡ 1(i 6= j) has at least one ω-periodic solution with strictly positive
components.

Lemma 2.4. Assume (H1) − (H3) hold and γi > 0,

γi >

n
∑

j=1

j 6=i

āij
γj

ājj
;

then the system of algebraic equations
n

∑

j=1

āijuj = γi

has a unique solution u∗ = (u∗
1, · · · , u∗

n)T ∈ Rn
+ with u∗

i > 0.
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Proof. The proof is similar to that of Lemma 4.1.1 in [6]; we omit it here.

Corollary 3. Assume (H1) − (H3) hold and θij ≡ θj with θj > 0; then if γi > 0
and

γi >

n
∑

j=1

j 6=i

āij
γj

ājj
[

m
∏

k=1

(1 + bjk)]θj ,

(4) has at least one ω-periodic solution with strictly positive components.

Proof. Note that

γi >

n
∑

j=1

j 6=i

āij
γj

ājj
[

m
∏

k=1

(1 + bjk)]θj > āij
γj

ājj
;

then from Lemma 2.4, it follows that the system of algebraic equation
n
∑

j=1

āij(uj)
θj =

γi has a unique solution (u∗
1, · · · , u∗

n)T ∈ Rn
+ with u∗

i > 0. The conclusion follows
immediately from Theorem 2.3.

Corollary 4. Assume (H1) − (H3) hold, γi > 0 and

γi >

n
∑

j=1

j 6=i

āij
γj

ājj
[

m
∏

k=1

(1 + bjk)].

Then the Lotka-Volterra n-species competition system with impulses, namely (4)
with θij ≡ 1, has at least one ω-periodic solution with strictly positive components.

Remark 1. Obviously, if θij ≡ 1 and n = 2, Corollary 4 is reduced to Theorem 2.1
in [8] on Lotka-Volterra two species competition system. Therefore, our results are
new and extend those in [8].

Remark 2. The results in this paper indicate that under certain perturbations
the generalized n-species periodic Gilpin-Ayala competition system preserves the
original periodicity of nonimpulsive system (2).
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