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ABSTRACT. Two SEIR models with quarantine and isolation are considered,
in which the latent and infectious periods are assumed to have an exponential
and gamma distribution, respectively. Previous studies have suggested (based
on numerical observations) that a gamma distribution model (GDM) tends to
predict a larger epidemic peak value and shorter duration than an exponential
distribution model (EDM). By deriving analytic formulas for the maximum
and final epidemic sizes of the two models, we demonstrate that either GDM
or EDM may predict a larger epidemic peak or final epidemic size, depending
on control measures. These formulas are helpful not only for understanding
how model assumptions may affect the predictions, but also for confirming that
it is important to assume realistic distributions of latent and infectious periods
when the model is used for public health policy making.

1. Introduction. Quarantine (of exposed individuals) and isolation (of infectious
individuals) are two of the most commonly implemented control measures for in-
fectious diseases, especially in the case of SARS. Mathematical models such as the
SFEIR type of epidemiological models have been used to assess the effectiveness
of various control strategies (see, for example, [2], [6], [9]). Some of the models
are made mathematically simpler by assuming exponentially distributed latent and
infectious periods, while others are made more complicated (and more realistic) by
replacing the exponential distribution with gamma distributions (see [4], [10]). The
gamma distribution assumption (GDA) is considered to be more realistic than the
exponential distribution assumption (EDA) as the gamma distribution can fit epi-
demiological data much better in most cases. It has been shown that models under
GDA and EDA may generate different disease dynamics (see [5], [7]).

When a mathematical model is used to study disease control, it is common to
consider certain quantities (derived from the model) that can provide information
about the effect of control measures on disease prevalence. These quantities include
the (control) reproductive number, final epidemic size, maximum (peak) value of an
epidemic, etc. Although formulas for the maximum and final epidemic sizes have
been derived previously for some SITR or SEIR types of epidemic models (see [1],
[3], [8]), formulas for models with quarantine, isolation, or both or with GDA have
not been available. In this article, we derive these formulas for two such models,
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the EDM (2) and the GDM (3), and employ these formulas to compare model
predictions regarding the effectiveness of disease control strategies.

Based on numerical observations, Wearing et al. [10] concluded that, in com-
parison to a gamma-distributed model, the epidemic given by the exponentially
distributed model (i) takes off at a dramatically slower rate, (ii) predicts a signifi-
cantly smaller peak number of cases, and (iii) lasts much longer. We demonstrate
using the formulas derived in this paper that either the EDM or GMD may pre-
dict a larger epidemic peak, a larger final epidemic size, or both. For example, we
show analytically that the EDM may predict a larger peak number of cases when
the quarantine rate is low, whereas the GDM may predict a larger peak number
of cases when the isolation rate is low. We also use the formulas to show that the
two models may provide substantially different assessments, some of which are even
contradictory to each other, when comparing the effect of control strategies.

2. The models and formulas for maximum and final sizes. The two models
we will consider in this paper are extensions of the standard SEIR model (without
vital dynamics):

S = —BSI,
E' = 3SI — oF,
) (1)
I' = aE — 6,
R =4I,

with initial conditions S(0) = Sy, E(0) = Ey, I(0) = Iy, and R(0) = Ry. Here,
S(t), E(t), I(t), and R(t) denote the fractions of susceptible, latent (exposed but
not infectious), infectious, and removed individuals at time ¢, and S(t) + E(t) +
I(t) + R(t) = 1. @ is the transmission rate, « is the rate at which an exposed
individual becomes infectious, and ¢ is the recover rate.

Model (1) implicitly assumes that the latent and infectious stages are exponen-
tially distributed with 1/a and 1/6 being the mean latent and infectious periods,
respectively. It is known that for many infectious diseases, these stage distributions
are more reasonably approximated by gamma distributions [10]. It is particularly
important to assume a gamma distribution when (imperfect) quarantine and/or
isolation are considered. In [4], Feng et al. developed a general model by assuming
arbitrarily distributed latent and infectious periods with the inclusion of a quar-
antined class (@) and an isolated (hospitalized) class (H). It also allows for the
possibility of imperfect isolation with p € [0, 1] representing the isolation effective-
ness, in which case the force of infection is 3 (I +(1-p)H ) The general model is an
integral equations model, which is shown to reduce to simpler ODE models under
specific assumptions on the disease stages. For example, when the distributions of
latent and infectious periods are exponential given by

—as ds

pe(s) =e¢ and pr(s) =e”
with T = 1/« and T = 1/§ being the mean latent and infectious periods respec-
tively, the general model reduces to the following model, which we refer to as the
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EDM:
S = —68(1 +(1- p)H),
E = 55(1 +(1- p)H) — (x+ o)E,
Q/ - XE - aQa (2)
I'=aF — (¢ +0)I,
H' = aQ + ¢I — 0H,
R =61 + 6H.

The quarantine and isolation rates are x and ¢, respectively.
When the two disease stages are assumed to have gamma distributions given by

m—1 n—1
més k e—mas nés k e—n6s
pm(S,CY): Z %7 pn(sué)zz%a m, n21
k=0 k=0

with latent and infectious periods equal to T = 1/« and T; = 1/§ respectively,
the general model reduces to the following model, which we refer to as the GDM:

5 = —55(1 +(1- p)H),

Ef = ﬂS(I +(1- p)H) — (ma + x)En, E! = maFE;,_1 — (ma+ x)E;,

Q) = xE1 — maQq, Qi = maQ;—1 + xE; — maQ;,
I =makE,, — (nd + ¢)I1, Ii =nél;—1 — (nd + o)1,
H{:¢Il +maQy, —ndHy, HJ/:(]SI] +TL6HJ‘_1—TL6HJ‘,
RI:n(SIn7 i:273,...,m,j:2,37...7n,

with [ = Z?:l Ij, H = E?:l Hj.
(3)
Here, x, ¢, and p have the same meaning as in (2). The values of m and n are
determined by the disease; for example, m = 2 and n = 3 for SARS, and m = 40
and n = 4 for smallpox (see [10]). Clearly, the EDM (2) is a special case of the
GDM (3) when m = n = 1. It is easy to verify that solutions of the EDM and
GDM will remain positive for all ¢ > 0 for appropriate initial conditions.

2.1. Final and peak epidemic sizes for the EDM and GDM. In the EDM (2),
variables representing infected individuals include E, @, I, and H. Obviously, these
disease variables should be involved in the quantity that can be used to measure
the epidemic size at time ¢. However, this quantity needs not to be the sum of these
variables, F + @Q + I + H, as the main use of the model is to assess disease control
programs by comparing them. Here, we define this quantity for the EDM to be the
following weighted sum (see Appendix for the derivation):

Ye(t) = E(t) + b(Q(t) + H(t)) + cl(t) (4)
(e for exponential), where
1.0 5N o, .0 a8
b=5 C_B(1+1—p 5+¢)’ b=+ oy oe ¥
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Then we can show that Y. satisfies the differential equation:

1
I _ _
v =0(S—7) (T + 0 -0)H), (6)
where R, is the control reproductive number for the EDM and is given by
I6) « )
Re=—=[1—-p(1- — - 7
5 [ P ( a+x 0+ ¢)} (™)

Here, we have used the relation (1 — p)BB/d = 1/R. to obtain (6). From the S
equation in (2) and the Y. equation (6),

dy, 1
dS——l—i—ReS. (8)

It follows that the solution of the EDM satisfies the equation:

S(t)—i-Ye(t)—RilnS(t)ZSO—i—Yeo—RihlSo for all t > 0, 9)
where Sy and Yoo = Eo + b(Qo + Hyp) + ¢l are determined by the initial conditions
of the EDM. Hence, the system has a preserved quantity (i.e., it does not change
with time t) given by S(t) + Ye(¢) — R%Z In S(t).

To determine the peak value of Y,(t), we discuss two possibilities. The first one
occurs when R. < 1, in which case Y/(¢) < 0 for all ¢ > 0 (see (6) and recall that
S < 1) and the maximum value occurs at ¢ = 0. The second case arises when
Re > 1, in which case there exists a ¢ = t,, > 0 such that Y/(¢,,) = 0. From
equation (6) we know that S(t,,) = 1/R.. Using equation (9) for ¢t = t,,, we obtain
the maximum value Yenar = Ye(tm):

Yvemam = SO + }/;0 - % [1 + ln(ReSO) . (10)

To verify that the variable Y, provides a reasonable quantity for assessing control
programs, we illustrate in Figures 1(a) and (b) that Y. provides the same qualitative
information as the direct sum of all disease variables, £ 4+ @ + I + H, concerning
the effect of various control measures for model (2). In Figure 1, (c) illustrates both
the time plot of the solution of (2) and the value Yeq, (marked with a diamond)
computed using the formula (10). The figure shows that the value Yey,q, indeed
matches the peak value of Y,(t).

We now derive an equation for the final epidemic size defined by C' = Sy — S (0),
where S(00) = lim;_,c0 S(t). We observe that S’(t) < 0 for all ¢ > 0 and hence S(c0)
exists. Then S(t) < 1/R. for all t > t,,, as S(tm,) = 1/R.. Hence, from (6) we know
that Y/(t) < 0 for all ¢ > t,,, and hence, lim;_. Ye(t) exists. Choose a sequence
trp — oo such that Y/(t;) — 0 as k — oo. Then using (6) we have I(tx) — 0
and H(ty) — 0 as k — oo (for S(tx) < 1/Re). Thus, I, = liminf,_. I(t) =0
and H,, = 0. Using the fact that we can choose a sequence sy — oo such that
I'(si) — 0 and I(sx) — I as k — oo, from the I equation in (2) and I = 0 we
have E(sy) — 0, and hence Eo, = 0. Similarly we can use the H equation in (2) to
show that Qs = 0. It follows from (4) that Y., = 0 and hence Y, (c0) = 0.

Taking the limit ¢ — oo in (9), we get

1 1
S(00) + Ye(oo) — R—lnS(oo) =S+ Yoo — EIDSO.

€ €
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EeQil +H (@) Ye=E-+bl +c (Q+H) (b)
, ¢=.01
, =05
, ¢=.05

200

FIGURE 1. In (a) and (b), time plots of the usual sum E+Q+I1+H
and the weighted sum Y, are shown for various values of control
parameters x and ¢. It shows that the two quantities provide
qualitatively the same prediction. Figure 1(c) plots solution curves
of Y.(¢t) and the corresponding values of Y4, (diamonds) of the
EDM (2) for the same sets of y and ¢ as in (b). Figure 1(d) is
similar to (c) but is for the GDM (3). They show that values
calculated from the formulas in (10) and (18) for Yj.,., match
exactly the maximum values of Y;(t) (i = e, g). Parameter values
used are: o = 1/10, § = 1/10, 8 = 0.2, p = 0.6, So = 0.9,
Ey = Ip =0.05, and Q(0) = H(0) = R(0) = 0.

From S(c0) = Sy — C and Y.(00) = 0, we have —R.(C + Y0) = In SUS_OC, which
yields the following equation for C":

C = Syl — e~ RelOHYe0)], (11)

Next, we derive corresponding formulas for the GDM. In this case, we define the
following quantity Y, (¢) (g for gamma) as a measure for the epidemic size, which is
a weighted average of all disease variables (see Appendix for the derivation):

Yy(t) = 3 (@ Balt) + () + > (&5150) + d Hy(1)). (12)
i=1 j=1
where
dz:ﬂu Bi:_lu N]:& J]:d_J

b)
a1 ay a1 a1
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with
w1 () ) )
n\l—p/\ma+x P nd + ¢
b; =1,
n—j 13
SRS S Y fl(n_5)i "
T n n\l—p/ né+ ¢/’
i1
4 =11t
n
fori=1,2,---,m, j=1,2,--- ,n. Then, Y, satisfies the differential equation:
1
Y/ = (S——)(I 1— H) 14

where R is the reproductive number for the GDM and is given by

S R L e I Il

j=1

Using the S equation in (3) and the Y; equation (14), we know that the solution of
the GDM (3) satisfies the equation

1 1
S(t) +Y (1) = - S(t) = So+ Yyo — 7= Sp, forall ¢>0,  (16)
)

g

where Sy and Y0 = EZI (&iEiO + Z)ZQlo) + Z?:l (5j[j0 + CZjHjo) are the initial
values of the system (3). Hence, the preserved quantity for the GDM is S(t) +
Y, (t) — R%] In S(t). Using (16) and Y, (o0) = 0, we can show that the final epidemic
size C' = Sy — S(00) satisfies the equation

C = Sp[1 — e~ Ra(CHYo0)], (17)

In the case of Ry > 1, the maximum value of Y, () occurs at some ¢, > 0 and is
given by

1
ngam =S50+ Ygo - — |1+ ln(RgS()) . (18)
g

R

As in the case of Y., we can show that Y, provides the same qualitative informa-
tion as the direct sum, Y31 (E; + Qi) + >_j_, (I; + H;), concerning the effect of
various control measures for the model (3). Also, the value Yy, computed using
the formula (18) is indeed the peak value of Y (t) (see Figure 1(d)).

We remark that for the EDM and GDM, the final epidemic size formulas have the
same structure (see (11) and (17)) and the maximum epidemic size formulas have
the same structure (see (10) and (18)). In fact, if the initial values are identical, then
the only difference in these formulas between the two models is in the reproductive
number, R, or R,. Since R. and R, depend on the control parameters y and ¢ in
different ways (see (7) and (15)), it is likely that the effect of x and ¢ on the final
or peak epidemic size for the two models will be different, as will be shown in the
next section. Another important remark is that the peak size formula for the GDM
may not have the form as shown in (18) if a different variable (other than the Y
defined in (12)) is used.
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3. Comparison of model outcomes of the EDM and GDM. In this section,
we apply the formulas for the final and maximum epidemic sizes (see (10), (11),
(17) and (18)) to investigate the differences in the assessment of disease control
by the EDM and GDM. We use two examples to demonstrate this. One is to
look at the influence of quarantine (x) and isolation (¢) on the peak values of an
epidemic (Yemqz and Ygu,q.) predicted by the EDM and the GDM, and the other is
to examine the effect of various combinations of control (x and ¢) on the reduction
of the final epidemic size (C'). We remark that, in the special case when m = n = 1,
Y‘](t) = YVe(ﬂ and quam = Yemaz-

Previous studies have suggested that the GDM tends to predict a larger R and
a higher epidemic peak, while the EDM tends to predict a longer duration of an
epidemic (e.g., see [10]). Our results, both numerical and analytic, show that this
may not always be the case. Numerically, as illustrated in Figure 2, it is more likely
to have Yymaz > Yemae when x is small (see (a) and (b)), whereas it is more likely
to have Yjmas < Yemas when ¢ is small (see (d) and (e)). We also observe that,
although in (c) it seems true that the GDM predicts a higher peak and shorter
duration then the EDM, the opposite is true in (f).

Y (c) x=.01, ¢=.3
— Y (1)
0.15
Yq (t)
0.1
0. 054
t
100 200
Y (f) x=.3, ¢=.01
— Y (1)
0.15
Yo (t)
0.1
0. 054
t
100 200

FIGURE 2. In (a),(b),(d),(e), the values of R. and Y4, (planes)
are plotted for two sets of x and ¢, and the values of R4 and Ygmaa
are plotted as functions of m and n (surfaces) for the same sets of x
and ¢. We observe that, for most values of m and 7, Yymaz > Yemaa
when x is small (see (a) and (b)), whereas Yymaz < Yemas When
¢ is small (see (d) and (e)). Graphs (¢) and (f) are time plots of
Y.(t) and Yy(t) for m = n = 3 for the corresponding two sets of x
and ¢, and a« = 1/7, § = 1/10, 8 = 0.4, and p = 0.8. We observe
that, although in (c) it seems true that the GDM predicts a higher
peak and shorter duration then the EDM, it is not the case in (f).

To examine analytically the observations illustrated in Figure 2, we consider
the case in which the EDM and GDM have the same initial value Sy > 0 and
Yeo = Y0 > 0 with other initial values equal to zero. Then, from (10) and (18) we
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have 1 1
Yomar = Yomar = 5 [L+I(ReS0)| = 7 [L+m(ReS0)].  (19)

e g
Let

1
F(R) = = [1+In(RS))|.
then (19) can be written as
}/gmaz - }/emaz - f(Re) - f(Rg) (20)
Recall that Y4, occurs at some ¢ > 0 only if R; > 1 (i = e, g). This implies that,
if Sy =~ 1 (i.e., the initial fraction of infected is very small), then R;Sy > 1. Thus,

IH(RS())
F'(R) =~ —@z < 0,
and f(R) decreases monotonically with R. Then, from (20) we know that the sign
of Yymaz — Yemaa is the same as the sign of R, —R.. Hence, it suffices to investigate

how the parameters y, ¢, m, and n may affect the sign of Ry, — Re.

Let
F(m, x) = (mZix)m’ Gn,¢) = %Z (n—a)J

Then R, (see (15)) can be rewritten as

1—
Ry = L2008 pn )G, o)
Rewrite F'(m, x) as
F—(%)a, Wlth I:@
(1+1) X

Then, it is easy to see that F is a decreasing function of m > 1 for all y, as (1 + %)x
is an increasing function of x > 0. Notice that G can be rewritten as

=S~ G2

and that (m?ji ¢)n is a decreasing function of n for all § and ¢ (similar to F'). Thus,
G is an increasing function of n for all ¢. Thus, R, decreases with m and increases
with n.

Recall that R, = R. when m = n = 1. Also notice that the change of R, with
m is negligible if y is small (i.e., ma/(ma + x) = 1), and that the change of R,
with n is negligible if ¢ is small (i.e., nd/(nd + ¢) ~ 1). Therefore, when y is small,
R4 is an increasing function of n and does not change much with m, which leads
to Re < Ry for most m and n. When ¢ is small, R, is a decreasing function of
m and does not change much with n, which leads to R. > R, for most m and n.
Consequently, Yymaz > Yemaz when x is small, and Yypmee < Yemae When ¢ is small.

Next, we examine the discrepancies between the EDM and GDM by looking at
the final epidemic size C. Notice that both (11) and (17) can be written in the form

C = Syl — e R(E+Y0)) (21)

with R = R, Yy = Yo for the EDM and R = Ry, Yy = Yo for the GDM. Equation
(21) defines implicitly a curve of C' as a function of R. Since R. and R, depend on
x and ¢ in very different ways, the impact of y and ¢ on C for the two models will
also be different. This can be seen clearly in Figure 3.
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FIGURE 3. In (a) and (b), R. and R, are plotted either as a func-
tion of y for a fixed value of ¢ = 0.05 (thin line) or as a function of
¢ for a fixed value of x = 0.05 (thick line); (¢) and (d) are contour
plots of the equation C'— So[1 — e‘R(C"'Yf’)} = 0 which determines
a curve C' = C(R) for the final size. Here, Y) = Y0 = Y. Fig-
ure 3(c) is for the EDM and (d) is for the GDM with m = n = 3.
We observe in (a) and (b) that the curves show different orders for
R. and Ry, representing the different effect of a given control strat-
egy on reducing the reproductive number predicted by the EDM
and the GDM, respectively. In (¢) and (d), the symbols on the
curve mark the final sizes of C' for four values of R determined
by four sets of x and ¢: (i) x = 0.05, ¢ = 0.3 (triangle), (ii)
x = 0.3, ¢ = 0.05 (circle), (iii) x = 0, 6 = 0.3 (square), and (iv)
x = 0.3, ¢ =0 (star). Also, a =1/7, § =1/10, 3 =10.2, p=10.8.
The EDM predicts that the square strategy is more effective in re-
ducing C, while the GDM predicts the opposite. Similarly, while
the EDM predicts that the triangle strategy is much more effective
than the star strategy, the GDM predicts that the effect of the two
strategies are not very different. These observations suggest that
the two models may provide dramatically different assessments of
control programs.

In Figure 3, if we look at the two control programs represented by the square
and the star, the EDM predicts that the square strategy is more effective in re-
ducing the final epidemic size, while the GDM predicts the opposite. The same
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problem is observed with the circle and the triangle. Also, if we look at the two
strategies represented by the triangle and the star, then while the GDM predicts
that the effect of the two strategies are not very different, the EDM predicts that
the triangle strategy is much more effective than the star strategy. These observa-
tions suggest that the two models may provide dramatically different assessments
of control programs.

4. Conclusion. This article focuses on two issues concerning the uses of math-
ematical models for assessing disease control programs. The first issue relates to
the derivation (from the models) of quantities or measurements that can be used
to evaluate control programs, and the second issue concerns the appropriateness
of simple models for evaluating control programs. Two models, the EDM (2) and
GDM (3), are considered to illustrate our approach. These two models are of SETR
type with the inclusion of quarantine and isolation, and the EDM assumes an expo-
nential distribution for the latent and infectious periods, whereas the GDM assumes
a gamma distribution.

The concepts of final epidemic size and peak epidemic value have been widely
used to describe the severity of an epidemic. However, analytic formulas of final
and peak epidemic sizes for models with quarantine and isolation have not been
available, and numerical observations often lead to biased or misleading predictions.
In this paper, we derive these formulas and use them to examine the qualitative
and quantitative differences between the EDM and GDM in model predictions on
effectiveness of control measures.

We identified quantities (Y, and Y;) for the EDM and GDM that can be used to
measure the peak epidemic size and in the description of final epidemic size. These
quantities are the weighted sum of all disease variables (i.e., variables representing
exposed and infectious individuals) and provide the same information as the sum of
the disease variables. (It is not clear whether it is possible to derive similar formulas
using the usual sum.) The formulas for the peak or maximum epidemic size (Yemax
and Yjqz) allow us to examine analytically how the epidemics may be affected by
various control programs described by the quarantine rate x and isolation rate ¢.
We showed that either Yemaz > Yymae 0T Yemar < Ygmaz is possible; that is, either
the EDM or the GDM may predict a higher peak epidemic value. This contrasts
with the previous finding that an exponentially distributed model tends to predict
a smaller peak number of cases (see [10]).

We compared model predictions by the EDM and GDM using the formula for
final epidemic size, which show substantial discrepancies between the two models
regarding the effectiveness of disease control programs. For example, we considered
several sets of quarantine and isolation strategies specified by values of x and ¢,
and we found that, while the EDM predicts one strategy will be more effective than
another one in reducing the final epidemic size, the GMD predicts the opposite
outcome. This confirms our earlier finding that the simple model with exponentially
distributed latent and infectious periods may not be appropriate to use in assessing
disease control [4].

5. Appendix. In this appendix we present how to choose the variable that can be
used as a measure for the epidemic intensity (for example, Y. in the EDM or Y; in
the GDM).
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Consider the system

S" = —fbxS,
x' =TIfbxS — Vx, (22)
R = wx.

Some of the notations are adopted from [1]. Here, S denotes the fraction of sus-
ceptibles, x € R™ is a column vector whose components are fractions of infected
individuals, and R denotes the fraction of recovered individuals. The background
rate of disease transmission 3 is a constant, and b € R"™ is a row vector whose com-
ponents represent the relative transmission ability of the disease variables in x. V' is
an n X n matrix describing the transition between infected classes as well as removals
from infected classes; IT € R" is a row vector with the components representing the
fractions of susceptibles going into the corresponding infected compartments on be-
coming infected; and w € R"™ is a row vector whose components represent the rates
at which infected individuals become recovered.

In the system (22), the force of infection A(x) and the reproductive number R
are respectively

Ax)=pbx and R =pbV 'L (23)

Note that the components of the row vector SbV ~! describe the contribution of
individuals in the disease classes (that are represented by components of x) to the
magnitude of R. We use these components (scaled by R) to define a new variable
Y as:

Y = %ﬂbv_lx. (24)

That is, Y is a weighted sum of the disease variables, and the weight of each disease
variable is determined by its contribution to R. Therefore, it is reasonable to use
Y as a measure for the epidemic intensity. It is easy to verify that Y satisfies the
following differential equation:

1

Y = Ax)(S - %). (25)

Example. In the EDM (2), we have b = (0,0,1,1 — p) € R* (here n = 4),

E 1 Y+a 0 0 0
@ 10 _ —X o 0 0
= 7 ["T=fo "Vl —a 0 645 0
H 0 0 —-a —¢ 0

In this case, from (23), the force of infection is A(x) = B(I + (1 — p)H) and the
reproductive number is the same as R, given in (7). The variable defined in (24)
with R replaced by R. is exactly the variable Y, given in (4), and the equation (25)
yields the same differential equation for Y. given in (6).
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