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Abstract. For HIV-infected individuals, cancer remains a significant burden.
Gaining insight into the epidemiology and mechanisms that underlie AIDS-
related cancers can provide us with a better understanding of cancer immunity
and viral oncogenesis. In this paper, an HIV-1 dynamical model incorporat-
ing the AIDS-related cancer cells was studied. The model consists of three
components, cancer cells, healthy CD4+ T lymphocytes and infected CD4+
T lymphocytes, and can have six steady states. We discuss the existence, the
stability properties and the biological meanings of these steady states, in par-
ticular for the positive one: cancer-HIV-healthy cells steady state. We find
conditions for Hopf bifurcation of the positive steady state, leading to periodic
solutions, sequences of period doubling bifurcations and appearance of chaos.
Further, chaos and periodic behavior alternate. Our results are consistent with
some clinical and experimental observations.

1. Introduction. Reports of an increased incidence of Pneumocystis carinii pneu-
monia (PCP) and Kaposi’s sarcoma (KS) in New York City and Los Angeles in
1981 heralded the AIDS epidemic. Today, over 60 million people worldwide have
been infected with HIV—more than 80% of whom live in developing countries. Al-
though most of these people will die of infectious disease complications, cancers are
also taking their toll. Among these, KS is the most common neoplasm that occurs
in patients with AIDS (AIDS-KS).

Cancer remains a significant burden for HIV-1 infected individuals. Most of
these are virus-associated cancers. Intermediate and high-grade non-Hodgkin’s lym-
phomas (NHL) with a B-cell phenotype are AIDS-defining illnesses. The incidence
of systemic NHL is over 100 times increased, primary central nervous system NHL is
over 3000 times increased, and Hodgkin’s disease is approximately 10 times increased
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in the HIV-infected population. Unusual presentations of NHL and Hodgkin’s dis-
ease are seen in HIV-infected individuals. High-grade histologies are common for
both NHL and Hodgkin’s disease in the HIV setting [1].

Therapists find no viral sequence in the DNA of the cancer cells. So, they think
the HIV-1 particle can not by itself engender tumours in an HIV patient [2].

The immune surveillance hypothesis was first raised by Paul Ehrlich in 1909; he
proposed that one role of the immune system was to destroy tumours that arise
spontaneously on a continued and frequent basis [3, 4]. The discovery of tumour-
specific antigens and the ability to prevent tumour development in mice by inducing
immunity against such antigens supported this theory [4, 5, 6].

Gaining insight into the epidemiology and mechanisms that underlie AIDS-
related cancers can provide us with a better understanding of cancer immunity
and viral oncogenesis. How can the combination of immunosuppression and acti-
vation of inflammation promote cancer development? Our purpose in this paper is
to try to give a glancing analysis using a simple dynamical model.

The use of mathematical models as an aid in understanding features of HIV-1
and virus infection dynamics has been substantial in the past 10 years. Studies
[7, 8, 9] have shown that there are two ways for HIV-1 to disseminate in vivo:
circulating free viral particles to T cells directly, or through HIV-infected T cells
to healthy T cells[10, 11, 12]. Most of these models focus on cell-free virus spread
in the bloodstream [13, 14]. But HIV-1 is thought to be active in areas such as the
brain and lymph tissues, where 98% of the CD4+ T cells in vivo are found [15].
According to the literature [10, 16], the cell-to-cell mechanism of HIV-1 transfer has
been estimated to be much more important and also more efficient than infection
by free virus particles in these compartments. Therefore, a model concerning the
cell-to-cell spread of HIV-1 is relevant, since understanding the dynamics of the
HIV infection within lymphatic tissues is vital to uncovering information regarding
cellular infection and viral production. Culshaw and his colleagues [17] presented
a model of cell-to-cell spread of HIV-1 in tissue cultures. In [18], Lou and Ma
also considered the cell-to-cell spread mechanism, but they mostly focused on two
important activities during HIV-1 infection: the impact of the CD8+ cell non-
cytotoxic anti-viral response (CNAR) and cytotoxic T lymphocyte (CTL) activity
on infection by HIV-1.

The model explored here is a cell-to-cell spread of HIV-1 together with cancer
cells in tissue cultures (in vitro). There is precedent for studying in vitro cell-
to-cell spread of HIV-1 (as well as that of other viruses) [10, 17, 18], since many
features are easier to determine experimentally in tissue cultures than in a more
complex medium such as the bloodstream. This model is aimed at explaining some
quantitative features concerning cancer occurring during HIV-1 infection that are
unusual and, in the absence of a model, perplexing.

The basic starting point of this model has three parts. First, the cancer cells are
caused by the changes of the normal cell in the individual due to some physical,
chemical or biological factor, , for example, a virus such as human papilloma virus
(HPV). Under normal conditions, the healthy cells in our body can mutate into
cancer cells with probability of 10−6, and some of them can produce cancer under
the influence of carcinogens, including viruses. In clinical studies of AIDS-related
cancer, we say that the cancer is a single clone mechanism. Second, the cancer
cells have some special genes and so they proliferate in a special way which is
different from normal cells. Third, the immune system can recognize the difference
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between cancer cells and normal cells, so it can survey them and then carry out
its killing function. Considering the key position of CD4+ lymphocyte, we use
them to represent the immune system in our model. After binding and then killing
the cancer cells, the CD4+ lymphocyte can bind with other cancer cells before it is
destroyed by them. Of course, the model built here is by no means a comprehensive
model of the interaction between HIV-1 and the immune system. Our aim is to
investigate the cancer situation in an individual who is invaded by HIV-1.

As we will show, the model has a number of steady states whose existence and sta-
bility properties are quite consistent with their biological meanings. Furthermore,
under some special situations of the virus and the immune system, some unusual
phenomena for HIV-infected individuals can appear—the stable cyclic changes of
three kinds of cells: the number of the cancer cells, the healthy cells and the HIV-1
infected cells. Also, a chaos phenomenon can exist under some other conditions.
Periodic solutions and chaos appear alternately along with the changing of the
bifurcation parameter.

This paper is organized in the following manner: The model is developed in
section 2, and the theory results are given in sections 3. The numerical stimulation
results can be found in section 4, and the discussion is in section 5.

2. The model. We use C(t) to represent the concentration of cancer cells, T (t) to
represent the concentration of healthy cells and I(t) to represent the concentration
of infected cells. Because of the immune response caused by HIV-1 in tissue culture
in vivo, we develop an ODE model as follows:





dC

dt
= C(t)

[
r1

(
1− C(t)+T (t)+I(t)

m

)
− k1T (t)

]
,

dT

dt
= T (t)

[
r2

(
1− C(t)+T (t)+I(t)

m

)
− pk1C(t)− k2I(t)

]
,

dI

dt
= I(t) (k2T (t)− µI) .

(1)

According to the literature [2, 19, 20], the probability that a healthy cell will
become a cancer cell is very small, even if there are some factors that urge the
transformation. Compared with the uncontrolled proliferation of cancer cells, the
number of healthy cells that convert to cancer cells is very small; therefore this
will be omitted in our model. We assume that the cancer is caused by just one
cell because of gene mutation and use parameter r1 to represent its uncontrolled
proliferation rate. According to the immune surveillance hypothesis, we use k1 as
the immune system’s killing rate of cancer cells; m is the effective carrying capacity
of the system; r2 is the intrinsic growth rate of healthy cells; and p represents the
losing rate of the immune cells because of its killing the cancer cells. The infection
process of infected-to-healthy cells is described by the mass-action term k2T (t)I(t),
where k2 is the infection rate coefficient that accounts for the overall effects of
HIV-1 reproduction, such as contact rate and infectivity. Finally, µI represents
the whole immune system’s killing effect on the infected cells. For simplicity, we
assume this to be a constant, in accordance with Culshaw and Ruan and with Lou
et al.[17, 18]. Perhaps in a more realistic model this assumption is too simple. All
the parameter values above are non-negative.
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We assume initial conditions of:

C(0) = C0, T (0) = T0, I(0) = I0.

When C0 = 0, then C(t) = 0, and system (1) is reduced to a simple two-
equation system, which is the same as the model of[18] when parameter c = 0. We
also know that in this case the system can have three steady states: the trivial
equilibrium E0 = (0, 0), the healthy equilibrium E1 = (m, 0) and the infected
equilibrium E∗ = (T ∗, I∗). E0 is always unstable. When µI > mk2, E1 is globally
asymptotically stable and E∗ does not exist. When µI < mk2, E∗ is globally
asymptotically stable. In [18], a time delay system was also discussed and a Hopf
bifurcation was found.

3. Existence and stability of the steady states. The possible steady states of
system (1) are as follows: the trivial steady state, E0 = (0, 0, 0); the cancer steady
state, E1 = (m, 0, 0); the healthy steady state, E2 = (0,m, 0); the cancer-healthy
steady state, E3 = (C̄, T̄ , 0) =

(
mr2

r2+p(r1+mk1)
, mr1p

r2+p(r1+mk1)
, 0

)
; the HIV-healthy

steady state, E4 = (0, T̂ , Î) =
(
0, µI

k2
, r2(mk2−µI)

k2(mk2+r2)

)
; and the cancer-HIV-healthy

steady state, E∗ = (C∗, T ∗, I∗), in which

C∗ =
mr1k

2
2 − (r1k2 + k1r2 + mk1k2)µI

r1k2(k2 − pk1)
,

T ∗ =
µI

k2
,

I∗ =
k1[pmr1k2 − (r2 + pr1 + pmk1)µI ]

r1k2(pk1 − k2)
.

(2)

About the existence and stability of these steady states we have the following
results.

Proposition 1. Let

R0 =
mk2

µI
, R1 =

r1

k1
· k2(R0 − 1)

mk2 + r2
, and R2 =

pr1(R0 − 1)
r2 + mpk1

.

1. E0 and E3 always exist and are unstable; E1 always exists and is locally stable.
2. When R0 < 1, E2 is locally stable, E4 and E∗ do not exist.
3. When R0 > 1, E2 is unstable and E4 exists.

(a) When R1 < 1, E4 is locally stable; E∗ does not exist or if it exists is
unstable.

(b) When R1 > 1, E4 is unstable.
(i) When R2 < 1, E∗ exists;
(ii) Otherwise, E∗ does not exist.

Biological meanings:
R0 < 1 means mk2 < µI . According to the biological meanings of these param-

eters, E2 locally stable when R0 < 1 means that the individual will not be infected
by HIV, and so the individual will not develop cancer because the immune system’s
killing ability for HIV (µI) remains strong, the infectious ability of HIV (k2) is two
weak, or both. In other words, if we can prevent the individual from being infected
by HIV, then occurrence of these AIDS-related cancers are also avoided.

When R0 = 1, E2 = E4, then E2|R0=1 = E4|R0=1. So a bifurcation happens
when R0 = 1.

When R0 > 1 (that is, mk2 > µI), E2 is unstable and E4 exists.



MODELING CANCER IN HIV-1 INFECTED INDIVIDUALS 317

When R1 < 1 (that is,
k1

r1
>

k2(mk2 − µI)
µI(mk2 + r2)

), E4 is locally stable and E∗ does

not exist, or E∗ is unstable even if it exists. In biology the situation means the
individual will be infected by HIV, since the infectiousness of HIV is too strong or
the killing ability of the immune system is too weak, but susceptibility to cancer
will not arise because the ability of the immune system to kill cancer cells (k1) is
strong enough; or the proliferation rate of the cancer cells (r1) is too small.

When R1 = 1, E4 = E∗ since R1 = 1 ⇔ mr1k2 − r1µI −mk1µI =
k1r2µI

k2
, and

a bifurcation takes place.
When R1 > 1, E4 becomes unstable and E∗ exists under

R2 < 1
(

r1(R0 − 1) <
r2

p
+ mk1

)
.

That means if the uncontrolled proliferation rate of cancer cells (r1) is not big
enough when compared with the intrinsic growth rate of the healthy cells (r2)
and the immune system’s kill rate of cancer cells (mpk1), then a balance exists
between the cancer cells and the HIV-infected cells. Under this condition, the
infected cancer-HIV steady state exists and also could be locally stable under some
conditions. That means the underlying AIDS-related cancers will occur in the
HIV-infected individual.

When R2 = 1, E∗ = E3, which means E∗|R2=1 = E3|R2=1.

Now let’s discuss the stability of E∗.
The Jacobian matrix of system (1) at E∗(C∗, T ∗, I∗) is

J |E∗ =




−r1

m
C∗ −

(r1

m
+ k1

)
C∗ −r1

m
C∗

−
(r2

m
+ pk1

)
T ∗ −r2

m
T ∗ −

(r2

m
+ k2

)
T ∗

0 k2I
∗ 0


 .

Then the characteristic values λ1,2,3 are the roots of the following equation:

λ3 + a1λ
2 + a2λ + a3 = 0, (3)

where

a1 =
r1

m
C∗ +

r2

m
T ∗;

a2 = k2

(r2

m
+ k2

)
T ∗I∗ − k1

(r1

m
p +

r2

m
+ pk1

)
C∗T ∗;

a3 = (k2 − pk1)
r1k2

m
C∗T ∗I∗.

(4)

It is obvious that a1 > 0. From the condition of the existence of E∗ in Proposition
1 (which implies k2 > pk1), we know that a3 > 0.

So, the steady state E∗ is asymptotically stable if and only if the following
inequality (5) is satisfied:

a1a2 − a3 > 0. (5)

Proposition 2 When inequality (5) holds, the infected steady state E∗ of sys-
tem (1) is locally stable.
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Now we choose parameter r1 as the crucial parameter. Let

r∗1 =
k1(r2 + mk2)
k2(R0 − 1)

, r∗∗1 =
r2 + mpk1

p(R0 − 1)
.

If there exists a rc
1 > 0, which satisfies

r∗1 < rc
1 < r∗∗1 ,

and a1(rc
1)a2(rc

1)− a3(rc
1) = 0, then the characteristic equation (3) would become

(λ + a1(rc
1))(λ

2 + a2(rc
1)) = 0,

which has roots λ1 = −a1(rc
1) < 0 and a pair of purely imaginary roots: λ2,3 =

±i
√

a2(rc
1). If the transversality condition

d

dr1
Reλ2,3|r1=rc

1
6= 0

also holds at this situation, then a Hopf bifurcation will occur when r1 passes
through the critical value rc

1. Now let us first prove the existence of rc
1.

Define
G(r1) = a1(r1)a2(r1)− a3(r1).

It is easy to prove that

C∗(r∗1) = 0, I∗(r∗1) =
r2µI(R0 − 1)
k2(r2 + mk2)

,

and

C∗(r∗∗1 ) =
r2µI(R0 − 1)
k2(r2 + mpk1)

, I∗(r∗∗1 ) = 0.

So we can calculate that

G(r∗1) = a1(r∗1)a2(r∗1)− a3(r∗1) =
r2
2µ

2
I

m2k2
2

> 0

and
G(r∗∗1 ) = a1(r∗∗1 )a2(r∗∗1 )− a3(r∗∗1 ) < 0.

From the mean value theorem we can observe that there does exist a rc
1, which

satisfies r∗1 < rc
1 < r∗∗1 , such that G(rc

1) = a1(rc
1)a2(rc

1)− a3(rc
1) = 0.

Also, we can calculate that the transversality condition is
dReλ2,3

dr1
|r1=rc

1
= − 1

4(a2
1(r1) + a2(r1))

d

dr1
[(a1(r1)a2(r1)− a3(r1)]|r1=rc

1
.

So, we only need to prove that
d

dr1
[a1(r1)a2(r1)− a3(r1)]|r1=rc

1
6= 0.

Let
α = µI

(r2

m
+ k2

)
, β =

r2µI

mk2
, ν = (k2 − pk1)

k1µI

mk2
,

γ =
(r2

m
+ pk1

) k1µI

k2
, ω =

k1pµI

mk2
.

Then

1
dr1

[a1(r1)a2(r1)− a3(r1)] = − 1
dr1




ωr1 + γ

α
× C∗(r1)

I∗(r1)
+

γ

1
m

+
β

r1C∗(r1)


 .
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From (C∗(r1))′ > 0 and (I∗(r1))′ < 0 we get
d

dr1
[a1(r1)a2(r1)− a3(r1)]|r1=rc

1
< 0.

So, a Hopf bifurcation exists when r1 passes through the critical value rc
1. The

periodic orbit appears with the periodic time P = 2π√
a2(rc

1)
.

Since E∗|r1=r∗1 = E4|r1=r∗1 and E∗|r1=r∗∗1 = E3|r1=r∗∗1 , the steady state E∗ does
not exist when r1 < r∗1 and E4 is stable. But with the increase of r1, E∗ separates
from E4 when R1 > 1(⇔ r1 > r∗1) and is stable. With the increase of r1 to r1 = rc

1,
a Hopf bifurcation occurs. And finally, E∗ contracts to E3 when R2 = 1 (r1 = r∗∗1 ),
and also becomes unstable.

The biological meaning is clear for parameter r1. When the uncontrolled pro-
liferate rate of the cancer cells r1 is small, the cancer situation can not be built
and only HIV can survive in the individual. If the rate increases to a critical value,
the cancer and HIV virus can coexist at the same time. But if r1 becomes larger,
then the coexistence will be destroyed and the cancer structure will develop soon,
possible denoting the AIDS phase in the infected individual.

Similar results can also be obtained for parameters k1 and k2.

4. Numerical simulations. System 1 has been also studied through numerical
simulations using parameter values; these are given in Table 1 in order to describe
time-dependent regimes.

From the literature of clinical and mathematical models, parameter values are
given in Table 1 with the corresponding references.

r1 (/day)[20] k1(/ml/day)[22] m (/ml)[23] r2 (/day)[22]
0.05 ∼ 0.5 10−5 ∼ 10−3 1500 0.03

k2 (/ml/day)[21] µI (/day)[17] p[20]
10−5 ∼ 5× 10−4 0.3 0.1

Table 1. Parameter values and correspondig references.

There are three Hopf bifurcation parameters in this system, r1, k1 and k2, but
considering the biological meanings of the parameters, we mainly discuss the math-
ematical behavior changing r1 and k1.

First, we fix parameter k2 and let r1 and k1 change, and we also choose the
other parameter values as r2 = 0.03, k2 = 5e−4, m = 1500, µI = 0.3, p = 0.1. Then
we can obtain the r1 − k1 Hopf bifurcation shown in Figure 1. In Figure 1, the o
line is the boundary line of the existence of E∗. The region under the o line is the
existence region for E∗. The ∗ line is the Hopf bifurcation line. The region between
the o-line and the ∗ line is the stability region for E∗. The region under the ∗
line is the region of instability for E∗. In the unstable region, an asymptotically
stable periodic solution and chaos appear along with the change of the value for
parameters r1 or k1.

Let us consider what happens to the solutions, and hence to the biological mean-
ings of the results, as r1 increases. At this condition, r∗ = 0.104, r∗∗ = 0.3, and
rc
1 = 0.1591. So when r1 < rc

1, E∗ is locally stable, but what happens when r1 > rc
1?

We first describe the results of numerical solutions.
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E*=E4

Figure 1. The Hopf bifurcation region of parameters r1 and k1.

For small values of r1, the HIV-infected steady state E4 is stable and the cancer-
HIV infected steady state E∗ does not exist, which means that cancer susceptibility
will not arise when the cancer cell proliferation is not big enough.

As r1 outpaces r∗1 , E4 becomes unstable and E∗ appears, stable, which means
that cancer susceptibly will also arise under the HIV-1 infection.

When r1 reaches rc
1, a Hopf bifurcation takes place. E∗ becomes unstable for

r1 > rc
1, and a periodic orbit appears, with periodic P = 2π√

a2(rc
1)

. In the following

figures, we first show a period 1 orbit (Figure 2), in addition to the associated fixed
point E∗. As r1 continues to increase, further bifurcations can occur in which such
periodic orbits of the flow double their periods repeatedly. So in our simulation
we can see the period doubling bifurcations (Figure 3) and then period 4 orbits,
and then period 8 orbits and then period 16 and period 32 orbits. Finally, period
64 orbit appear. These accumulate at a point at which transition from periodic to
apparently chaotic non-periodic motion—-chaos (Figure 3) occurs. With further
increase of r1, chaos disappears and then period 64 (Figure 4), period 32, period
16, period 8 (Figure 4) and period 4 orbit reappears one by one. After that, period
8 (Figure 5) and period 16 orbit appears for the third time. With the increasing
of r1, chaos appears again (Figure 5) and then a period 4 orbit appears. But
after that, chaos appears once more (Figure 6). The numerical solutions show that
the orbitally asymptotically stable periodic solution and chaos appear alternately
with r1 increasing. When r1 increases to r∗∗1 , E∗ does not exist and only E1 is
stable, which means that the cancer susceptibility builds is built soon after the
HIV infection, which is the situation of some AIDS patients.

Here we report the bifurcation values r1 (r1 = rc
1 + ri

1) for the sequences leading
to the first appearance of chaos,

r1
1 = 0.019284, r2

1 = 0.02202005, r3
1 = 0.022799,

r4
1 = 0.0230345, r5

1 = 0.0230935, r6
1 = 0.0231059,

where ri
1, (i = 1, 2, 3, 4, 5, 6) is the value at which the orbit of period 2n undergoes

a flip bifurcation, giving birth to an orbit of period 2n+1.
So for

δ = lim
n→∞

rn
1 − rn−1

1

rn+1
1 − rn

1

,
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Figure 2. When r1 = rc
1 + 8 × 10−5 and r1 = rc

1 + 9.99 × 10−3,
an orbitally asymptotically stable periodic solution has appeared.
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Figure 3. When r1 = rc
1 +0.01932, period 2 orbits have appeared

(the left figure ); at r1 = rc
1 + 0.0235, chaos has appeared (the

middle and right figures).

200 400 600 800 1000 1200 1400
0

50

100

150

200

250

T(t)

I(
t)

550 600 650
230

231

232

233

234

235

236

237

238

239

240

241

T(t)

I(
t)

200 400 600 800 1000 1200 1400
0

50

100

150

200

250

T(t)

I(
t)
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Figure 6. When r1 = rc
1 + 0.0255, period 4 orbits appear again

(the left and middle figure); when r1 = rc
1 + 0.0256, chaos appears

for the third time (the right figure).

the universal number related to appearance of chaos through period doubling
(Feigenbaum scenario), we have the sequence of δi,

δ1 ≈ 3.5, δ2 ≈ 3.3, δ3 ≈ 3.99, δ4 ≈ 4.76,

which is quite close to the universal number, δ = 4.669..., calculated by Feigenbaum
for one-dimensional maps [24] and whose first confirmation in the case of a system
of ordinary differential equations has been shown in Franceschini and Tebaldi [25].

Now let’s look at bifurcation parameter k1. We fix other parameter values as
follows: r1 = 0.12, k2 = 0.0005, r2 = 0.03, m = 1500, µI = 0.3 and p = 0.1. For
these parameters, k∗1 = 0, k∗∗1 = 1.1538 × 10−4 and kc

1 = 0.5746 × 10−4. When
k1 > kc

1, E∗ is stable, but when k1 decreases and passes from kc
1, Hopf bifurcation

appears. We find that when k1 decreases from kc
1, the topological structure of the

orbits change between periodic orbits and chaos for many times: periodic orbits →
chaos → periodic orbits → chaos → periodic orbits → chaos → tends to E1.

We find that k2 is also a Hopf bifurcation parameter. Choose r1 = 0.162, k1 =
0.0001, and the other parameter values as before, then k∗2 = 3.9457 × 10−4, kc

2 =
4.9385 × 10−4. When k2 ∈ [3.9457 × 10−4, 4.9385 × 10−4], a1 ∗ a2 − a3 > 0, E∗ is
stable. Along with the increase of k2, E∗ becomes unstable, and further bifurcations
can also occur in which such periodic points and the corresponding periodic orbits
of the flow double their periods repeatedly. This shows that the results discussed
above and the appearance of chaos are a general behavior of the system.

5. Discussion. The existence of oscillations and chaos in a biological model is
not novel. The occurrence of the periodic solutions can explain a special condition
about the cancer-developing situation under the immune surveillance against cancer
regulation that occurs in the HIV-infected individual. The cancer structure and
the HIV concentration will neither be eliminated nor increase continuously. It is
a dynamic balance between the increasing of cancer cells and HIV-infected cells
and the immune surveillance against cancer regulation.This phenomenon has been
found in clinics. The report by Gatti et al.[26] is a clinical record which describes
a A stable, cyclically changing phenomenon of the number of cancer cells in an
untreated hemophilia patient for several years. Similar situations are also found
in HIV-infected individuals. Clinicians found that the numbers of the virus and
the CD4+ T cells changed cyclically in some HIV individuals. Chaos phenomena
in biological systems have also been found experimentally, for example, the throbs
of the ventricular cells in a chicken heart can engender chaos phenomenon. Also,
research on the throb of the human heart and the galvanic activity of the human
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brain found chaos phenomena [20]. Anderson and May [27] find oscillatory and
chaotic fluctuations in a dynamical model of the interaction of HIV with the immune
system. In [22], Perelson and his colleagues find oscillatory behavior in their HIV
model. Perelson also discusses the biological implications of the parameters needed
to obtain oscillations, and then map out the regime in parameter space where
oscillations ensue. Periodic solutions have also been found in some other literature
about HIV [17, 18], but they are from time-delay dynamic models.

There is some other literature concerning periodic solutions and chaos in dynamic
models about biological systems. For example, in [20], the authors discussed the
idiotype network about the antibody—the AB model. They found Hopf bifurcations
and also alternation between oscillation and chaos. The biological meanings of these
phenomena is what we are searching for. The aim of this paper was to help describe
such oscillatory phenomena and discuss how chaos appears.

We should note that, although these results are interesting, this model is still a
very simple one. Some realistic modifications can be made, such as incorporating a
time delay during which the cell is infected but has not yet begun to produce virus.
Also we plan to study in a later work a possible explanation for the chaos effect,
using some asymptotical analysis to better understand the biological meanings.
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