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Abstract. Based on some important experimental dates, in this paper we
shall introduce time delays into Mehrs’s non-linear differential system model
which is used to describe proliferation, differentiation and death of T cells in
the thymus (see, for example, [3], [6], [7] and [9]) and give a revised nonlinear
differential system model with time delays. By using some classical analysis
techniques of functional differential equations, we also consider local and global
asymptotic stability of the equilibrium and the permanence of the model.

In honor of Professor Zhien Ma’s 70th birthday

1. Introduction. It is well known [3], [6], [7] and [9] that the T lymphocyte com-
partment includes two types of T cell subpopulations, characterized according to
their functions and distinct cell membrane markers. Helper and inducer T cells
(expressing the CD4 marker) regulate the function of the other immunocytes. Cy-
totoxic and suppressor T cells (expressing the CD8 marker) destroy virally infected
cells and foreign transplants. The development, differentiation and selection of T
cells in the thymus are complex processes. Based on the data gained from ex-
periments on mice by Finkel et al., Mehr et al. obtained the following non-liner
differential system model to describe proliferation, differentiation and death of T
cells in the thymus [6],[7]:




Ṅ(t) = (1− N(t)
Kn

)[s + rnN(t)]− (dn + sn)N(t),
Ṗ (t) = snN(t) + (1− Z

K )rpP (t)− (dp + sp)P (t),
Ṗs(t) = spP (t) + (1− Z

K )rpsPs(t)− (dps + s4 + s8)Ps(t),
Ṁ4(t) = s4Ps(t) + (1− Z

K )r4M4(t)− (d4 + s04)M4(t),
Ṁ8(t) = s8Ps(t) + (1− Z

K )r8M8(t)− (d8 + s08)M8(t),

(1)

here N represents double-negative(DN) cells, and P represents double-positive(DP )
cells that are not sensitive to deletion. The variable Ps represents DP cells that are
sensitive to deletion, M4 and M8 are T4 cells and T8 cells, and Z ≡ N + P + Ps +
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M4 + M8 is the total thymic population. The percentages of cells in the various
sub-populations are defined by

DN ≡ N

Z
, DP ≡ P + Ps

Z
, CD4 ≡ M4

Z
, CD8 ≡ M8

Z
.

In each equation of (1), there is an input term that is the rate of entry of cells
from the previous compartment, except for the first equation, where we use s, the
rate of seeding of T cell progenitor cells from the bone marrow. The sj parameters
represent maturation rates, that is, the rate of passage from one compartment
to the next, except for s04 and s08, which represent rates of export of mature
T cells from the thymus. The ri parameters represent cell division rates, and di

parameters represent death rates, including the death of cells not rescued by positive
selection and cell deletion due to negative selection. Based on the analysis of
paper [6], competition occurs during seeding and early development of thymocytes;
hence, there is an upper bound for the DN cells, denoted here by Kn. Due to the
environmental restriction, there is also an upper bound for the total number of cells
in thymus, denoted here by K. It is clear that competition in (1) is taken as the
logistic form.

With the help of computer simulations, the authors of [6] and [7] show that
the model (1) gives a better estimations of the experimental results for the total
number of thymus cells and the fractions of various types of immature and mature
thymocytes. Recently, based on stability theory of ordinary differential equations,
Jin and Ma [3] gave a detailed theoretical analysis of the global asymptotic stability
of the positive equilibrium of (1).

2. Statement of the Improved Model and Boundedness of Solutions. It
is known that the differentiation of T cells in the thymus is complicated, and it
will take some time to move from one compartment to the next compartment. It
is estimated that the period of DN needs 14 days, DP needs 3 to 4 days, and that
SP needs 7 to 14 days (see, for example, [1] and [8]). The facts imply that it is
very important to introduce time delays in model (1). Hence, we have the following
revised non-linear differential system model with time delays,





Ṅ(t) = (1− N(t)
Kn

)[s + rnN(t)]− c0N(t),
Ṗ (t) = snN(t− τ1) + (1− Z

K )rpP (t)− c1P (t),
Ṗs(t) = spP (t− τ2) + (1− Z

K )rpsPs(t)− c2Ps(t),
Ṁ4(t) = s4Ps(t− τ3) + (1− Z

K )r4M4(t)− c3M4(t),
Ṁ8(t) = s8Ps(t− τ3) + (1− Z

K )r8M8(t)− c4M8(t),

(2)

where t ≥ t0, c0 = sn + dn > 0, c1 = sp + dp > 0, c2 = dps + s4 + s8 > 0,
c3 = d4 + s04 > 0, and c4 = d8 + s08 > 0.

By biological meaning, the initial condition of (2) is given as




N(t) = ϕ1(t) > 0,
P (t) = ϕ2(t) > 0,
Ps(t) = ϕ3(t) > 0,
M4(t) = ϕ4(t) > 0,
M8(t) = ϕ5(t) > 0,

(3)

where ϕ1(t),ϕ2(t),ϕ3(t),ϕ4(t) and ϕ5(t) are all continuous functions on [t0− τ1, t0].
With a standard argument, it is easily shown that the solution (N(t), P (t), Ps(t),
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M4(t), M8(t)) of (2) with (3) is existent, positive and bounded on [t0, +∞). Thus
the following result easily can be proved.

Theorem 1. The solution (N(t), P (t), Ps(t),M4(t),M8(t)) of (2) with (3) is
existent, positive and bounded on [t0,+∞).

3. Quasi-Steady-State Approximation and Reduction of Model. It is clear
that to give a theoretical analysis on the asymptotic properties of the nonlinear
higher dimensional system (2) is rather difficult, since the simulations show that
the time evolution of the more mature thymocyte subsets (Ps,M4,M8) follows that
of P . Hence, we may be able to use the quasi-steady-state approximation as in
[6]-[7] for Ps, M4 and M8, and assume that

Ṗs(t) = Ṁ4(t) = Ṁ8(t) = 0.

Furthermore, note that given the typical parameter values given in [6]-[7], corre-
spond to the total number of the cells Z << K. Hence, we may assume that
1− Z/K ≈ 1. Therefore,




Ps(t) = sp

c2−rps
P (t− τ2),

M4(t) = sps4
(c2−rps)(c3−r4)

P (t− τ2 − τ3),
M8(t) = sps8

(c2−rps)(c4−r8)
P (t− τ2 − τ3).

(4)

We further assume that
sp

c2 − rps
> 0,

sps4

(c2 − rps)(c3 − r4)
> 0,

sps8

(c2 − rps)(c4 − r8)
> 0.

Hence, we have the following two-dimensional nonlinear delayed differential system
for N(t) and P (t):



Ṅ(t) = (1− N(t)
Kn

)[s + rnN(t)]− c0N(t),
Ṗ (t) = snN(t− τ1) + rpP (t)− rp

K N(t)P (t)− rpsp

K(c2−rps)P (t)P (t− τ2)

− rp

K P 2(t)− rpG
K P (t)P (t− τ2 − τ3)− c1P (t),

(5)

for t ≥ t0, where

G =
sp

c2 − rps
(

s4

(c3 − r4)
+

s8

(c4 − r8)
) > 0.

Let
α =

rp

K
, β =

sp

c2 − rps
, γ =

1
Kn

,

then (5) is equivalent to




Ṅ(t) = (1− γN(t))[s + rnN(t)]− c0N(t),
Ṗ (t) = snN(t− τ1) + rpP (t)− αN(t)P (t)− αP 2(t)− αβP (t)P (t− τ2)

−αGP (t)P (t− τ2 − τ3)− c1P (t),
(6)

for t ≥ t0.
In the following sections, we shall give a detailed analysis on local and global

asymptotic stability of the equilibrium and permanence of (6).
As usual, the initial condition is given as{

N(t) = ϕ1(t) > 0,
P (t) = ϕ2(t) > 0, t ∈ [t0 − τ1, t0],

(7)

where ϕ1(t) and ϕ2(t) are continuous functions on [t0, +∞).
We have the following.
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Theorem 2. The solution (N(t), P (t)) of (6) with (7) is existent, positive and
bounded on [t0,+∞).

Proof. From ϕi(t) > 0 (i = 1, 2) and the local existence theory of solutions (see,
for example, [2], [4] and [10]), we can assume that N(t) and P (t) are all existent
on [t0, b) (t0 < b < +∞). Now, let us first show that N(t) > 0 (t ≥ t0). The first
equation of (6) is equivalent to

Ṅ(t) = −γrnN2(t) + (rn − γs− c0)N(t) + s. (8)

In fact, note that ϕ1(t) > 0 (t ∈ [t0 − τ1, t0]) and the continuity of N(t), if there is
t1 ∈ [t0, b) such that

N(t1) = 0, N(t) > 0, (t0 ≤ t < t1);

hence, Ṅ(t1) ≤ 0. On the other hand, from (8) we have

Ṅ(t1) = −γrnN2(t1) + (rn − γs− c0)N(t1) + s = s > 0,

which is a contradiction to Ṅ(t1) ≤ 0. Hence, N(t) > 0 for any t ∈ [t0, b).
Let us further show that N(t) is also bounded on [t0, b). From (8), it follows

that
Ṅ(t) = −γrn[N(t)−N1][N(t)−N2], (9)

where N1 and N2 (N1 < 0, N2 > 0) are two real roots of the equation

−γrnN2 + (rn − γs− c0)N + s = 0.

Since the first equation of system (6) is a standard scalar ordinary differential
equation which satisfies uniqueness of solutions, it is easily shown that

N(t) ≤ NA = max(N(t0), N2)

for any t ∈ [t0, b). The boundedness of N(t) on [t0, b), together with the continuous
extension theory of solutions (see, for example, [2], [4] and [10]), shows that N(t)
is existent and positive on [t0,+∞), and satisfies N(t) ≤ NA = max(N(t0), N2) for
any t ∈ [t0, +∞).

Next, we will show that P (t) is existent, positive and bounded on [t0, +∞) for
any t > t0.

We first show that P (t) > 0 for any t ∈ [t0, b). If not, also by ϕ2(t) > 0
(t0 − τ1 ≤ t ≤ t0) and continuity of P (t), there is t2 ∈ [t0, b) such that

P (t2) = 0, P (t) > 0, (t0 ≤ t < t2).

Hence, Ṗ (t2) ≤ 0. However, from (6),

Ṗ (t2) = snN(t2 − τ1) > 0,

which is a contradiction to Ṗ (t2) ≤ 0. Hence, P (t) > 0 for any t ∈ [t0, b).
Let us further show that P (t) is bounded on [t0, b). In fact, we have from (6)

that
Ṗ (t) ≤ −αP 2(t) + rpP (t) + snNB ,

for t ∈ [t0, b), where NB = max{N2, supt0−τ1≤t≤t0 ϕ1(t)}. Based on the well known
comparison principle (see, for example, [5]), it is easy to show that P (t) is also
bounded on [t0, b). Hence, the continuous extension theory of solutions shows that
N(t) and P (t) are existent, positive and bounded on [t0, +∞). The proof of Theo-
rem 2 is completed.
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4. Local Asymptotic Stability of (6). In this section, we shall consider the local
asymptotic stability of the positive equilibria of (6). Let (N(t), P (t)) = (N∗, P ∗)
be the only positive equilibrium of (6); then it has





(1− γN(t))[s + rnN(t)]− c0N(t) = 0,
snN(t) + rpP (t)− αN(t)P (t)− αP 2(t)− αβP (t)P (t)
−αGP (t)P (t)− c1P (t) = 0.

(10)

From the first equation of (10), we have

N∗ =
−(rn − γs− c0)−

√
(rn − γs− c0)2 + 4γrns

−2γrn
> 0.

From the second equation of (10),

P ∗ =
δ +

√
δ2 + 4α(G′ + 1)snN∗

2α(G′ + 1)
> 0,

where
G′ = G + β > 0, δ = rp − αN∗ − c1.

We have the following.
Theorem 3. The positive equilibrium (N∗, P ∗) of (6) is locally asymptotically

stable for any time delays τ1, τ2, and τ3.
Proof. Let {

u(t) = N(t)−N∗,
v(t) = P (t)− P ∗, (11)

then, (6) is equivalent to




u̇(t) = (rn − γs− c0 − 2γrnN∗)u(t)− γrnu2(t),
v̇(t) = −αP ∗u(t) + snu(t− τ1) + (rp − αN∗ − 2αP ∗ − αβP ∗ − αP ∗G,

−c1)v(t)− αβv(t)v(t− τ2)− αGv(t)v(t− τ2 − τ3)− αβP ∗v(t− τ2),
−αP ∗Gv(t− τ2 − τ3)− αu(t)v(t)− αv2(t),

(12)
and its corresponding linearized system is





u̇(t) = (rn − γs− c0 − 2γrnN∗)u(t),
v̇(t) = −αP ∗u(t) + snu(t− τ1) + (rp − αN∗ − 2αP ∗ − αβP ∗ − αP ∗G

−c1)v(t)− αβP ∗v(t− τ2)− αP ∗Gv(t− τ2 − τ3).
(13)

The associated characteristic equation of (13) is given by

[λ− (rn − γs− c0 − 2γrnN∗)][λ− (rp − αN∗ − 2αP ∗ − αβP ∗ − αGP ∗ − c1)

+αβP ∗e−τ2λ + αGP ∗e−(τ2+τ3)λ] = 0.

Obviously, it has one negative characteristic root

λ = λ1 = rn − γs− c0 − 2γrnN∗

= −
√

(rn − γs− c0)2 + 4γrns < 0.

Now, let us consider the transcendental equation

λ−(rp−αN∗−2αP ∗−αβP ∗−αGP ∗−c1)+αβP ∗e−τ2λ+αGP ∗e−(τ2+τ3)λ = 0. (14)

By the second equation of (10),

snN∗ + rpP
∗ − αN∗P ∗ − αP ∗2 − αβP ∗2 − αGP ∗2 − c1P

∗ = 0, (15)
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which implies

αN∗ + αP ∗ + αβP ∗ + αGP ∗ + c1 − rp = sn
N∗

P ∗
.

Hence,

a∗ = −(rp − αN∗ − 2αP ∗ − αβP ∗ − αGP ∗ − c1)

= sn
N∗

P ∗
+ αP ∗ > 0,

b = αβP ∗ > 0, c = αGP ∗ > 0.

Let a = −(rpP
∗ − αN∗ − 2αP ∗ − c1), then

a∗ = a + b + c.

The transcendental equation (14) is equivalent to

λ + (a + b + c) + be−τλ + ce−µλ = 0, (16)

where τ = τ2 and µ = τ2 + τ3.
When µ = τ = 0, equation (16) reduces to

λ + (a + b + c) + b + c = 0.

Thus

λ = λ2 = −a− 2(b + c) < 0.

This shows that (N∗, P ∗) of (6) is locally asymptotically stable for τ2 = τ3 = 0.
If (16) has pure imaginary root λ = iw (w > 0) for τ +µ > 0, we have from (16)

that

iw + (a + b + c) + bcosτw − ibsinτw + ccosµw − icsinµw = 0. (17)

Separating the real part from the imaginary part, we have
{

bcosτw + ccosµw = −(a + b + c),
bsinτw + csinµw = w.

(18)

Hence,

b2 + c2 + 2bccos(µ− τ)w = (a + b + c)2 + w2,

which implies that

cos(τ − µ)w =
a2 + w2 + 2ab + 2bc + 2ac

2bc
>

2bc

2bc
= 1.

Clearly, this is a contradiction. Because the roots of the transcendental equation
(16) continuously depend on µ and τ (see, for example, [4]), and the roots of (16)
have negative real parts for µ = τ = 0, all roots of (14) must have negative real
parts for any time delay. Hence, (N∗, P ∗) of (6) is locally asymptotically stable for
any time delay. The proof of Theorem 3 is complete.
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5. Permanence and Global Asymptotic Stability. In this section, we shall
further consider the global asymptotic stability of the positive equilibrium (N∗, P ∗)
of (6) and permanence of (6).

First, let us consider equation (9) and define a Liapunov function V as below,

V (N) =
1
2
(N −N∗)2.

Obviously, V (N) is positive definite and has the property of infinity with respect
to N −N∗. The derivative along the solution of (9) is

dV

dt
= −γ(N(t)−N∗

1 )(N(t)−N∗)2,

from which it follows that dV/dt is negative definite with respect to N −N∗. Thus,
it follows from Liapunov global asymptotic stability theorem that N(t) = N∗ is the
globally asymptotically stable equilibrium of the first equation of (6).

Next, let us discuss attractiveness of P (t) = P ∗.
Note that

lim
t→+∞

N(t) = N∗,

for any ε > 0, there exists T1 > t0 such that for any t ≥ T1,

N∗ − ε < N(t) < N∗ + ε.

By the second equation of (6) and P (t) > 0 (t ∈ [t0, +∞)),

Ṗ (t) ≤ −αP 2(t) + rpP (t) + sn(N∗ + ε)

for any t ≥ T1. Let us consider the comparison system,

Ṗ1(t) = −αP 2
1 (t) + rpP1(t) + sn(N∗ + ε), P1(T1) = P (T1) > 0. (19)

Using the same discussion as for N(t), it is easy to see that P1(t) > 0 on [T1,+∞)
and that

lim
t→+∞

P1(t) = P ∗1 ,

where P ∗1 is positive equilibrium of (19), and

P ∗1 =
rp +

√
r2
p + 4αsn(N∗ + ε)

2α
> 0.

Thus, by the well known comparison principle,

lim sup
t→+∞

P (t) ≤ lim
t→+∞

P1(t) = P ∗1 .

Hence, there exists T2 > T1 such that for t ≥ T2,

P (t) < P ∗1 + ε.

By the second equation of (6),

Ṗ (t) ≥ sn(N∗ − ε) + rpP (t)− α(N∗ + ε)P (t)− αP 2(t)− αβ(P ∗1 + ε)P (t)
−αG(P ∗1 + ε)P (t)− c1P (t)

= −αP 2(t) + [rp − α(N∗ + ε)− αβ(P ∗1 + ε)− αG(P ∗1 + ε)− c1]P (t)
+sn(N∗ − ε)

= −α[P (t)− P̄ ∗1 ][P (t)− Q̄∗
1],
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where P̄ ∗1 and Q̄∗1 are two equilibria of the following comparison system




˙̄P1(t) = −αP̄ 2
1 (t) + [rp − α(N∗ + ε)− αβ(P ∗1 + ε)− αG(P ∗1 + ε)− c1]P̄1(t)

+sn(N∗ − ε),
P̄1(T2) = P (T2) > 0,

(20)
where Q̄∗1 < 0 and

P̄ ∗1 =
[rp − α(N∗ + ε)− αβ(P ∗1 + ε)− αG(P ∗1 + ε)− c1]

2α

+

√
[rp − α(N∗ + ε)− αβ(P ∗1 + ε)− αG(P ∗1 + ε)− c1]2 + 4αsn(N∗ − ε)

2α
> 0.

It also follows that P̄1(t) > 0 for t ∈ [T2, +∞) and that the positive equilibrium P̄ ∗1
of (20) is also global asymptotically stable. Thus,

lim inf
t→+∞

P (t) ≥ lim
t→+∞

P̄1(t) = P̄ ∗1 .

Hence, there exists T3 > T2 such that for t ≥ T3,

P (t) > P̄ ∗1 − ε > 0.

By the second equation of (6), we have that for t ≥ T3,

Ṗ (t) ≤ sn(N∗ + ε) + rpP (t)− α(N∗ − ε)P (t)− αP 2(t)− αβ(P̄ ∗1 − ε)P (t)
−αG(P̄ ∗1 − ε)P (t)− c1P (t)

= −αP 2(t) + [rp − α(N∗ − ε)− αβ(P̄ ∗1 − ε)− αG(P̄ ∗1 − ε)− c1]P (t)
+sn(N∗ + ε)

= −α[P (t)− P ∗2 ][P (t)−Q∗
2],

where P ∗2 and Q∗2 are two equilibria of the following comparison system




Ṗ2(t) = −αP 2
2 (t) + [rp − α(N∗ − ε)− αβ(P̄ ∗1 − ε)− α(P̄ ∗1 − ε)− c1]P2(t)

+sn(N∗ + ε),
P2(T3) = P (T3) > 0.

(21)
where Q∗2 < 0 and

P ∗2 =
[rp − α(N∗ − ε)− αβ(P̄ ∗1 − ε)− αG(P̄ ∗1 − ε)− c1]

2α

+

√
[rp − α(N∗ − ε)− αβ(P̄ ∗1 − ε)− αG(P̄ ∗1 − ε)− c1]2 + 4αsn(N∗ + ε)

2α
> 0.

Let

f(P2) = −αP 2
2 + [rp − α(N∗ − ε)− αβ(P̄ ∗1 − ε)− α(P̄ ∗1 − ε)− c1]P2 + sn(N∗ + ε).

Then, for sufficiently small ε > 0,

f(P2) |P2=P∗1 = −[α(N∗ − ε) + αβ(P ∗1 − ε) + αG(P ∗1 − ε) + c1] < 0,

which shows that P ∗2 < P ∗1 . Furthermore, we also have

lim sup
t→+∞

P (t) ≤ lim
t→+∞

P2(t) = P ∗2 .
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Hence, there exists T4 > T3 such that for t ≥ T4,

P (t) < P ∗2 + ε.

Again by the second equation of (6), for t ≥ T4,

Ṗ (t) ≥ sn(N∗ − ε) + rpP (t)− α(N∗ + ε)P (t)− αP 2(t)− αβ(P ∗2 + ε)P (t)
−αG(P ∗2 + ε)P (t)− c1P (t)

= −αP 2(t) + [rp − α(N∗ + ε)− αβ(P ∗2 + ε)− αG(P ∗2 + ε)− c1]P (t)
+sn(N∗ − ε)

= −α[P (t)− P̄ ∗2 ][P (t)− Q̄∗
2],

where P̄ ∗2 > 0 and Q̄∗2 < 0 are two equilibria of the following comparison system




˙̄P2(t) = −αP̄ 2
2 (t) + [rp − α(N∗ + ε)− αβ(P ∗2 + ε)− αG(P ∗2 + ε)− c1]P̄2(t)

+sn(N∗ − ε),
P̄2(T4) = P (T4) > 0.

(22)
We also have that P̄ ∗2 > P̄ ∗1 and

lim inf
t→+∞

P (t) ≥ lim
t→+∞

P̄2(t) = P̄ ∗2 .

Repeating the above procedure, we have a time sequence {Ti} and two other se-
quences {P ∗i } and {P̄ ∗i } such that Ti < Ti+1 and that

P ∗i =
[rp − α(N∗ − ε)− αβ(P̄ ∗i−1 − ε)− αG(P̄ ∗i−1 − ε)− c1]

2α

+

√
[rp − α(N∗ − ε)− αβ(P̄ ∗i−1 − ε)− αG(P̄ ∗i−1 − ε)− c1]2 + 4αsn(N∗ + ε)

2α
> 0

and

P̄ ∗i =
[rp − α(N∗ + ε)− αβ(P ∗i + ε)− αG(P ∗i + ε)− c1]

2α

+

√
[rp − α(N∗ + ε)− αβ(P ∗i + ε)− αG(P ∗i + ε)− c1]2 + 4αsn(N∗ − ε)

2α
> 0.

where {P ∗i } and {P̄ ∗i } satisfy

P̄ ∗i ≤ P̄ ∗i+1 ≤ lim inf
t→+∞

P (t) ≤ lim sup
t→+∞

P (t) ≤ P ∗i+1 ≤ P ∗i .

Let

lim inf
i→+∞

P ∗i = A(ε)

and

lim inf
i→+∞

P̄ ∗i = B(ε);
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then we have

A(ε) =
{rp − α(N∗ − ε)− αβ[B(ε)− ε]− αG[B(ε)− ε]− c1}

2α
+

√{rp − α(N∗ − ε)− αβ[B(ε)− ε]− αG[B(ε)− ε]− c1}2 + 4αsn(N∗ + ε)
2α

> 0,

B(ε) =
{rp − α(N∗ + ε)− αβ[A(ε) + ε]− αG[A(ε) + ε]− c1}

2α
+

√{rp − α(N∗ + ε)− αβ[A(ε) + ε]− αG[A(ε) + ε]− c1}2 + 4αsn(N∗ − ε)
2α

> 0.

Thus, we have

αA(ε)2 −A(ε){rp − α(N∗ − ε)− αβ[B(ε)− ε]− αG[B(ε)− ε]− c1} = sn(N∗ + ε),
αB(ε)2 −B(ε{rp − α(N∗ + ε)− αβ[A(ε) + ε]− αG[A(ε) + ε]− c1} = sn(N∗ − ε),

where A = A(ε) and B = B(ε) are both continuous respect to ε > 0, and

A(ε) ≤ P ∗ ≤ B(ε)

for any sufficiently small ε > 0.
Let ε → 0, so that

0 < A = A(0) ≤ P ∗ ≤ B = B(0)

and {
αA2 −A{rp − αN∗ − αβB − αGB − c1} = snN∗,
αB2 −B{rp − αN∗ − αβA− αGA− c1} = snN∗. (23)

The first equation of (23) minus the second equation yields

α(A + B)(A−B)− δ(A−B) = 0, (24)

where
δ = rp − αN∗ − c1.

The first equation of (23) plus the second equation yields

α(A2 + B2)− δ(A + B) + 2αG′AB = 2snN∗. (25)

By (24), we have

A + B =
δ

α
, or A−B = 0.

If δ > 0 and A + B = δ/α and we substitute it into (25), we have

α[(
δ

α
)2 − 2AB]− δ(

δ

α
) + 2αG′AB = 2snN∗.

Hence,
α(G′ − 1)AB = snN∗.

If G′ > 1, then

AB =
snN∗

α(G′ − 1)
,

which means that A and B are two real roots of the equation

−α(1−G′)X2 + δ(1−G′)X + snN∗ = 0. (26)

We have the following three cases.
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1. If δ ≤ 0, it follows from A + B = δ/α (0 < A ≤ P ∗ ≤ B) that we must have
A−B = 0. Hence, A = B = P ∗.

2. If G′ ≤ 1, it follows from α(G′ − 1)AB = snN∗ > 0 that we must also have
A−B = 0. Hence, A = B = P ∗.

3. If G′ > 1 and δ > 0, let us define the functions

f(X) = −αX2 + δX +
snN∗

1−G′
,

and

g(X) = −αX2 +
δ

1 + G′
X +

snN∗

1 + G′
.

Clearly,
f(A) = f(B) = 0, g(P ∗) = 0.

We have the following three cases.
3a. If 4 = δ2 − 4α snN∗

G′−1 = 0, the equation f(X) = 0 has two equal real roots
X∗ = δ/(2α). Note that because 0 < A ≤ P ∗ ≤ B, we must have A = B = P ∗.

3b. If 4 < 0, the equation f(X) = 0 has no real root, which shows that
A + B = δ/α is not true. Hence, A = B = P ∗.

3c. If 4 > 0, then f(X) = 0 has two different positive real roots 0 < X∗
1 = A <

X∗
2 = B.
From g(P ∗) = 0, it is clear that

f(P ∗) = −2αG′P ∗

G′ − 1
(P ∗ − δ

2α
).

Hence, while P ∗ < δ/(2α), it follows that

A < P ∗ < B.

If P ∗ > δ/(2α), then f(P ∗) < 0, which implies that P ∗ < A or P ∗ > B. This is a
contradiction to A ≤ P ∗ ≤ B. Hence, we have A = B = P ∗.

If P ∗ = δ/(2α), then it follows from f(P ∗) = 0 that P ∗ = A or P ∗ = B. On the
other hand, we have from f(X) = 0 that

0 < X∗
1 = A <

δ

2α
= P ∗ < X∗

2 = B,

which is a contradiction to P ∗ = A or P ∗ = B. Hence, it has A = B = P ∗.
Therefore, we have the following.
Theorem 4. (i) If G′ > 1, δ > 0 and P ∗ < δ/(2α), then the system (6) is

permanent for any time delays τ1, τ2, and τ3. (ii) If δ ≤ 0, or G′ ≤ 1, or G′ > 1,
δ > 0 and P ∗ ≥ δ/(2α), then the positive equilibrium (N∗, P ∗) of (6) is globally
asymptotically stable for any time delays τ1, τ2, and τ3.

6. Discussion. In this paper, we give an improved nonlinear delayed differential
equation model, (2), of T cell development in the thymus based on some impor-
tant experimental data. Then, by using the method of quasi-steady-state approx-
imation, we reduce the higher-dimensional nonlinear delayed differential equation
model into the two-dimensional nonlinear delayed differential equation (6). We also
give a detailed analysis of the local and global asymptotic stability of the positive
equilibrium (N∗, P ∗) and permanence of (6). Theorem 3 shows that the positive
equilibrium (N∗, P ∗) is locally asymptotically stable for any time delays τ1, τ2,
and τ3. Theorem 4 gives a sufficient condition for global asymptotic stability of
the positive equilibria (N∗, P ∗). However, based on computer simulations, it is
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strongly suggested that the conclusion “permanence” in (i) of Theorem 4 may be
better stated as “globally asymptotically stable.”
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