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Abstract: The statistics defined on symmetric permutation groups, particularly descent and inversion,
have been extensively investigated due to their wide-ranging applications in areas such as card shuffling
and sorting algorithms. Descent and inversion were shown to satisfy the central limit theorem by Tanny
(1973) and Bender (1973), respectively. Since then, many mathematicians studied the error bounds
associated with these approximations. Uniform bounds were first established by Fulman in 2004,
while Chuntee and Neammanee (2013) and Sumritnorrapong et al. (2018) derived the non-uniform
bounds. The latest work of non-uniform bounds from Sumritnorrapong et al. (2018) was not practical
since their main theorems are valid for large n and z (n > 7.07 x 10° and 7] > 8 V3 for descent and
n > 1.9 x 108 and |z| > 24 for inversion). In this paper, we extended the theorem to hold for arbitrary
n € N and z € R. Moreover, our constants were sharper than previously seen. The approach in this
work was done by combining Stein’s method with the exchangeable pair technique.
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1. Introduction

Let S, denote the symmetric permutation group on {1,2,...,n}. The statistics, namely descent,
Des, and inversion, Inv, of S, are defined for a random permutation 7 in §,, as follows:

Des(m) = [{(G,i+ 1) e{l,...,n—=1}x{2,...,n} : n(i)) > n(i + 1)}, and
Inv(m) = {(G, ) € {1,...,n} x{1,...,n} : (i) > n(j)}|.
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That is, the descent of 7 counts the number of adjacent index pairs (i, i + 1) such that 7(i) > (i + 1),
while the inversion of 7 counts the number of index pairs (i, j) such that 1 <i < j < n and 7(i) > n(}j).
We also note that

-1 1
E(Des) = nT’ Var(Des) = %,
-1 -D@n+5
E(nv) = n(n4 ), Var(Inv) = n(n 7)(2 nt5)

( [1], p. 74). We then define the standardized forms of these statistics by
Des — E(D
U= es (Des)

1.1
v/ Var(Des) ’ 1)
and V := w (1.2)

v Var(Inv)

Descents and inversions are also used to study other areas such as the Coxeter group [2], Eulerian
number [3], and combinatorics [4—6]. It is necessary to make a normal approximation for these two
random variables due to various applications including sorting algorithm analysis.

The remainder of this paper is organized as follows: Section 2 provides a literature review and
states the main result. Section 3 reviews Stein’s method within the framework of the exchangeable
pair approach and describes in detail the construction of the required pair for our analysis. Section
4 presents the proof of the main result, which are refined non-uniform bounds, extending previous
results to hold for all n > 4 and any z € R. Section 5 illustrates the applicability of our results through
application in a sorting algorithm. Section 6 provides a discussion on the applicability of the main
result.

2. Literature review and main result

These two statistics were shown to be asymptotically normal in 1973 by Tanny [7] and Bender [8].
In 2004, Fulman [1] applied a theorem of Rinott and Rotar [9] to obtain uniform bounds for these two

. . . 1 .
statistics, achieving an optimal rate of convergence of order O (—) Following Fulman’s approach,
n

Chuntee and Neammanee [10] derived explicit constants of the error bounds, which are 1096 and
5421, and further improved them to 13.42 and 14.24, respectively, by using a technique developed by
Neammanee and Rattanawong [11] in 2008. Their results are summarized in Theorem 2.1.
Theorem 2.1. [10] Forn > 2,

13.42

1) sup [P(U <z) — D(2)| <
ZER

b

5

14.24
2) sup|P(V <z) —D(z)| < ,
ZER \/ﬁ

. e . I+ 2
where @ is a standard normal distribution function, i.e., ®(z) = —— f e~ 7 dx for real number z.
JT —c0
Moreover, they provided a first version of the non-uniform bound for these approximations, as stated

below.
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Theorem 2.2. [I0] Forze Randn > 2,

C,
) [P(U R S ———=
) [P(U <2) = ®(2) < NPk

G,
2) IP(V D) £ ————,
) [PV <2) - D(2)| < N

where C; and C, are unknown constants independent of »n and z.

Subsequently, the unknown constants C; and C, in Theorem 2.2 were determined by Chuntee and
Neammanee [12] in 2017 to be 101,066 and 546,952, respectively. Exponential non-uniform bounds
were first established in the same paper as presented in Theorem 2.3 below.

Theorem 2.3. [12]
51.25

n

792.71

1) IP(U <z)-®(2)| < e 4 forze Randn > 107,

2) [P(V<z)—-D()| < e W4 forze Randn > 2.4 x 108.

Theorem 2.3 was further improved by Sumritnorrapong et al. [13] in 2018, resulting in Theorem
24.

Theorem 2.4. [13]
10.980

1) [P(U<z)—®(2) < ¢<32 for |z > 8 V3 and n > z° > 7.07 x 10°,

93.467
2) IP(V<2)-D()| < ——— N7 e<1% for|z] > 24 and n > 2 > 1.91 x 108,
n

We observe that, we need a very large n (n > 107) to apply Theorems 2.3 and 2.4. This limitation
motivates us to improve the error bounds and extend their validity to smaller values of n. Since we can
calculate the values of Des(rr) and Inv(r) for any m € S, where n € {1, 2, 3}, easily, the result in this
work is based on the assumption that n > 4.

Theorem 2.5. Forz € Randn > 4,

D PU<2) -0 < —— 6@, /30,
2) IP(V <z7)-D(7) < == Ci2) o~/60.
where
Ci(z) =217 + 617?2-/62920 6839;{?80 (1 + 91|—Z|) + \/%ﬁ/ls + e}i;iggoa + 2],
=323 61339?2./?;?760 e;;ﬁm (1 " %) " \/2_73'(62\/9%2/60 " 6171‘2;0(1 +|z]).
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Note that the constants C5(z) and C4(z) in Theorem 2.5 are all rounded up. To compare our results
with Theorem 2.4, we note that

3.54
P(U < 2) - D2)| < == for || > 8 V3 for n > 4,
\n
7 -
IP(V <2)— D) < —e /% for|z] > 24 forn > 4.
\n
Hence, our results yield sharper constants and are applicable for any n > 4.
3. Stein’s method and exchangeable pairs

Stein’s method is another approach for obtaining normal approximations. In this section, we review
its key ideas and outline how the exchangeable pair technique can be applied to derive non-uniform
bounds for the descent and inversion statistics.

3.1. Stein’s method with the exchangeable pairs technique

The central limit theorem provides conditions under which a suitably standardized distribution
function can be approximated by the standard normal distribution function ®. Moreover, the Berry-
Esseen theorem gives an explicit error bound for this approximation. We classify such bounds into two
types: the uniform and non-uniform bounds. Suppose F is a distribution function. A uniform bound
does not depend on x, that is,

sup |[F(x) — ®(x)| < C,
xeR

where C is independent of x. In contrast, a non-uniform bound depends on x, that is,
|F(x) — ®(x)| < C(x).

A non-uniform bound is more suitable when the range of x is known, although it might not provide
a uniform guarantee over the entire set of real numbers. In this work, we aim to improve non-
uniform bounds on the normal approximation of descent and inversion by Stein’s method which was
first introduced by Stein [14] in 1972. This method provides a framework for normal approximation
without relying on the Fourier technique [15] and can be extended to various distributions, including
Poisson [16], gamma [17], beta [18], and Laplace distributions [19]. The method replaces the problem
of comparing characteristic functions with the analysis of a differential equation involving an operator
that characterizes the target distribution. This equation is commonly referred to as Stein’s equation.
For a standard normal random variable Z, Stein’s equation takes the form

J'w) —wf(w) = h(w) - Eh(Z), (3.1

where / is a real-valued measurable function satisfying E|A(Z)| < oo, and f : R — R is a continuous
piecewise-differentiable function. To investigate the Kolmogorov distance, we fix z € R and choose &
to be an indicator function 1_,;j, where

I, ifw<g,

0, ifw>z

1(—00,z] (w) = {
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Consequently, Stein’s equation (3.1) becomes
W) =wfw) = 1w z(w) — (2). (3.2)

The solution f; of (3.2) is given by

21 e POW)[1 - O(z)], ifw<z,
fiw) = . | (33)
V271 e PO)[1 — d(w)], ifw >z
( [20], p. 14). In particular,
, (1- @) [1+ V2awe" Po(w)|,  ifw<z,
f:w) = 25 . (3.4)
D) | -1+ V2rwe" 2(1 — d(w))|, ifw > z.
This solution has many properties that will be used in this work, such as
If;(w1) = fi(wp)l < 1, for all wy,w, € R, (3.5)
If;(w)| <1, forallw € R (3.6)
( [20], p. 16). In particular, for z, € > 0, Sumritnorrapong et al. ( [13], p. 284) showed that
—72
S if w <0,
27r§2
LOIP €3E7 4 geaiaser=n ifg << 2, 3-7)
nz? l1+e€
. Z
1, ifw > .
1+e€
By taking an expectation of (3.2), we obtain
IP(W < 2) = @(2)| = [Ef)(W) - EWf£(W)]. (3.8)

This allows us to bound [Ef/(W) — EW f.(W)| instead of [P(W < z) — ®(z)|, which is the main idea of
Stein’s method.

In order to bound [Ef/(W) — EWf.(W)|, there are three main coupling techniques including
exchangeable pair ( [20], p. 21), zero bias transformation ( [20], p. 26), and size biasing ( [20], p.
31). In this work, we employ an exchangeable pair technique. A pair (W, W) of random variables is

called an exchangeable pair if (W, W’) Z (W', W), where X £ ¥ denotes that X and Y have the same
distribution. This also implies that W and W’ are identically distributed. An exchangeable pair (W, W")
is said to be a A-Stein if it satisfies the linear regression condition

E(W - WW) = AW (3.9)

for some A € (0, 1). Moreover, if (W, W’) is a A—Stein, then it follows that
EWf(W) = ]Ef (W + HK(t)dt, (3.10)
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where :
K@) = ﬁ(W’ -WAO<t<W -W)—-1(W -W <t <0)} 3.11)
( [20], p- 22). From (3.11), it should be noted that
« W — W'?
Kt dt = ——. 3.12
I KO = (3.12)

In the case where we can construct a random variable W’ such that the pair (W, W’) forms a A-Stein
exchangeable pair, then by using (3.8) and (3.10), we have

P(W <z)—®D(2)| = ‘Efz’(W) - Ef W+ t)K(t)dti

<

Ef/(W) — Ef/(W) f K(t)dt'
+‘E f {(f1(W) — fZ'(W+t)}K(t)dt‘
= Ji + ). (3.13)

Hence, we can bound J; and J; instead of |[Ef](W) — EW f(W)|. This technique is applied by many
researchers (for examples, see [9, 10,12,13,21]). From (3.12), we see that

Ef;(W)(l - fw K@) dt)

(%Y

J]Z

4 1 !
Ef/(W) (1 - 5B |w-w )2|W])| . (3.14)

3.2. Exchangeable pairs for descent and inversion

In this section, we review exchangeable pairs for U and V that were constructed by Fulman [1] in

2004. Let I be a uniform random variable on {1,2,...,n};ie., P =i) = —fori = 1,2,...,n. For
n

random permutation 7 on §,,, we define

(i), ifig{l,I+1,...,n},
@) =3n@+1), ifie{l,LI+1,...,n-1},
n(l), ifi =n,

U'(r) = U("), and V' (1) = V(x'). Then, it follows that (U, U") and (V, V") are exchangeable pairs ( [1]
2
p. 71). Fulman [1] also showed that (U, U’) and (V, V) are A-Stein pairs with the same value of 4 = —.
n
Consequently, (3.10)—(3.14) are valid when W = U or W = V, with K = K, or K;, respectively, where

K, () = Z(U’ _10<t<U -U)-1U -U <1 <0}, (3.15)

K (1) = Z(V’ —WVIO <<V -V) =1V =V <1<0), (3.16)
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respectively. In the proof of the main results in Section 4, we define 6y = |U — U’| and 6y = |V = V’|.
We also know that

Sy < =, (3.17)
(3.18)

([1], p. 75).
4. Proof of the main result

In this section, we give the proof of our main results for descent and inversion. Almost all of them
are done for descent while inversion can be proved similarly. The main ideas that make Theorem 2.5
hold for all » > 4 and have a sharper constant come from a sharper bound for the moment in Lemma
4.1 and the fact that we make a bound on four separate cases.

4.1. Auxiliary results

For the proof of the main theorem, we will make a bound only for the case of z > 0. This can be
done by the symmetry of Des and Inv, which can be seen in the following lemma.

Proposition 4.1. U L Uandv < -v.
Proof. First, we will show that
P(Des =k)=PMDes=n—-1-k)fork=0,1,2,...,n— 1. “4.1)

To prove (4.1), it suffices to show that there exists a bijection between A = {7 € S,|Des(x) = k}
and B = {m € §,|Des(r) = n—1-k}. Form € §,, let & be defined by (i) = n — n(i) + 1 for any
i=1,2,...,n. Then, 7 € §, and Des(n) = k if and only if Des(7) = n—1—-k. Let g : A — B be defined

-1
by g(mr) = 7. Then, g is a bijection from A onto B. Hence, (4.1) is true. Note that Im (Des U 5 ) =

Im(n;1 —Des):{k—n;1‘]{:0,1,2,...,11—l}andforkz(),l,za---’n_l’

n-—1

2

_1
P(Des—”T — k- ):P(Des:k)

=PDes=n—-1-k)
=P(-Des =k—-(n—-1))

n—1 n-—1
=P[-Des + =k- ,
( es + 1 . )

where we have used (4.1) in the second equality. Hence, U 4 —U. In the case of V, we use the same
-1 -1
nn )} and E(Inv) = n(n 1 ). O

argument with the facts that Im(Inv) = {0, 1,2, ...,

AIMS Mathematics Volume 11, Issue 2, 3903-3919.
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To prove the main theorem, we utilize the Markov inequality and obtain the terms Ee*Y and Ee*”
for s > 0. To achieve an exponential bound, bounding Ee*V and Ee*" in the following lemma plays a
crucial role. In fact, in 2017, Chuntee and Neammanee (Lemma 3.1 in [12]) give bounds for Ee*Y and
Ee*¥ for n > 12 and n > 36, respectively. The main theorem of [13] also required the condition n > z°.
In Lemma 4.1, we improve Lemma 3.1 of [12] by providing upper bounds for Ee*V and Ee*" that hold
for all positive numbers s and n € N. The properties of an exchangeable pair with the K function are
helpful to prove the result.

Lemma 4.2. Forn e Nand s > 0,

U 3 2V3s/Vn 2
1) Ee'V < e3¢ s,

2) EesV < e%e“/‘/ﬁs2

Proof. (1) Let s > 0 and & : (0,00) — R be defined by h(w) = Ee®Y for w > 0. In [12], p. 1223,
Chuntee and Neammanee showed that /'(w) < wE f e UK, (f)dt. From this fact, (3.17), and

(3.12), we have

W (w) < we? V3ol Vigeet f K (O dt

w w n w
= ﬁez‘g IR e U(S%]

< 32 V3 Vi (W),

’

h
(w)) < 3we Y3/ Vi This implies
w

A hl S
f (@) dw <3 f 2 V3N, do
o hw) 0

Inh(s) < 362\@”\/’7[‘ wdw
0

3 ,2V3s/ Vg2

h(s) < e?

Hence,

(2) We can follow the same argument as in (1) by using (3.18) instead of (3.17). O

It should be noted that this bound for the moment generating function can be improved by making
an explicit integration. Moreover, the bound of the moment generating function is optimal in the form
of ene by the fact that an absolute difference of descent and inversion with their exchangeable

pairs are bounded by ﬁ In addition, we need bounds for E|f; (U )? and E| fz’(V)|2 to prove the main
n

theorem. The main techniques in the proof are the Markov inequality and a truncation technique.

Lemma 4.3. Forn >4 and 1 < |z| < 0.5 Vn, we have

, 293
) Elf/(U) < W@ aim,

AIMS Mathematics Volume 11, Issue 2, 3903-3919.
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! 289 ,
2) Elf/(V)I* < We /30,

Proof. (1) For @ > 0, by applying Markov’s inequality, Lemma 3.2 (1) with s = a|z|, and the fact that
|z| < 0.5 +/n, we obtain
P(U > 0.9|7]) = P(ea|Z|U > eO.9azz)
< e—O.9az2Eea|z\U

< ezz(%aze ‘B"‘—O.%z)

By numerical optimization, we choose @ = 0.186832, and so, Ea/ze V3e _ ().9¢ attains its minimum

1
value of BT which yields 2
P(U > 0.9[z]) < e = /1%%, (4.2)
It should be noted that this type of optimization will occur frequently in the proof. Now, we apply (3.7)

1
with € = ) together with (4.2) and obtain that

Elf/(U)P < Elf/(U)FPLU < 0) +E|f/(U)F10 < U < 0.9(z)) + Bl f/(U)PLU > 0.91z))

3¢ ~2/53 . —-2/105
< 72 + 2e “+e .
Z

For |z] > 1, it follows that

2 2
3e7° 2 2 3¢ /15 2 2 1 2
+2e7% /5.3 + et /10.5 < + —z7/15 -z7/15
27I-Z2 27TZ261422/15 69722/795 ezz /35
<2936/,

Hence, E|f/(U)|* < 293¢5 for 1 <z <0.5n.
(2) This can be completed by a similar argument as in (1). O

4.2. Proof of the main theorem

From the symmetry properties of U and V described in Proposition 4.1, it suffices to prove the main
theorem for the case z > 0. In [13], Sumritnorrapong et al. obtained an upper bound for Ee*V under

.. 2V3 : : : .
the condition — s < 1.256. As a consequence, in the proof of their main theorem, they require
n

both n'/® > 7z and |z] > 8 V3 in order to achieve an error term of order O(n~/?). These constraints

> s < 1.256
n

(Lemma 4.2), which removes the restriction 7 > 8 V3 and allows us to prove the main theorem for

the regime z < c¢v/n. Since the descent statistic satisfies |U| < \3n, we further partition the interval

0 < z < V3n into three subranges. For Case 1 (0 < z < 1), this avoids the singular term 1/z appearing

imply n > = ( \/§)6 = 7,077,888. In contrast, our work relaxes the condition

AIMS Mathematics Volume 11, Issue 2, 3903-3919.
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in the bound. For 1 < z < \/%, we use Lemmas 4.2 and 4.3 as key tools. To achieve smaller constants
in the bound, we further separate the range into two cases (Case 2 for 1 < z < 0.5 +/n and Case 3 for
0.5 vn < z < V3n). For the remaining z > V3n, the proof proceeds by a different approach, as detailed
in Case 4.

Case 1.0 <z<1. By Theorem 2.1 (1), it follows that

13.4261/14'4 6—22/14-4 _ 14.396_Z2/14_4'

|P(U <z2) - D(2)| < N7 = N7

4.3)

Case 2. 1 < 7 <0.5+/n. In this case, we will improve the results from Sumritnorrapong et al. [13]
by using Lemma 4.1. From (3.13), it suffices to bound J; and J,. In 2015, Chuntee and Neammanee
([10], p. 2317) showed that

1.6

n+1°

2
E(l —~ %_E[é%,lU]) = (4.4)

From this fact, Lemma 4.1 (1), (3.6), and (3.14), the term J; can be bounded as

’ 2 _ 2_ -22/30
< JEIf£(O) \/ 1 E[(S |U]) \/r_ze . 4.5)

In 2001, Chen ( [22], p. 250) showed that

0
f h(w + u) du| < 1(z — max(0,£) < w < z — min(0, )), (4.6)

where
how) = Gy = | V2R WA)e (1 = D(w) - WD), ifw >z,
e (V271 + whe 2dw) + w)(1 — D), ifw <z

Hence,

Jo <o + I,
where

Jo = Ef 1(z—max(0,7) < U < z+ min(0, 1)) K;(t)dt, and

00 0
Jn=E f f WU + K, () du dt.
—00 t

Sumritnorrapong ((32) and (35) of [13], p. 285) showed that

4e 4V3az/\n
Jy < —E|U|(5Ue “4.7)
e

From Lemma 4.1 (1) and the fact that |z| < 0.5 v/, we have

EeZazU < eGazez ﬁ"zz.

AIMS Mathematics Volume 11, Issue 2, 3903-3919.
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Hence,

h < iezwm
Vn e*

. %62\5&

= e?

< 8 \/56(3(1262\5(1_0’)124'2 \/g(l

\/EUZ VE62MU

EeZazU

By choosing a* = 0.100313, which minimizes 3a%¢*¥3* — @, we obtain

19.62 8_22/17.4.

Jn < (4.8)
n
By a similar argument as in pp. 285-286 of [13], we can show that
3 922\ 2 221 3,0033 3z 243
PEPEACIE (1 + i)e-h 2y L ] + Vi z)P(U > —‘/_) (4.9)
i [z e VIRl i TR
o . . 3z 23 ,
for all @ > 0. To complete the proof in this case, it remains to bound P| U > i 7 . Using the
n
fact that z < 0.5 v/ and applying an argument similar to that used in (4.2), we obtain
2
P(U > 2 —\6] < 133671144, (4.10)
i
By (4.9) and (4.10), it follows that
31 2 2] 6.92
Jry < 3V3 Z (1 + 9i) e 15132 4 ¢ } n 9 a +Z)e—z2/14.4
Vi [z 16 V2r|  n
. <2 6.92
<3 V3 l(1 + %)e_h 24 84 275 4 get 14 4.11)
Vi 16 V2rl  wn
Therefore, by (4.5), (4.8), and (4.11),
2.17 19.62 3V3 ([, 92\ L
P(U<2)-®@)| < —— ‘”30+—e‘z“7'4+—(1+—)e‘7Z/32
|IP( ) — 22| Nr N7 Nz 6
14.
+ 3\/§ e—Zz/z 39(1 ) —Z2/14.4 (412)
2nn vn

forany 1 < z<0.5/n.

Case 3. 0.5vn < z < V3n. Note that

|IP(U<2)-®)|=|1-PU >z —(1->0(-2))

AIMS Mathematics Volume 11, Issue 2, 3903-3919.
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< max{®(-z), P(U > 2)}. (4.13)

By using the Gaussian tail bound inequality ( [20], p. 38), we have

2
D(—7) =1 - D(z) < e < 202 (4.14)
V2rz 2nn

By applying Markov’s inequality, Lemma 4.1 (1) with s = az for @ > 0, and the fact that z < V3n in
the last inequality, we obtain that

EE’SU 3.2.2 6a 2 2
sa e —a7T __. )z
< e2 = eg( ) ,

P(U > 2) = P(eV > ) < —
es

3
where g(a) = Eazeﬁa — a. Since g(«) attains its minimum at a* = 0.119648, we have

P(U > 7) < 8@ = ¢/132 < 634 24, (4.15)
\n
Thus,
6.34
IP(U < 7) — D(2)| < —=e /174, (4.16)
\n

Case 4. z > V3n. Since 0 < Des(n) < n— 1 for any € S, and by (1.1), it follows that P(U < z) = 1.
Hence,

1 1
P(U<2)-®@)|=1-D(F) < ——e 2 < ——¢712, 4.17)
2nz 6rn

By comparing (4.3), (4.12), (4.16), and (4.17), for any z > 0,

PU <) - () < 20 g0y 1962 g, 3V3

_2
16 \2n

\n \n \Vn
14.39 2
+ —=2(1 + |z)e T /144
NG (I'+1z)

C1(Z) _2

N7 (4.18)

1962 33 9] 33 14.39
where ¢1(2) = 2.17 + P12/290 ' 589:2/480 ( + E) + Nt * el3z2/480(1 +2).

Next, we will give the proof for z < 0. By the symmetry of descent as can be seen from Proposition
4.1 (1), we have

[P(U < 2) = ®(2)| = [P(-=U > —z) — D(2)]
=[1-P(-U < —z) — D(2)|
=|P(U < —2) — ®(-2)|. (4.19)
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If —z ¢ Im(Des), then P(U < —z) = P(U < —z) and we can apply (4.18) immediately. Suppose that

k— (=L
—z € Im(Des). Thus, —z = # for some k € {0, 1,...,n — 1}. It follows that

n+l

12

P(U < -z) = P(U < —7 - ¢€)

[ 12
for any € € (O, ?) By a triangle inequality and (4.18), we have
n

P(U<2)-DP)| <IPU < —z-—€)—D(—z—¢€)|+|DP(—z — €) — D(—2)|
Ci(=2-6) (1230 f —2)2
< ——— "¢ € + — e dt
Vn V2r Jc-e
Ci(=2—€) _iep
< o030 ¢
Vn V2r

Since € € (0, 1) is arbitrary, by taking € — 07, it follows that

Co(2), o
e

—(z+€)*/2

IP(U < 2) - ®(2)| = (4.20)

From (4.18) and (4.20), the theorem is proved.
Furthermore, if |z] > 8 V3,

-14
P(U < 2)— 0@)| < 2l g0 1 010 om0 | IS8 XNOT 2

Vi Vn
L254X107Y g LIB e
v Vi
354 2
T

For Theorem 2.5 (2), we can use the same argument as in the proof of Theorem 2.5 (1).
5. Application

The inversion makes a strong relationship with a sorting algorithm that operates via adjacent swaps.
Classic examples include bubble sorting and selection sorting. In this section, we will consider bubble
sorting since it repeatedly swaps adjacent elements whenever they are in the wrong order. Each swap
removes exactly one inversion. From this reason, its number of swaps is equal to the inversion as
can be seen in Section 5.2.2 of [23]. By Theorem 2.5, we can approximate the probability for the
number of swaps, which may be used to quantify the risk that an algorithm’s runtime exceeds a given
threshold. For example, the probability that a bubble sort will sort the permutation with n = 500 within
k = 100,000 swap counts is

Tnv — E(I 1 _Ea
P(Inv < 100,000) = p[ =20V _ 100,000 = BUnv)} _ 5 v - 20.162).

VVar(Inv) v/Var(Inv)
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500(500 - 1 500(500 — 1)(2(500) + 5
Note that E(Inv) = % and Var(Inv) = ( 7)2( (500) +5)

C.(20.162 —-20.162%/60
it follows that |[P(V < 20.162) — ®(20.162)| < 4 e
V500

probability of the inversion count is approximated by ®(20.162) with an error bound of 7.787 x 107,
For further background on the inversion’s role in sorting algorithm analysis, see [23].

Figure 1 shows the comparison between the uniform bound (Theorem 2.1 (2)) and non-uniform
bound (Theorem 2.5 (2)) for an inversion count. Observe that the error bound is decreasing for |z| >
1.886. In particular, the value of z such that the error bound of a non-uniform bound is better than the
uniform bound (Theorem 2.1) is around |z| > 10.3 regardless of the choice of n, and we cannot apply
Theorem 2.4 in this case.

. By Theorem 2.5 (2),

= 7.787 x 107*. Hence, the

Non-uniform vs. uniform for n = 200

6
i non-uniform | |

S = == :yniform

4| 4
g
. 3 L -
S

2r J

1 - e A .

0 . : :

-30 -20 -10 0 10 20 30

Z
4 Non-uniform vs. uniform for n = 500
non-uniform

al = = -uniform i
g
— 2 L -
S

1 = .

0 L 1 !

-40 -20 0 20 40

Z

Figure 1. Comparison of non-uniform and uniform bounds for n = 200 and n = 500.

6. Discussion
For small values of n, we can compute P(Des = k) and P(Inv = k) exactly by direct numerical

simulation, so there is no need to approximate it. But if we wanted to make an approximation, by
Theorem 2.5, the results turn out to be worse, as can be seen in Tables 1 and 2.
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Table 1. Comparison between an exact error and the approximate error bound from Theorem
2.5(1)whenk =n-2.

n P (U < k\_/%) -O (k_zlizll) Bound from Theorem 2.5 (1)
5 0.0703 25.53
6 0.0234 23.03
7 0.0070 20.28
8 0.0019 17.62
9 5.05x 107 15.19
10 1.28 x 107 13.04
11 3.16 x 107 11.15

Table 2. Comparison between an exact error and the approximate error bound from Theorem

25 whenk = "=
) =)
n P (V < W) -0 (W) Bound from Theorem 2.5 (2)
5 0.0250 33.62
6 0.0073 31.12
7 0.0022 28.83
8 6.48 x 107* 26.79
9 1.96 x 107* 24.95
10 6.00 x 107 23.29
11 1.84 x 107> 21.78

Observe that if the value of |z| is greater than 6.14 for descents and 10.34 for inversions, as the
non-uniform bound is better than the uniform bound, then, by comparing the values, the last term in
both C;(z) and Cy4(z) is the most dominant.

Meanwhile, for large z, C3(z) and C4(z) are close to 2.17 and 3.23, respectively. For example,
C5(z) < 2.1701 for |z] > 30 and C4(z) < 3.2404 for |z| > 40. For z > 15, the bound satisfies [P(U <

2.78 0.0015 44.11 1.03
) - D7) < =70 < and [P(V < z) - ®(2)| < e/ < —"= So the users can
\n \n n n

choose n, which makes the error bounds as small as they need. At the same error bound, Theorem 2.5
provides a smaller n than the previous results.
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