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1. Introduction

In [1], the authors combined the ideas of [2—5] and developed an approach for constructing statistical
solutions on time-dependent phase spaces for second-order lattice systems. The goal here is to follow
the approaches of [1, 6] by presenting a certain scheme to construct statistical solutions for a coupled
system containing a lattice nonlinear Schrédinger equation and a lattice wave equation with varying
coefficients. We will restrict our attention to the existence of statistical solutions and the correctness of
Liouville’s theorem on time-dependent phase spaces. Some further issues such as the singular limits
of statistical solutions will be investigated in a forthcoming work.

Consider the following lattice Zakharov equations with time-dependent coefficient:

i¢n + (AQD)n - hz(DSD)n — UpPp + l’)’QDn = fn(t)’ (11)
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()it + Aty — (Au), + h*(Du), — (Alg|), + puty = g4(0), (1.2)
Qon(T) = Pns Mn(T) =Upg, Mn(T) = Uings (13)

where n € Z, t > 7, unknowns ¢,(-) € C and u,(-) € R, h,y,a,u > 0 are constants, €(-) > 0 is
the varying coeflicient function, and the real-valued functions g, and the complex-valued functions f,
represent external forces. In addition, |¢|* = (|¢u*)nez, A and D are linear operators defined as

(Au)n = Upy1 — 2I/‘n + Up-1, (Du)n = Upy2 — 4'un+1 + 6un - 4un—1 + Up—2, Yu= (um)mEZ'

Equations (1.1) and (1.2) can be viewed as a discrete approximation for the spatial variable x on the
one-dimensional real line R with step length one of the following quantum Zakharov equations with
time-dependent coeflicients:

i‘pt t Qux — hz‘;oxxxx —pu+ WSD = f(x, t)a
(1.4)
E(I)I/t” — Uyy t hzuxxxx - |()0|)25x + /lut + MU = g(xa t)a

where the unknown function ¥ : R X R + C represents the envelope of the high-frequency electric
field, and the unknown function # : R X R +— R denotes the plasmas density measured relative to
the equilibrium value ( [7]). When €(¢) = 1 for ¢t € R, both the discrete system (1.1)—(1.2) and the
continuous one (1.4) were extensively studied. We can refer to chronologically [7-14] and references
therein.

This paper focuses on the probability distribution of solutions on the chosen time-dependent phase
spaces for the system (1.1)—(1.2). The probability distribution of solutions for different types of
evolutionary equations is now usually characterized by statistical solutions. We first recall some
published results. In terms of invariant measures, reference [2] proved a sufficient condition for the
existence for a broad class of dissipative continuous semigroup, and [5] extended the result of [2]
to the non-autonomous situation by presenting a sufficient condition for the existence of invariant
measures for dissipative continuous process. In terms of statistical solutions, references [15, 16]
studied the existence and properties of the statistical solutions for the two-dimensional (2D) and
three-dimensional (3D) incompressible Navier-Stokes equations; reference [17] presented an abstract
framework for the theory of statistical solutions and trajectory statistical solutions for general
evolutionary equations; reference [18] established sufficient conditions for the existence of trajectory
statistical solutions for general autonomous evolutionary equations. Very recently, Zhao investigated
in [19] the existence of trajectory statistical solutions for the second-order elliptic equations in half-
cylindrical domains. Note that all the equations aforementioned were investigated in fixed phase spaces
or fixed trajectory spaces.

There are two results within the current article. The first one shows that system (1.1)—(1.2) has
a time-dependent pullback attractor within the family of time-dependent phase spaces. The second
one proves that system (1.1)—(1.2) admits invariant measures and statistical solutions. The pullback
attractor is essential for the construction of statistical solution for Eqs (1.1) and (1.2). On the
one hand, these results can characterize the pullback asymptotic behavior of solutions to the lattice
equations under investigation, as well as their probability distributions in the phase space. On the
other hand, these findings can provide a reference for the numerical computation of partial differential
equations. Nowadays, modern computational techniques for addressing complexity challenges in
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diverse application scenarios is an important research topic in the fields of differential equations
and computer simulations. For instance, reference [20] proposed a dual-level fast direct solver for
efficiently solving the dense and ill-conditioned linear equations arising from acoustic scattering
problems. This solver outperforms the Generalized Minimal Residual Method (GMRES) and has
been validated by cases such as the acoustic scattering simulations of the A-320 aircraft and the human
head, thereby providing an efficient numerical solution scheme for the rapid calculation of large-scale
acoustic scattering from complex targets.

Compared to reference [14], the main difficulty we encounter here comes from the varying
coefficient €(-). As will be seen, it is more convenient to settle problem (1.1)—(1.3) in time-
dependent phase spaces than in fixed ones. The theory of time-dependent attractors has been well
developed. Firstly, Flandoli and Schmalfuss presented the approach to deal with time dependent
phase spaces when they studied the random attractors for the 3D stochastic Navier-stokes equation
with multiplicative white noise (see [4]). Later, Temam and his group formulated the theory of time-
dependent attractors during the study of non-autonomous oscillon equation and wave equation with
varying coefficient [3,21], and this theory was developed by [22-26] to study the dynamical behavior
of reaction-diffusion equations, as well as that of wave equations with varying coefficients.

Although we can borrow the theory of time-dependent attractor and employ the sufficient and
necessary condition guaranteeing the existence of the time-dependent attractor for dissipative lattice
systems with varying coeflicients (see [1, Lemma 3.1]) in our study, there are some additional
difficulties, in comparison with [6] where the lattice Klein-Gordon-Schrodinger equations with varying
coefficient were investigated, when we estimate the solutions and establish the pullback asymptotic
compactness of the generated evolution process. In fact, the nonlinear term A%, and the additional
terms Dy and Du corresponding to the higher-order derivative terms WL%X’ Werx and Uy, Will produce
some addition difficulties when we verify the uniform estimates on “Tail End” of solutions. Because
that these terms require us to construct subtle time-dependent phase spaces where to establish a certain
coercive property of the operator corresponding to the linear principle part extracted from Eqs (1.1)
and (1.2).

The paper is arranged as follows. Section 2 is some preparation work including some notations
and lemmas concerning the global well-posedness of problem (1.1)—(1.3). Section 3 shows that the
generated evolution process admits a time-dependent pullback attractor. Section 4 first constructs a
family of invariant Borel probability measures and then proves that the constructed invariant measures
are a statistical solution for system (1.1)—(1.2) and that Liouville’s theorem holds true. The last section
is a short summary and some discussions. The usual symbols frequently used throughout the article
are compiled in the Appendix.

2. Global well-posedness

In this article, for simplicity, we use X to denote £ or [*> defined as

2

* = {u = ez : u € C, z3kez|l¢;%| < too}, I ={u= (W)ez : ux € R, zkezui < 4oo},

and equip it with the inner product and norm as (i, V) = Yz iV, Ul = (u,u), u = (Uprez, v =
(viokez € X. It is evident that (X, (-, -)) is a Hilbert space. Let B and B* be two linear operators on X,
given by (Bu); = ugy — g, (B*u) = ug—y — uy, where u = (uy)rez. Obviously, the operators B and B*,
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which map X into itself, are bounded. Furthermore,

(Au,v) = —(Bu, Bv) = —(B*Bu,v), (Du,v) = (Au,Av), Yu,v € X,
|Bull = [|B"ull < 2[lull, [|Aull < 4lull, [|Dull < 16]lull, ¥ u € X.

In addition, we pick throughout this article

A
H O':min{@,z}.

0o = ,
VA2 + pA(A + 2% + pd) 24

Write

© = (Puhnezs U = Upnez, U = (Pultn)nez, €(Ou = (€(D)ty)nez,
J@ = (fu(Dnez, &) = (n(0))nez-

Then we can put problem (1.1)—(1.3) as

i+ Ap — W’Do — up + iyp = f(1), 2.1)
e()it + Ait — Au + h*Du — Alg|* + pu = g(1), (2.2)
o(1) = @7, u(T) = Ur, W(T) = U1 (2.3)

In the following research on problem (2.1)—(2.3), we need following assumptions:

(A1) Assume that function €(-) € C'(R) is bounded and monotonically decreasing, satisfying for any
teR,

lim,,, €() =0 and () — €() < 4,

oy o 162 lowr 4
|E(t)| < 2 T 1 (2.4)

16h%(A2 + 4ue(t))® < 4u* A€ (He(t) + u>A%e(t).

(A2) Assume that f(-) € C(R, £2), g(-) € C(R, I?). Moreover, suppose that

!
f e ||g(s)|I’ds < +o0, t € R, (2.5)

(%)

and that there exists a continuous function J(-) defined on the real line, bounded on every interval
of the form (—oo, t), such that

!
f e”*\If(s)Pds < €2 J(f) < +oo, forevery f € R, where 0 < o < %. (2.6)

o0

We want to remark that there indeed exist functions €(7), f(¢) and g(¢) satisfying Assumptions (Al)-
(A2). In fact, we can check directly that

8 ( M_'_l(m(r_ﬂt)t_
e(t):(i+e Ve r TN e R,
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satisfies Assumption (A1), and can refer to [27, Example 3.1] for the existence of functions f(-) and
g(+) satisfying assumption (A2).

Aue(t
Next, for each r € R, we set s(f) = L() a
A% + 4ue(r)

3 5(1)
v(t) = u(t) + ﬁu(t) 2.7

Let z = (o, u, V)T, Y(z,*) = (=ipu —if(-),0, A|¢L(J3g())T and

yI — iA + ih*D 0 0
() = 0 =21 -1 |. (2.8)
O 5()[ A th+ /11 _ @= 5())5()1 A= 5()]

e(: ) €)  €() €() €()

Thus, we can equivalently rewrite the problem (2.1)—(2.3) as

2+ 0Nz =T, t>1, 2.9)
A7) = 20 = (@t Vo), (2.10)

+ s(z)
e(t)
We now introduce the time-dependent phase spaces by endowing /> with time-dependent norms.

Firstly define (u,v), = (Bu, Bv) + u(u,v), u,v € . It is easy to check that

where v; = u;,

pllud® < ey, = (uy ), = 11Bull® + plludll* < (4 + w)llull®, Vu € P, (2.11)
and that (-,-), is an inner product in I’ which induce a norm || - |l equivalent to || - ||. Then for any
u,v € > we define

1
(U, V)ey = —(u,v), = —(Bu, Bv) + —,u(u V), (2.12)
O e ( ) ()
where €(-) is the varying coefficient function in Eq (1.2). Consequently,
2P < ullZ ) = (s 1)y = —lul}; < e, vue 2, (2.13)
(1) “ ©- ( ) ( )
implying that, for any ¢ € R, the inner product (-, -), induces a norm || - ||, equivalent to || - || in 2,

and that 22, = (%, (-, ")) is a Hilbert space. From now on, we write E = > x I* x I and define the

time-dependent spaces E, = £> X lﬁm x . We equip E and E, respectively with inner products and
norms as (21, 22)r = (@1, 2) + (U1, u2) + (vi,v2), 1212 = (2, 2E, (215 22)E, = (@1, 2) + (U1, U2 ey + (V1,12),
l2ll7, = (2. 2,

Straightforward computations give

{mm{m, NI < NI, < max{Z2, R, Yz € E, Vi€ R, 010

2, < Il2llf, <SPl , Yz € E, Vi > T eR.

Thus, we get that || - ||, | - ||, and || - ||z, are equivalent to each other. In addition, we use fE ¢ (2)dm,(z)
to represent the Bochner integral for given m;, € P(E;) and ¢, € C(E,).
We now begin to investigate the well-posedness of problem (2.9)—(2.10).
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Lemma 2.1. Suppose that (A1)—(A2) hold. Then, for any T € R and initial value z. = (¢., u.,v.)" € E,
system (2.9)—(2.10) admits a unique local solution z(-) = (¢(-), u(-), v(-))! € E such that for some T > T,
2() € C([1,T),E) N C'((t,T), E). Furthermore, if T < +oo, then ||z(t)||zp — +o0, t — T".

Proof. Obviously, the operator O(7) : E; — E, is linear for every ¢ € R. Direct computations give

IO, = Y] — iA + i’ D)el + ||%u VI,
A BD ul  (QA-s@t)st).  A-s@)
+||( (f)—B %+%— 20) Ju + 0 vl
2(1) L, A=s0y90 | (s
2 -\ - NN T A 2 v 2
Sllell” + =1 )II IIE@ ( c ) 0 + €(1)) e )Ilull + 0 14l
Scl(t)IIZIIE,, Vz = (p,u,v)" €E, (2.15)
where sy
20) 1 (A= s())22() L+ =5~
i) = max{ez—w, o a0 O T} (2.16)

For each ¢ € R, the boundedness of the linear operator O(¢) : E; — E, is proved.
Next, let 8 € Bg, [0, r] with any given r > 0, z; = (¢;, u;, vi)l € B,i=1,2. Then

I(z1, 1) = Y22, Dz, = Il = igprar + igpauio]* + IIW(AI%I2 AlgaP)IP
16
Sllgr(ur — u2) + ua(y — 902)||2 2(t)|||901| - |902||| lllerl + |902|||
46(t) 2 5
<(—— ,U 2() llz1 — z2llg, - (2.17)

Therefore, T'(-, ) is a locally Lipschitz function on E,. Notice that || - ||z and || - ||z, are equivalent for
every given t € R, we conclude from above estimates that ®(¢) + Y'(-, 7) is locally Lipschitz from E to
itself. According to the classical theory of ODE, we get the result of Lemma 2.1. O

In what follows, we verify a certain coercivity of O(:).
Lemma 2.2. For every t € R and each z = (¢, u,v)! € E,, the following inequality holds:

(1)

()(Ilulle(,ﬁIIVII ) + 5——IVIP + Vgl (2.18)

Re(O(1)z,2)g, > 2€ (r)

where 1
5(t) = He® € (0, 5(1)). (2.19)

VA2 + due()(A + A2 + due(?))

Proof. Direct computations gives

s(1) 4u 1 h?
Re(0(1)z, 2)k, =Yllell* (ﬁu V, We(r) + -5 (O, v) + ﬂ(BM ,Bv) + 6(Du V)
u (- 5(1‘))5(f) A=s(),
+ ) )( V) a0 (u,v) + ) 241 (2.20)
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and
2 —
B 0w + %(D V- %(u,v)
/ L, 4= s0)s(1)
<- /12 ( ) —2( D [lul [V
As(t ) 16h> 5°(7) As(t )
—_— - - — < 221
20 (E(t) s'(1) 2())II ulllivil < 20 (2.21)
2 2
where we have used the fact that ﬂ - 4—” & () — —(t) < 0. Thus,
ey A e(t)
s(1) As(1) s(1)
Re(0(1)z, 2)g, > Yllell® + e )II 70 — 20 — o lullivll + T” v, (2.22)
Owing to for any 7 € R, |Jul| < (?)énundn and
2.2
AGs() )5 ) ~ 60y = = 2.23)
He(r)
holds, it is not difficult to obtain (2.18). This completes the proof. m|

Lemma 2.3. Suppose that (A1)—(A2) hold. Then the solution z(-) = (¢(-), u(-), v(-))T (with the initial
data z. = (¢, ur,v;)! € E at the initial time t) satisfies for any t > ,

lzOllz, < llzcllz, e + Cz(l)e_mf el + IF I + llg(s)IP)ds, (2.24)
and
, max{(4+we'(®),1} o(t-7)
Izl < min{re= (). 1} llzllze
co()e™! t as 4 2 2
minte (0. 1160 J. e”’ ([leHI" + LF (DI + [lg()I[F)ds, (2.25)
hereinafter c>(-) = max {2, %(2)}

Proof. Taking the inner product in E, of z(-) with Eq (2.9) and extracting the real part of the obtained
equation, we get

Le@

2dt” 7, + 2 —|lullZ,) + Re(®(1)z, 2)5, = Re(Y(z, 1), ), V1 > 7. (2.26)

Using Cauchy’s inequality, we obtain

Re(T(z.1),2)z, < Im(f. ) + (2, v) + (£, v),
Im(f,¢) < JIIfIP + Zlgl,

A|¢’| 4 2
( 5(’) ’ V) S /ls(t)”(pH 45(,)”V||

P,

(2.27)

2
e(t)’ V) < /le(t)”g I~ + T
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Inserting (2.18) and (2.27) into (2.26) yields

—inz(r)né, : =Pl + X, + ) + Zigl?
=2 IR, + [ ((;)n il + 5 2l + I >]+5%<nun€m+n )+ Ligl?
<A+ el + el (2.28)
By (2.4);, we know that 4e(r) < A, YVt € R. Thus
5@ _ pa S pA o (2.29)

€)X+ due(t)(A + 22 +due(t)) 22+ pd(d+ A2 + pd)

Noticing o < "0 , we can derive from (2.4), that
Ao’ 1% <’>|
e(1) e(t)
,VteR,
16u 2 2
o(t t
which gives that ((t’)) > -2 and % + Ee((t)) % > 0. Therefore,
d
IIZIIE, +ollzllz, < c2Olell* + 1IF1P + 11l Vi e R. (2.30)

It then follows from Gronwall’s inequality that (2.24) holds. Estimate (2.25) is a consequence of (2.24)
and (2.14). This completes the proof. O

With respect to Lemmas 2.1 and 2.3, we assert that for every initial data z, € E, the solution z(-) € E
corresponding to problem (2.9)—(2.10) is globally defined on [7, +c0). Moreover, the solution mappings

V(t,7) : 2 = (e e, v2)' € Er b 2(1) = V(1,720 = (@(0), (1), v(1))" € E, (2.31)

form an evolution process {V(¢,7) : E; — E,, (t,7) € sz} on the family {E, || - ||g,} ser-
Subsequently, we verify that the evolution process {V(¢,7) : E; — E,, (t,T) € Rfl} is continuous.

Lemma 2.4. Suppose that (A1)—(A2) hold. Then for any given r > 0, (t,7) € R2, there is some
c3 = c3(r, t,7) > 0 such that

2 2
WV, T)zen — V(I Tze2llE, S csllzer — ze2llg,» (2.32)

where 2oy = (@, Uek, Ver) € Be [0, 7], k=1,2.

Proof. Letr > 0, (t,7) € Rfl be given. Consider any z.; = (@ri, Urk, Vei)' € B [0,r], k = 1,2, and
denote zx(-) = V(-, T)zzx = (@k(), ux(-), vi(-))". Then

() = (@O, u4(), 7N = V(- D)zen = V(D
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fulfills

d%i(t) + O®)Z(t) = T(z1(2), 1) — T(22(2), 1), (2.33)
2T) =% = 201 — Ze2- (2.34)

Taking the inner product of Z(-) with (2.33) in E, and extracting the real part of the obtained equation,
we obtain

1e@)
2dr” I, + 20

=Re(Y(z1,1) — V(22,1), 2k, (2.35)

——|lall%,, + Re(@)Z, 2,

Direct computations with using of Cauchy’s inequality show that

Re(Y'(z1,1) = T(z2,1), 2,

=Re(-i(p1u; — p2u2), §) +Re((—)(AI901I — Algal?), )
26(t) 32 A1
—)(Ilsolll +|lgall? +|qu||€<t))||zllE, ||<p|| * e ——|I7|*.

<u T e

(2.36)

Now, by using the similar derivations as those as (2.28)—(2.30) and taking (2.18), (2.35) and (2.36) into
account, we get

4 64
—II 20, \( E(t) /l—())(llsolll + llpal P + lleaallZIIEI, - (2.37)

It then follows from Gronwall’s inequality that

IV(t,T)ze) = V(t, D)zeallE,

Sexp { f ((—) + e() e (I + llpa()I” + ||uz(S)||§(s))dS}IIZTA1 — 2zrallz,. (2.38)

By [14, Lemma 2.2], we have

IV Y
eI < llg-lPe™ 0 + 7f e’ f(s)lFds, Vit > 1. (2.39)

It then follows from (2.24), (2.25) and (2.39) that there exists a function c¢3 = c3(r, t, 7) which depends
continuously on 7 and satisfies

(ﬁ + ()1 (I + lpa (P + Nlua($)IIZ ) < €3(r,1,7), Y s € [7,1]. (2.40)

Substituting (2.40) into (2.38), we can obtain (2.32). This completes the proof. O
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3. A time-dependent pullback attractor

In this section, we aim to verify that the evolution process {V(t,7) : E. — E,, (t,7) € Rfl} admits a
time-dependent pullback attractor in the family of phase spaces {Ey, || - ||z, } ser-
We first select some definitions from [1]. We denote the Hausdorff semi-distance between two
nonempty sets By, C; C E; by
Distg (By, Cy) = sup incjf llz = yllg,-
€

z€B; YELs
Definition 3.1. Let {V(t,7) : E. = E., (1,7) € Rfi} be the evolution process defined by (2.31).

(1) A bounded family B= {B; C E |l llg, }ser is a bounded pullback absorbing set for the evolution
process {V(t,7) : E. — E,(t,7) € Rfl}, if for any r > 0 and (t,7) € Rz there corresponds a
to = to(t,r) < t yielding

V(t,7)Bg [0,r] C B,, VT <1. 3.1

(2) The evolution process {V(t,7) : E; — E,(t,7) € Rfl} is pullback asymptotically compact if
K = (K, |l - g, }ser # @, where K C E is compact, and K is pullback attracting for {V(t, 1) :
E. - E,(t,71)€ Rﬁ}.

(3) A family A = {A; CE, |l |lg, }ser is a time-dependent pullback attractor for the evolution process
{V(t,7) . E. » E,, (t,7) € Rfl}, if it satisfies:
(a) Compactness: for any s € R, Ay is a nonempty compact subset of E;
(b) Invariance: V(t, 7)A, = A,, Y (t,7) € R?;
(c) Pullback attraction: for any bounded family C= {Cs CEL - I, sers

lim Distz (V(1,7)C,, A) =0, YieR.

Lemma 3.1. Suppose that (A1)~(A2) hold. Then the family B = {(Bg[0, ry/*(1)] C E}}ier is a bounded
pullback absorbing set of the evolution process {V(t,7) : E. — E,, (t,7) € Rﬁ}, where

t

o) =1 + ex(D)e f IR+ lg)IP)ds

—00

! S
+ (e f e T( f |l f()|PdF)’ds < +o0, 1 € R. (3.2)

o0

Proof. Let T € R be given, we consider any r > 0, z. € Bg_[0, r] and (2.24). Now by Assumption (A2),
for each r > 7, we have

lim [|z]2, e = 0, (3.3)
!
e f (IF I + llg(s)IP)ds < +oo. (3.4)

For the term fT[ e”||p(s)||*ds in (2.24), we get from (2.39) that

!
f e™lle(s)I*ds < Ky + K> + K3, (3.5)
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where

1

K el ||*e™ds,

K>

T

t N
el T f |l @I dd)*ds,

T

! S
K =2 [ elgipere™ f L) |PdBds.

v

Firstly, for K, we obtain for any ¢ > 7 that

t
Ki = lpdrer [ e s
i

1 (=29t (0=29)1\ 2yT 4 rte’
=—71(e —e e lo-ll" <
o-2y 2y —

— 0, asT — —o0. 3.6)
Next, for K,, we obtain from (2.6) that
f |l fDIPdD < 77 f | e fIPdP < 775 (s). (3.7)

(o) —00

Hence,

! S
K2 — f 6(0'—27)‘Ye(0'—27—2g)S(f eyﬁl|f(ﬁ)||2dﬁ)26(—0'+2’y+2g)sds
T T

20t

!
<f1(t)f e*ds < ez—gfl(t) < 400, (3.8)

where the bounded function J;(-) depends only on J(-). Lastly, for K3, we proceed similarly to (3.8)
to get

! S
K3 =2l |Pe2Te¥ 2" f e v f || f()|Pddds

T

o o ! o 4 2057 o7 J.
<272€276‘QT€(7_2_9)TI (277105 J(5)ds < M — 0, asT — —oo, 3.9)
T 2y-0-2

where the bounded function J,(-) depends only on J(-). By (3.5), (3.6), (3.8) and (3.9), we obtain

! e2gt ~
f e”*|le(s)|I*ds < 2—J1(t) < 400, aST — —00, (3.10)
T Q

Now pick r,(f) as (3.2) for each r € R. Then through the above analyses, we claim that for any given
t > tand z; € Bg [0, r] with r > 0, there is a ty = to(, r) < t yielding for any 7 < 1, ||V(t, T)ZT”ét < ry (1),
i.e.,

V(t,7)Bg [0, r] € Bg,[0, 72 (1)], VT < to. (3.11)

This completes the proof. O

We can refer to [1, Lemma 3.1(2)] for the definition of pullback asymptotically nullness.
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Lemma 3.2. Suppose that (A1)—(A2) hold. Then the evolution process {V(t,7) : E. — E,, (t,7T) € Rfl}
possesses pullback asymptotically nullness.

Proof. By Urysohn’s lemma, we can choose a smooth function &(-) € C'(R,; R, ) that satisfies

£ =0 0<d<1,
0<éd <1, 1<9<2,

) = 1, 9> 2, (312)
€M <&, 20,

where & > 0. For any given r > 0, 7 € R and z; = (5, ur, v;)! € B [0,r],letz = z(-) = z(-, T3 2,) =
(@), u(), VDT = (04, un (), V(- ))nGZ € E. be the solution of problem (2.9)—(2.10) and z; be its initial
value. Define

u = 3u() = EEDOuO), 0n = 0a() = EEDu (), pu = pa) = EG 0,
y= y() = (yn)nGZ» w = (,()() = (wn)nEZ’ P = P() = (pn)neZ’
Uy = wn() = (yn, Wy, pn)T’ Y= lﬁ() = (wn)nez,

where { € Z,. Taking the inner product of () with Eq (2.9) in E, and extracting the real part of the
obtained equation, we obtain

Re(2(0), y(0)g, + Re(O(0)z(1), Y(1)g, = Re(((z(1), 1), y()g,, V1 > 7. (3.13)

Next, we calculate each of the three terms in (3.13) individually.
Firstly, for the term Re(2(?), ¥(¢))g,, we have

Re(z(0), w(0)r, =Re{ ), &nin+ 5 Z( i(Bw)y + — Zuunwn + D Vupa)

nez nEZ nez
€
2 < éf( Nen0), + 555 (t) Zg(—)«g W2 + i)
nez

According to Lemma 3.1, there is some 7y, = #y(z, r) < t such that

Z(Bu)n(Bw)n 0 Z §<—><Bu>n(Bu>n

neZ
n+ 1] |n|
0 Z( i0[€C—=) = 6N > =72 (t) Z| i1 = ity 1|
> > —L(l + €(?) + 0 ))r (0. (3.15)
© T e en " |

Thus,

ReCaOL U0, 253, 3 AP0, + 5.5 LR
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1+ e(r) + 20

- Ww (D), Y T < 1. (3.16)
Secondly, for Re(®(#)z(1), ¥(t))g,, we carry out direct computations to obtain
Re(O(®)z(2), Y(1))E,
_ - oo 2 S0 L
=y(¢,y) + Re(i(By, By)) + Re(ih" (A, Ay)) + o t)[ o t)( 0 nzezlf( 7
4,us (3] n| h?
+ ﬂ[wu . Bp) = (Bv, Bw)] + gz‘;(—) I+ (Do)
_ (A= s(1)s(r) A=s(1) Inl
—an ;f( WtV E(t) HZE;;( (3.17)

Re(i(By, By)) = — Im(By, By)

1
=Im Z g(ln i l)‘pn‘pn+1 + Im Z f( )()0n+1‘10n

nez nez g
>——Z|¢n¢n+1|~—— VT <1, (3.18)
nez

Re(ih*(Ag, Ay)) = —Im(h*(Agp, Ay))
n—1] n+ 1|

_hZImZ 25( )90n+1¢n g( é,, )‘pn+l¢n—1 + 25( )¢n¢n+1
nez
In -1 In+ 1| _ |n|
2 n¥n— - _
+28(—— 7 )Pn@n-1 — 7 7
K ,
> = T2 S gl + ool + i) 2 =50 W <1 (3.19)
nez
(B Bw) = 3 B0+ Y (B (B, = (5B,
nez nez
2 3 e - L v <, (3.20)

¢

nez

[(Bu, Bp) - (Bv, Bw)] = ) [(B),(Bp), — (BV),(Bw),]

nez

! 1
- é[(é(lnz I) 3 g(?))unﬂvn _ (f(ln:; I) _ ﬂ?))btnvnﬂ]
> — 1 +§6(t) re(t), Y1 < 1, -
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and

4 1642
L (’)ZaM) v > = 7~ me('”') E(”Za'Z' — O]

nez nez nez
nl, ,  A€®) 2
e Zf( i~ Tone) ;Z:é’(?)lznla-

ﬁ(Du, p), we proceed as follows

For the term
e(r)

h? h?s(t)

(t)( .p) = (t)( w) + 20 (Du, w),
where
h2
= (Au,A
@ >( O =AY

B W o1d n|

_%[5525( )(Au); +gZ:(A u),((Aw), — &( g)(Au)n)]
Since

S (Al Ay, - ey,
neZ {
Z |un+1(t) 214,1 + Up— 1|(|Vn+1 ig; n+1| + |Vn—1 522 Up— ll)
neZ
2 — ro—( ), V1< to,
we have 2 24 " ()
. n 2 re(t
PO = 5y éaz)mu)n 2=y TS
Similarly,
h?s(f) h?s(f)
&0 (Du, w) = 20 (Au, Aw)
(o) i
2550 Z&( WA, =z osre), VT < 1o

Then estimates (3.23)—(3.25) give

hz S(l)

Now, from (3.17)—(3.26), we obtain

Re(O()z(1), Y(1))E, — E ZS( )[Bl( Bu), [’

|| 1+3
PPz 5 dth(—)( +3 2()26( AW = ), Y < o

(3.22)

(3.23)

(3.24)

(3.25)

(3.26)
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Koo, Il i
+B” ]—z(t)Za vimy 2 EClel

nez
|| s(1) |n| )
26@ " Z £, = 550 Z £ A

()Zf(lgl)[(f’(t) 5(t))|un|€(,)+( — () = 6(1))v,

nez
s(1)(4 — (1)) Inl A€Wy In|
S U ey Zf( D Zf(—)l 2,
- Lu T e(t) + s(O)re (1), VT < 1o, (3.27)
e(r)
where [u,2,, = (1(Bu),? + ). Since 4(s(r) — 6(0)(4 - s(1) - 6(1)) = 250, V1 € R, we obtain
(s(1) = 6(t)) |yl + (g — 5(t) — 6(O))V> - %X’“))mnnm >0, VneZ (3.28)
Therefore, inequality (3.27) gives
Re(®()z(1), Y(1)g, — E Z &(— |n| Bu),* + (t)u +v2]
ld
-3 (t)25< yéa gl = 5 (t)dIZa )Au
s(1) In|
-5 2(;) Zf(—)(Awn
Inl A€Wy Il
S Zef( "~ Tegeerty 2457l
- g—()(1 + e(t) + s (1), YT < 1, (3.29)
Lastly, for Re((z, 1), ¥)g,, we estimate as follows
A 2
Re(T(z, 1), )k, =Im(f,y) + ( Ld D)+ (& p); (3.30)
e(t)’ e(®)’
Im(f,y) <2 Zf(—»m = Zf(lnl)lfn : (3.31)
neZ { neZ g
A|<,0|2 i 4
oy 86@ Zf(—) A a Zf(—nm
Il 32r(,(t) )
<57 (t) Zf( Zf( el (3.32)
Inl Inl
P < 8—(t) Za it (t) Z§( (3.33)

AIMS Mathematics Volume 11, Issue 2, 3367-3393.



3382

At this stage, using (2.29), (3.13), (3.16), (3.29) and (3.30)—(3.33), we obtain

< Zf( Walz, + (Auy;]

nez

€W _ A €0, In| s(f) Il
+[20'+26(t) D Za aul?, + M);Z:f( 7,

rol® T
(t)Za ol + (026( )

In| L A+ e@)ro(0)
+ ;g(_)lf” e VTsw (3.34)

Notice that we can infer from (2.4), that 20 + 55((?) 16# i((f)) P>

Hence, the differential inequality (3.34) improves to

()

> o, and that 36

> o forany t € R.

dIZa >[|zn|E+<Au>]+aZ§<{ Wz, + (Aw]

nez nez
I+ E(I) ro-(t) Inl. Inl
e O+ Zf( Nenl + Zf(
+ Z f(?)lfnlz, V1<t (3.35)
nez

Taking the inner product of (5(?)9‘0,1),,62 with Eq (2.1) and extracting the imaginary part of the obtained
equation, we get ’

Zf(—)lson(t)F e f e"(Zf(—)lfn( e+ D)

nez nez g

ey f(—)lsan(r)l (3.36)

nez

In the light of (A2), we have

!
e f e’ Z Ifu(s)Pds < €92 J(f) < +00, V1eER.

nez

Thus, there is a {; = {i(t,&) € Z,, Y &> 0yielding

e f e Y s < 5o s g (3.37)

EON 3

Notice that we can get from (3.2)

(20-0)t

it 1 !
. f P (5)ds 5 711+ ex() f FIP + lgIPdn] + £

() J1(t) < +oo.
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Therefore, for above € and every given #(> 7), there is a {, = zjz(t, €) € Z, yielding

ro-(t) o ft )
—_— ‘re(t)d , ¥ 3.38
o’ )¢ r()S< {20 (3.38)
Obviously, for above ¢ and ¢, there is a | = #,(f,&,r) < t and some {3 = {3(t, &) € Z, yielding

rO'(t) —y(t 7) I"O—( ) —)’(f T) 2 2
n , V11, 3.39
o) ;ez f( )Itp (D < ) 36 T<h (3.39)

(1 +e)r, (1) o&?

, VI 2 4. 3.40

Using (3.35)—(3.40), Gronwall’s inequality and the fact

Zé"(—)((Au(T))n) < lotel < el

nez

we claim that for any ¢ > max{{;, {», 3} and 7 < min{ty, t;} there holds

Zé( Mz, + AN Szl e + e f ( )Za—)g,,( s)

nez nez

LSl IS +2 (3.41)

nez

Also, by assumption (A2), there exists some ¢y = {4(t, &) € Z, such that

e f = Zé(—)gn( )+ Y eI

nez

<[ Zf(' s v [ ey el §'>|fn(s>| sz Ga)

nez nez

Noticing that z. € Bg, [0, r], we infer that there is a t, = 1,(¢,7,¢) < t where r > 0, > 0and ¢t € R are
as given above, such that

82
Izl €7 < = VT<n (3.43)
Substituting (3.42) and (3.43) into (3.41) gives
g?
l;g e ; DR, < éf( Pl + @@l s 3, VT <, (3.44)

where {, = max{{, {, (3, {4}, t. = min{ty, t1, 1,}. Therefore,

sup > V@ DzlE = sup > Lz,

zeBe 101 155, 2€BE, (0] |n|>2 .
<23 6(—)|zn(t)|E S VT< (3.45)

n|>2Z.
This completes the proof. O
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With Lemmas 3.1 and 3.2 in hand, it follows immediately from [1, Proposition 3.1] that

Theorem 3.1. Suppose that (A1)—(A2) hold. Then the evolution process {V(t,7) : E; — E,, (t,7) €
Rfl} has a time-dependent pullback attractor W = {A,};,cx which fulfills the three conditions in the
Definition 3.1(3).

4. Invariant Borel probability measures and statistical solutions

In this section, we first prove a certain continuity of the evolution process {V(t,7) : E; — E,, (t,7) €
R2} with respect to the initial time 7, and then use the approaches of [1, 6] to establish a family of
invariant Borel probability measures {m,},cr. Lastly, we verify that {m,},cr satisfies Liouville’s theorem
and is a statistical solution of the addressed Zakharov equations.

Define

Ty = {{k($)hsex : k() = (@, Ve()u,v) € Eq,k = (¢,u,v)" € Bl0, 71}, r>0. 4.1)
Note that for any r > 0 and any z. € Bg[O0, r], there holds
Iz, = llze(@Iz,, Vi, T €R. (4.2)

We next prove an auxiliary lemma which helps us to verify that for any given (,7) € RJ and
{z.(8)}ser € I, with r > 0, the map 7 — V(¢, 7)z.(7) is continuous.

Lemma 4.1. Suppose that (A1)-(A2) hold. Given 7, € R and {z.(s)}ser € I', (r > 0). Then for every
e > 0, there is a positive constant p = p(T., 1, &) such that

_ 2
{ IV(s, 7)z.(1.) = z(9llg, S &, Vs € [T, 7. + p), 43)

”V(T*’ S)Z*(S) - Z*(T*)”%T* NN Vse [T* — P T*)-

Proof. Given r > 0, 7, € R and {z.()}yer € T, with z, = (¢.,u,,v.)" € Bg[0,r]. We consider any
s € |1, T« + 1], and let

V(s,7.)2.(1.) = (@(8), u(5), V(5D = (@), (), V() € E

be the solution of problem (2.9)—(2.10) corresponding with the initial value

2(1.) = (@r., e, V) = (@u, Ve(T U, v.) € E.,

at initial time 7,. Straightforward computations show that

IV(s, T)z.(72) = 2(9)IIF,
=IV(s, Tz llg, =zl = 2(V(s,7.)2.(1.) = 2.(5), 2.(5))E, » (4.4)

where we have used (4.2). We next estimate separately each of the terms in the right-hand side of (4.4).
For the first two terms, by applying Eq (2.28) and utilizing the monotonicity of €(¢), we can deduce

s dlV(, t)z(Tll;
IV (s, Tz (T, = Nz (TIIIE,, =f 9 =
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A ) l f‘S ) 1 f&' 4
SL If@)II"dd + D . llg(PII*dd + pea i lle(@)|I"did.

Considering Eqgs (2.39) and (3.7), we get

s s S )
f le@)II*d? < f llpr.|I*de + f (e’ f eI\ f()IPdn)*dy

S 9
+llgnlP f e f M F(IPdndd

<r(s—1.) + f =% I2(9)d9 + rzf P % J(9)do.

(4.5)

(4.6)

Since g(-) € C(R, I%) is given, and J(-) and J*(-) € C(R,R), we deduce that for any £ > 0, there exists a

positive constant p; = p;(7,, &, r) yielding
A 1 S
IV(s, Tz (TIIE, —|IZ*(T*)||129,* SL @A + mj; lg(*d
P fsn A9 < 2, Vs e (1 +p1)
I E—— -, S Ty Ty .
er.+ D J, " 3 P

For the last term in the right-hand side of (4.4), it is not hard to check that

2(V(s, T.)z: (1) — 2:(5), 2.(5))E,
:2(V(S, T*)Z*(T*) - Z*(T*)’ Z*(S))ES + Z(Z*(T*) - Z*(S)a Z*(S))Ex-

Seeing the definition of I',, we have that

2 2 2 2
Iz (DN, =llull” + 1| Vels)uallg + vl

=l + e ]2 + P < (6 + ), Vs € R,

and that z.(s) € Bg, [0, /6 + ur] for each s € R. Therefore,

SdV ﬂ, 5 )G U
VG 002.0) = 220 ) =1 | a2 o,

5 AV (S, 1)z (T Y e(®) AV (I, 1.)z. (T
< f ||%||Exdﬂnz*<s)na< f @), V. 7)) 81, (o),

) .. €(s) dd

< VE(T*)I)(fS”dV(ﬁ, T*)Z*(T*)

2 1 1
Ser. + a9 N, d9)is = T)%

We next verify that there exist constants ¢4 = c4(7.,7) > 0 and ¢5 = ¢s(7.) yielding

f? (V@ Tz
Ty d

5 17,49 <c.(t.,r)

T.+1 T +1
i=cy0s + €5 + f lg@Id9 + f [FC) (R DA

4.7)

4.8)

4.9)

(4.10)

4.11)
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In fact, we deduce from (2.9) and (2.15) that

dV(d, 1.)z.(10)
”T”Eﬂ
SIOHV®, Tz, + 1TV, 7.)z.(7.), D,
M + g@II?
€2(19) '

SaIVE, 1)z, + lle@u@) - FO)* +
Referring to (2.24) and employing similar derivations as those used in (4.6), we get

V@, 7.)z.(t.)lIE,

9
<.l O 4 a9 f LI + anIPdr
9 ’
+ ex(@)e " f eml'dn

Tt 1
<+ o, + 1) f ALGDIP + ganIP)dn

T+ 1 T+ 1 T+ 1
+o(r + D[ ﬁW+f e@ﬂW%WM+ﬂf €@ J(9)dd]

=10 = C4(T*, r), Ve [T*,T* + 1]7

which means
lp(MI* < ¢4 and [[u(@)|* < cs.

At the same time, for any 7 € R, there holds () € (0, 4). By (2.16), we infer that

ci(¥) <c¢5 =cs(r,) := max c(s), YO €[r, 7. +1].

SE[T.,To+1]

Inserting estimates (4.13) and (4.14) into (4.12) yields

dV(@®, 1.)z.(1.) » 7+ g

I——=""l7, < cacs + & + IfF DI + 5 ——=—, VO € [r., 7. + 1],

do 62(7'* +1)
which proves (4.11). Combining (4.11) and (4.10), we have
re(t,) _re@) f ||dV(ﬁ L, T)Z2(T4) o
e(r.+1) dy
< re.(t., r)e(t,)
er.+1)

|(V(S, T*)Z*(T*) - Z*(T*), Z*(S))Exl =

(S - T*)% )
which indicates that, for above &, there is a positive constant p, = p,(7., &, r) yielding
2|(V(S’ T*)Z*(T*) Z*(T*) Z*(S))E | < 6 Vse [T*» Tyt 1]

In addition, we have

2.z = 2.(5), 2] = |(Ve@n) = Ve, 6<S>“*)E<S>\

I, d9)>(s — 7.)2

(4.12)

(4.13)

(4.14)

(4.15)

(4.16)
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:‘ Ve(T.) — Ve(s) r’| Ve(r,) — Ve(s)|
Ve(s) Ve(r, + 1) '

Due to the continuity of €(7), we get that for above & there is a positive constant p; = p3(7., €, r) yielding

w1 <

12(2.(1.) = 2.(5), 2:(8)g.| < g Vs € [To . + p3). 4.17)

Picking p4 = min{p,, p3} and using (4.8), (4.16) and (4.17), we get

P>

2(V(s: 7)2(T) = 2(8), 2 (D] S 3. ¥ s € [T 7o+ pa). (4.18)
Taking p = p(7., 1, &) = min{py, p4}, we get (4.3); from (4.4), (4.7) and (4.18). One may repeat almost
the same procedure to prove (4.3),. This completes the proof. O

Using Lemma 4.1 and applying the method in [6, Lemma 4.3], we get

Lemma 4.2. Suppose that (A1)—-(A2) hold. Then the map T — V(t,7)z.(7) is bounded and continuous
on (—oo, t] for any given (t,7) € RZ and any {z.(8)}ser € I', with any r > 0.

Proof. Consider any ¢ € R and let {z,(s)}ex With 2, = (g.,us,v)" € Bgl0,7] ( > 0) be given.
From (2.24) and Lemma 3.1, it follows readily that the map 7 +— V(¢, 7)z.(7) is bounded.
Next, we proceed to prove for every 7, € (—oo,t] and £ > 0, there is a p = p(e, t, r) > 0 yielding

ls = 7.] < p = [V(2, $)z.(s) = V(t, T.)z.(T)llg, < €. 4.19)

We establish (4.19) by considering the cases that 7. < s < 7.+ 1 and 7. — 1 < s < 7. For the first case,
we employ the invariance of the evolution process and (2.32) to obtain

V(£ )z.(8) = V(5, 7.)2. (T, = IV, $)z.(5) = V(E, )V (s, T)z(TIIE,
<cs(r 1, $)lzu(s) = V(s, 1)z (Tl < Ellzu(s) = V(s 1)zl (4.20)

where ¢; = ¢3(r, 1, 7.) = MaXer, r,+111C3(7, 1, 8)}. It is concluded from Lemma 4.1 that, for any € > 0
there is a p’ = p'(7., 1, &) > 0 yielding

|V (t, $)z.(s) — V(t, T*)Z*(T*)”%T <g Vse(r.,1.+01, “4.21)

indicating that the map 7 — V(¢, 7)z.(7) is right-continuous at 7 = 7,.. We can prove the other case by
the similar argument. Due to the arbitrariness of 7., we end the proof of Lemma 4.2. O

Combining Theorem 3.1, Lemma 4.2, [1, Theorem 4.1] and the concept of generalized Banach
limits (see [14] for the definition), we can obtain the following result.

Theorem 4.1. Suppose that (A1)—(A2) hold. Let {z.(5)}ser € I'» (r > 0) with z. = (¢s,u.,v,)T €
Bgl0, r] be given. Then for any generalized Banach limit LIM._,_,, any t € R and ¢, € C(E),), there
exists a unique family of Borel probability measures {m},cr with support supp my contained in A; for
every s such that

LIMT_,_OO% f 0(V(t, Hz.(9))d9 = f () dm(z) = f ei(z)dmy(2)

— E
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1 !
“LIM,__.—— f f o (V1. 9)2)dmy (). (4.22)
t -7 T Eﬂ
What is more, {m}er is invariant, that is,

f ei(2)dmy(z) = f e (V(t,n)z)dm(2), V1 > 7. (4.23)
As Ar

In what follows, we investigate the statistical solutions for Eq (2.9). Firstly, rewrite Eq (2.9) as

e L (CURCO (424)

and define the family of class {7 },cr (called test function class) for Eq (4.24) analogously to [6,
Definition 4.5]. Also one can refer to [6] for the existences of the test functions. Note that

S0, = (F e 0,9/, 1 € E, 425)

holds true for any test function ®,(-) and any solution z(-) of Eq (4.24). We proceed to give the precise
definition of statistical solutions for Eq (4.24) on the family {E|, || - ||z, }ser-

Definition 4.1. A family {p,},cr C P(E,) is referred to as a statistical solution of Eq (4.24) if it satisfies:

(a) The function z — (¥ (z,1),¥)g, is p,-integrable for almost t € R and every y € E,. Furthermore,

the mapping t = [, (F(z,0),¥)5,dp,¥) € L, (R) for any ¢ € Ey;
(b) For every {z(8)}ser € U,»0 s and all t > 1, the Liouville-type equation

f O, (z(1))dp:(z(1)) — f O (z(7))dp-(2(7))

E; E.

= f (F (@), D), Py (2(9)))g,dps(2())dd, (4.26)
T Ey

holds for each {®}er € {Tiher
The main result of this section reads as follows.

Theorem 4.2. Suppose that (A1)—(A2) hold. Then the family {m,},cr constructed in Theorem 4.1 is a
statistical solution of Eq (4.24).

Proof. We will sketch the proof and describe the differences because that the detailed computations
are analogous with those presented by [6] in the construction of the statistical solutions for the lattice
Klein-Gordon-Schrodinger equations on the family of time-dependent phase spaces.

Step one. Let y = (1,¥2,y3)" € E; and t € R be given. Define () : E; = R via

©0(2) = (F (2,0, ¥)E,, Yz = (p,u,v)" € E,. 4.27)

Then check that ¢,(-) € C(E;) and conclude from Theorem 4.1 that the function z — (¥ (z,1),¥)g, :=
¢(z) is m,-integrable, and that the mapping

1 f (F (@0, ¥)p,dm(2) = f @ (2)dmy(2) € L, (R).
E; E;
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Step two. Prove that {m,},cg satisfies (4.26). This can be done as follows. Firstly, one can use (4.25)
to obtain that for any {¢(s)}ser € U,»0 ', there holds

DQ,(V(, )¢(s)) — OV (7, 5)¢(s)) = f (F (V@D )p(s5), D), Dy(V (@, $)¢(5))), dV. (4.28)

Then by performing some calculations and utilizing (4.22) and (4.28), we can get

f DQ,(p(1)dm (¢(1)) — f O (p(7))dnm(¢(7))

E; E;

1

=LIMy 00— f f (F(V(@, 5)p(s), D), Py(V (1, )¢(5))) g, dm(¢(s))ddds. (4.29)
T—M Jy JE,

Afterwards, by applying the invariance of the evolution process and (4.23), one has

f (F V@, $)¢(s), D), Dy(V(, 5)¢(5))), dm($(s))

E;

= f (F V@, 1)¢(1), 9), Py (V (I, 1)P(T))) £, dM($(7)). (4.30)
E,

Lastly, by taking (4.28), (4.29), (4.30) and (4.23) into account, one can get
f O,(p(1))d(m,(p(2)) — f O (¢(7))dm.(¢(7))
E, E,

= f f (F (@), B), Dy(¢())), dmy($())dd. (4.31)
T Ey

This ends the proof of Theorem 4.2. O

We want to point out that (4.31) is called Liouville’s type equation satisfied by the statistical solution
{m;};er of Eq (4.24). In Statistical Mechanics, we say that evolution system attains its statistical
equilibrium provided that ®4(-) = 0 for all ¢ € R. In this case, Eq (4.31) turns to be

f D, (z(2))dm,(z(2)) = f O (z(1))dm(2(7)), Y{z($)}ser € Upnol, V1, T ER, (4.32)
ﬂt ﬂ‘r

which indicates that Liouville’s theorem of Statistical Mechanics also holds true for the lattice
Zakharov equations with varying coeflicients.

5. Conclusions and discussions

In this paper, we follow the approaches of [1, 6] to prove the existences of the time-dependent
pullback attractor and statistical solution for the lattice Zakharov equations with varying coefficients.
The key difficulties come from the nonlinear term Alg|?, and the additional terms D¢ and Du
corresponding to the higher-order derivative terms |<p|§x, @rx and . These terms require us
to construct subtle time-dependent phase spaces where to obtain a certain coercive property of the
operator corresponding to the linear principle part extracted from the addressed equations. Our result
indicates that the lattice Zakharov equations with varying coefficient satisfy Liouville’s theorem.
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There is an interesting issue. Consider the family of lattice Zakharov equations with varying
coefficient

{is'on + (A@), — KA(D@), — oy + iyn = £,(0), 5

Gm(l)i/in + /lun - (Au)n + hz(Du)n - (A|‘10|2)n + MU, = gn(t),

where n € Z, m € Z,. We are curious about the upper semi-continuity of the time-dependent pullback
attractors and statistical solutions for system (5.1) as the sequence of functions €,(-) tends to zero
uniformly on R as m — oo.
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Appendix

Symbols index.
C Set of complex numbers
R Set of real numbers
Z Set of integers
Z, Set of positive integers
i Imaginary unit
R2 RI={(t,71)eR*:7<1}
< (or 2) a < cb (or a > cb) for some absolute constant ¢
% Conjugate of v
1 Identity operator
G, Transposition of a vector
B.[a,r] Closed balls in space e centered at a € e with radius r
C(o) Set of continuous functions from e to R
P(e) Set of Borel probability measure on space
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