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1. Introduction

The modeling of dynamic economic variables is a constantly evolving area of research, covering
diverse economic topics such as business cycle theories, asset valuation, monetary policy, financial
stability, energy demand, and natural disaster impact assessment, among others. The importance of
this type of modeling stems from the need to understand and predict the behavior of key indicators,
such as economic growth, inflation, unemployment, and financial asset prices. However, modeling
these variables has presented great statistical and mathematical challenges due to the very nature of the
data and its multiple characteristics, such as its nonlinearity, structural changes, sensitivity to external
factors and complex interrelationships between economic factors.

In recent years, there has been a growing uptake of advanced techniques to address these complex
economic challenges. These techniques include modified traditional econometric models, such as
vector autoregressive (VAR) with error correction models and co-integration analysis (see, for
instance, Chávez and Rodrı́guez [1]). Bayesian models have also acquired relevance by allowing the
incorporation of a priori information and the quantification of parameter uncertainty [2, 3]. General
equilibrium models have been proven useful for capturing interrelationships between economic
sectors and agents (Montaud et al. [4]), while models such as Markov-switching have been helpful for
the analysis of business cycles and regime shifts, as in the study carried out by Gomes et al. [5] on the
Brazilian economy. In addition, hybrid approaches were developed in order to combine traditional
econometric models with machine learning techniques, allowing complex and nonlinear relationships
to be approximated (Cui et al. [6]).

Though these models have sought to accurately capture the complexity and dynamics of real
markets and economies, they present significant challenges in terms of data requirements,
computational cost and understandability. Bayesian models, for instance, allow for the incorporation
of a priori information, but it can be difficult to specify and estimate. VAR and general equilibrium
models, designed to capture interrelationships between economic variables, require large sample sizes
and numerous parameters, which can lead to overfitting problems and difficulties in results
interpretation. On the other hand, machine learning models, while powerful and flexible, often act as
black boxes, making it difficult to understand how they make their predictions.

In this context, diffusion processes have emerged as a widespread alternative in the field of
quantitative finance. They have been used to model variables such as asset prices, interest rates,
exchange rates, valuation of financial derivatives, optimal portfolio management problems, and
investment strategy selection. As an example, Wang et al. [7] investigated a time-consistent
investment strategy under the mean-variance criterion for an investor saving for retirement. Zhu et
al. [8] proposed an efficient simulation-based method to approximate the solution of the
continuous-time dynamic portfolio optimization problem for multiple assets and state variables. Liu
et al. [9] investigated variance swap pricing under a hybrid model combining the stochastic
double-Heston volatility with the Cox-Ingersoll-Ross stochastic interest rate model. Moreover, Tao et
al. [10] studied the valuation of geometric Asian options where the underlying asset follows a
sub-fractional Brownian movement.

Different approaches, apart from diffusion processes, have also been considered. Such is the case
of stochastic volatility models (i.e., Alakkari et al. [11]) or inhomogeneous Poisson processes (Liang
et al., [12]), which allow modeling specific aspects of certain economic variables. Different models
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have incorporated more realistic features, such as time-varying parameters, jumps, and the interaction
between different economic variables (Herzog [13], Mehrdoust, and Noorani [14]).

1.1. Consumer Price Index modeling in Colombia

The modeling of inflation in Colombia, as measured by the basic Consumer Price Index (CPI), is
of crucial importance given the Banco de la República de Colombia (hereinafter referred as “Central
Bank”) constitutional responsibility to maintain low and stable inflation. This mandate led to the
adoption of the inflation targeting scheme in 1999, in which the Central Bank commits itself to
achieving and maintaining an annual inflation target defined by its Board of Directors. This
institutional change underscores the fundamental importance of understanding and forecasting
inflation dynamics for the effective conduct of monetary policy in the country.

Within the framework of inflation targeting, the Central Bank uses the intervention interest rate as its
main monetary policy instrument. Decisions on this rate are taken based on a thorough analysis of the
current economic situation and future projections, seeking to have an influence in aggregate demand
and inflation expectations to guide them toward the established target. Nevertheless, the effectiveness
of these decisions depends mostly on the accuracy of inflation forecasts and on the understanding of
the monetary policy transmission mechanisms. It is worth highlighting that, despite the Central Bank’s
efforts, recent events such as the COVID-19 pandemic and geopolitical conflicts, including the Russia-
Ukraine war and the Israel-Palestine conflict, have generated significant inflationary pressures, pushing
inflation above the target. This situation further emphasizes the need for robust modeling tools that can
capture and predict inflation dynamics in contexts of high volatility and uncertainty.

The relevance of accurate forecasts and the complexity of monetary policy are crucial issues in
this context. Policy formulation by the Central Bank is much less straightforward than it appears,
mainly because monetary policy often takes a long time to affect the economy. Monetary policymakers
must therefore aim to have the right policy in place at the time in the future when their measures will
start to take effect, which implies not only correctly predicting the effects of their policies, but also
forecasting where the economy will be once the policy has had its impact. Studies on inflation in
Colombia have covered various aspects, from the identification of its determinants to the evaluation
of different forecasting methodologies (see, for instance, González et al. [15], Cárdenas-Cárdenas et
al. [16]). This diversity of approaches reflects the complexity of the inflationary phenomenon and the
need to address it from multiple perspectives so as to achieve a more complete comprehension and
develop more effective policy tools.

Traditional econometric models, such as structural VAR models, regression models, input-output
matrix (IPM), and time series analysis (i.e., Rodrı́guez [17]), have been mainly used to identify the
factors that influence inflation in Colombia. These approaches have made it possible to capture the
dynamic relationships between inflation and other macroeconomic variables, as well as to quantify
their impact. Amongst the factors identified are inflation expectations, the exchange rate, international
commodity prices, wage costs, and demand pressures. For example, González et al. [18] compared
forecasts from VAR and ARX (autoregressive with an exogenous input) models, finding that the
exchange rate and food prices are significant in explaining inflation. Jaramillo and Tovar [19]
highlighted the role of the Value Added Tax (VAT) using an econometric estimation relating price
level to the VAT and the Producer Price Index. In order to analyze the relationship between monetary
policy and inflation, more sophisticated models have been employed to incorporate more realistic
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features of the economy. For instance, Aristizábal [20] explored the nonlinear relationship between
money and inflation using artificial neural networks, while Villa et al. [21]) estimated an optimal
Taylor-type monetary policy rule for Colombia using regime-switching models.

However, despite the diversity of models used, few studies have applied diffusion processes to
model economic variables in Colombia. Diffusion processes, like geometric Brownian motion and
the Ornstein-Uhlenbeck process, are widely used in finance to model asset prices and interest rates
due to their ability to reflect uncertainty and the stochastic evolution of variables. Nonetheless, its
application in modeling other macroeconomic variables such as the CPI has been rather limited. In
this scenario, diffusion processes emerge as a promising alternative for modeling inflation dynamics in
Colombia. These processes offer several significant advantages over traditional approaches, as they are
based on stochastic differential equations, which allow capturing the continuous and stochastic nature
of economic variables, as well as incorporating exogenous factors that influence their dynamics.

Not only do diffusion processes allow us to obtain point forecasts, but also confidence intervals and
probability distributions for future inflation. An additional advantage to consider is that they allow
analytical expressions for quantities of interest, such as the mean and variance of the process, to be
obtained, which facilitates interpretation and inference. This is particularly useful in the economic
context, where the interpretation of the results is crucial for policy decisions and the communication
with economic agents. By having explicit expressions for the process steps and moments, sensitivity
analysis can be performed and the impact of different scenarios on the variables of interest can be
assessed.

This paper focuses on the use of a nonhomogeneous lognormal diffusion process to model the
dynamics of the CPI. This is carried out by considering a particular case of the exogenous function
that allows the incorporation of relevant external factors and proposing a strategy for the selection of
such factors based on the selection of regressors in linear models. Its aim is to show how this approach
can improve the modeling and forecasting of the CPI compared to the traditional models used by
the Central Bank for its forecasts by properly capturing the external influences and the stochastic
nature of the variable. This new approach is expected to provide a deeper understanding of inflation
dynamics and to offer useful tools for monetary policy decision-making and inflation risk management
in Colombia.

The paper is structured as follows: Section 2 presents the general version of the model, showing its
main characteristics and particularizing it to the case of linear exogenous factors. For such
particularization, the maximum likelihood (ML) inference is proposed. Special attention is paid to the
estimation of the mean function, obtaining the probability density function (pdf) of its ML estimator.
Another point of interest lies in the selection of the exogenous factors, which is carried out by using
variable selection from the Bayesian point of view. Section 3 is dedicated to an application for
modeling and analyzing the CPI in Colombia from data extracted from official sources. From a wide
range of possible influential exogenous factors, the selection procedure determines a subset of five
exogenous factors with which the model is estimated. An analysis of the predictive capacity of the
model is carried out, making predictions up to eight posterior quarters, considering three cases: the
first, using observed data until March 2022 (Section 3.1) and two latter updates, using data until June
and September 2022 (Sections 3.2 and 3.3). Results are compared with the observed data of the CPI
and with the official projections that the Central Bank made at the time. The results reveal that the
model appropriately fits the real data and significantly improves the projections of Colombia’s

AIMS Mathematics Volume 10, Issue 2, 3334–3380.



3338

economic authorities. The model is also tested for predictions outside the sample time and under
different economic scenarios in Section 3.4. The paper finishes with some conclusions and comments
about future research lines.

2. An overview of the nonhomogeneous lognormal diffusion process

As it is well-known, the lognormal diffusion process, or geometric Brownian motion, has its origin
in the randomization of the Malthusian-type differential equation dxt = µ xt dt, where µ represents the
growth rate of a certain population modeled by xt. The randomization process consists of replacing µ
with a random rate that is affected by a white noise, µ + σξt, giving rise to the stochastic differential
equation dXt = µ Xtdt+σ XtdWt, where Wt represents a Wiener process. The solution to this equation is
the lognormal diffusion process, in its homogeneous version, which is a model widely used in finance,
being used to represent the price of some financial assets following the fluctuations of the financial
markets (Black-Scholes model).

The nonhomogeneous version of the process results from considering a variable growth rate,
represented by a continuous function h(t). The introduction of this function allows the consideration
of external influences (generally called exogenous factors) that can modify the behavior of the
endogenous variable modeled by the process. On the other hand, the fact that the mean function of the
process is expressed in terms of h(t) allows this process to be used for modeling a wide range of
dynamic phenomena associated with growth curves. This is achieved with a convenient choice of said
function. Recent works illustrate this comment, including particular growth curves such as the
logistic, the Richards, Bertalanffy, Hubbert (see [22, 23] and references therein), as well as others
recently introduced such as the hyperbolastic curves [24]. The recent work by Albano et al. [25] goes
further and considers a generic growth curve that includes a wide range of curves of this type.

In this section we will focus our attention on the nonhomogeneous lognormal diffusion process
with linear exogenous factors (Section 2.2), introduced from the general version of the process
summarized in Section 2.1. Sections 2.3 and 2.4 are devoted to the inference of the model, whereas
Section 2.5 focuses on the problem of choosing exogenous factors. Finally, Section 2.6 summarizes
the computational process to carry out the inference in the model as well as to estimate the main
characteristics of the process and approximate the probability density function of its mean function.

2.1. Formulation of the model

Next, we present a brief general description of the model (see [26] and references therein for details).
Later, the attention will be focused on a particular case of the function h(t), which will be used in the
rest of the paper.

Let us consider I = [t0,+∞), a real interval (t0 ≥ 0), Θ ⊆ Rk an open set, and hθ(t) a continuous,
bounded, and differentiable function on I and depending on θ ∈ Θ. The nonhomogeneous lognormal
diffusion process, {X(t); t ∈ I}, is the solution of the stochastic differential equation

dX(t) = hθ(t)X(t)dt + σX(t)dW(t), X(t0) = X0, (2.1)

where W(t) is a standard Wiener process, independent on X0 = X(t0), t ≥ t0. More in detail, X(t) is
given by

X(t) = X0 exp
(
Hξ(t0, t) + σ(W(t) −W(t0))

)
, t ≥ t0 (2.2)
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with

Hξ(s, t) =
∫ t

s
hθ(u)du −

σ2

2
(t − s), ξ = (θT , σ2)T , s < t. (2.3)

Regarding the distribution of the process, if the initial distribution X0 is lognormal, Λ1

[
µ0;σ2

0

]
,

or degenerate (P[X0 = x0] = 1), the finite-dimensional distributions of the process are lognormal.
Concretely, ∀n ∈ N and t1 < · · · < tn, vector (X(t1), . . . , X(tn))T follows an n-dimensional lognormal
distribution Λn[ε,Σ], where the components of vector ε and matrix Σ are εi = µ0 + Hξ(t0, ti) and
σi j = σ

2
0 + σ

2(min(ti, t j) − t0), i, j = 1, . . . , n, respectively. Consequently, the transition probability
distribution is lognormal, that is, for s < t, the variable X(t)|X(s) = y follows a lognormal distribution.
Concretely,

X(t) | X(s) = y{ Λ1

[
ln y + Hξ(s, t), σ2(t − s)

]
, s < t. (2.4)

From these distributions, the main characteristics of the process can be calculated. Among them,
we can highlight those employed in practical applications with fitting and forecasting purposes, which
can be expressed jointly in the form

Gλξ(t|z, τ) = Mξ(t|z, τ)λ1 exp
(
λ2

(
λ3 σ

2
0 + σ

2(t − τ)
)λ4

)
, (2.5)

where λ = (λ1, λ2, λ3, λ4)T and Mξ(t|z, τ) = exp
(
z + Hξ(τ, t)

)
. Table 1 includes some of these

characteristics according to the values of λ, τ, and z.

Table 1. Values used to obtain the n-th moment, the mode, and quantile functions from
Gλξ(t|z, τ). zα is the α-quantile of a standard normal distribution.

Function Expression z τ λ

n-th moment E[X(t)n] µ0 t0 (n, n2/2, 1, 1)T

n-th conditional moment E[X(t)n|X(s) = y] ln y s (n, n2/2, 0, 1)T

mode Mo[X(t)] µ0 t0 (1,−1, 1, 1)T

conditional mode Mo[X(t)|X(s) = y] ln y s (1,−1, 0, 1)T

α-quantile Cα[X(t)] µ0 t0 (1, zα, 1, 1/2)T

α-conditional quantile Cα[X(t)|X(s) = y] ln y s (1, zα, 0, 1/2)T

2.2. The case of linear exogenous factors

Sometimes, the dynamic evolution of a variable can be affected by external influences represented
by variables (exogenous factors) whose temporal behavior is assumed to be known. Related to the
lognormal process, usually the way of introducing the external variables in the model is by means
of a linear time function hθ(t) = θ0 +

∑q
j=1 θ jF j(t), with θ j ∈ R and F j time-continuous functions,

j = 1, . . . , q. Examples of the use of this methodology can be seen in Tintner and Sengupta [27] or in
Gutiérrez et al. [28] to model the evolution of the Gross Domestic Product in Spain.

By noting u(s, t) =
(
t − s,

∫ t

s
F1(τ)dτ, . . . ,

∫ t

s
Fq(τ)dτ

)T
, expression (2.3) becomes

Hβ(s, t) = u(s, t)Tβ, with β0 = θ0 −
σ2

2
and β j = θ j, j = 1, . . . , q. It is noticed that all expressions in the
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previous subsection are valid, replacing ξ with φ = (βT , σ2)T . In particular, the mean of the process is

mη,φ(t) = E[X0] exp
(
u(t0, t)Tβ +

1
2
σ2(t − t0)

)
, (2.6)

being η the parametric vector associated to X0. On the other hand, the conditioned version is given by

mφ(t|s) = y exp
(
u(s, t)Tβ +

1
2
σ2(t − s)

)
(2.7)

where X(s) = y is assumed.
Let us observe that, in both cases, a linear combination of the parameters involved appears in the

exponential. This, together with the fact that the distributions that give rise to these means are
lognormal, allows a study of these functions along the lines of Land [29], who carries out an in-depth
study in the case of the distribution lognormal, or in the lines of Gutiérrez et al. [30, 31], who adapts
the situation to the case of the lognormal diffusion process.

2.3. Inference on the model

Let us consider a discrete sampling of the process, based on d sample paths at time instants ti1 =

t1 < ti2 < . . . < ti,ni , i = 1, . . . , d. Denote by X =
(
XT

1 | · · · |X
T
d

)T
, where Xi = (X(ti1), . . . , X(ti,ni))

T , i =
1, . . . , d. In addition, we assume the general case in which X(t1) is lognormally distributed Λ1[µ1, σ

2
1]

(for the degenerate case σ1 = 0 and µ1 = ln x0 must be considered, being x0 the initial value).
In [26], and considering a generic function hθ(t), the authors carry out a detailed inferential study

aimed at the ML estimation of the parameters of the process. The final result is a system of equations
for which, in general, it is not possible to find solutions explicitly. For this reason, it is necessary to
employ numerical methods or metaheuristic procedures, which in turn raise various problems such as
the search for initial solutions or the delimitation of the parametric space. However, in the case in which
the exogenous factors are linear, the system does have an explicit solution. Furthermore, it is possible
to calculate the distribution of the estimators as well as that of certain characteristics associated with
the process, such as the mean function.

Next we are going to focus on the linear case, adapting the general situation posed in [26]. To do
this, we consider vector V =

[
VT

0 |V
T
1 | · · · |V

T
d

]T
=

[
VT

0 |V
T
(1)

]T
, built from X by means of the following

change of variables:

V0i = Xi1, i = 1, . . . , d,

Vi j = (∆ j+1, j
i )−1/2 ln

Xi, j+1

Xi j
, i = 1, . . . , d; j = 1, . . . , ni − 1,

where ∆ j+1, j
i = ti, j+1 − ti j.

From (2.4), and taking into account this change of variables, the density of V becomes

exp
(
− 1

2σ2
1
(ln v0 − µ11d)T (ln v0 − µ11d)

)
d∏

i=1

v0i

(
2πσ2

1

) d
2

exp
(
− 1

2σ2

(
v(1) − U

Tβ
)T (

v(1) − U
Tβ

))
(
2πσ2) n

2
(2.8)
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with ln v0 = (ln v01, . . . , ln v0d)T and n =
∑d

i=1(ni − 1). Here, 1d represents the d-dimensional vector
whose components are all equal to one, while U = [U1| · · · |Ud] is a (q + 1) × n block-column matrix
whose i-th block is given by the (q + 1) × (ni − 1) matrix.

Ui =
[
(∆2,1

i )−1/2 u(ti1, ti2)
∣∣∣ . . . ∣∣∣ (∆ni,ni−1

i )−1/2 u(ti,ni−1 , ti,ni)
]
.

From (2.8), it is deduced that:

• V0 and V(1) are independents,
• the distribution of V0 is lognormal Λd

[
µ11d;σ2

1Id

]
,

• V(1) is distributed as an n-variate normal distribution Nn

[
UTβ;σ2In

]
,

where Id and In are the identity matrices of order d and n, respectively.
Now, suppose that η = (µ1, σ

2
1)T and φ are functionally independents. Then, for a fixed value v of

the sample, (2.8) can be seen as the likelihood function, from which we obtain the ML estimators of
the parameters. Concretely,

µ̂1 =
1
d

d∑
i=1

ln v0i and σ̂2
1 =

1
d

d∑
i=1

(ln v0i − µ̂1)2, (2.9)

while
β̂ = (UUT )−1Uv(1),

σ̂2 =
1

n − 1
vT

(1)[In−1 − U
T (UUT )−1U]v(1).

(2.10)

Regarding the distributions of the estimators, we have to note:

• η̂ and φ̂ are independents,

• µ̂1 { N1[µ1, σ
2
1/d], and

dσ̂2
1

σ2
1

{ χ2
d−2, both are independents,

• The distribution of β̂ is normal Nq+1

[
β, σ2(UUT )−1

]
, and it is independent of

(n − 1)σ̂2

σ2 { χ2
n−q−2.

2.4. Estimation of the mean of the process and its pdf

From the estimators previously obtained, the estimation of the parametric functions (2.5) is
immediate by virtue of Zehna’s theorem. In particular, focusing again on the case of a linear
exogenous factor, and for the mean functions given by (2.6) and (2.7), it is verified that
m̂η,φ(t) = mη̂,φ̂(t) and m̂φ(t|s) = mφ̂(t|s).

In economic series, it is common to make predictions about the variable of interest based on prior
knowledge of the behavior of the series, which implies the use of m̂φ(t|s). For this reason, we focus on
describing some aspects concerning this function.

Regarding its distribution, it is possible to obtain its pdf. Indeed, taking into account the

distributions of β̂ and σ̂2, and their independence, the pdf of u(s, t)T β̂ +
1
2
σ̂2(t − s) is calculated from

the convolution product of their respective densities. A simple change of variable leads to the pdf

AIMS Mathematics Volume 10, Issue 2, 3334–3380.



3342

corresponding to m̂φ(t|s), resulting in

fm̂φ(t|s)(m) =
exp

(
−

(
ln

(
m
y

)
−u(s,t)T β̂

)2

2σ̂2 AUs,t

)
mσ̂

√
2π AUs,t

∞∑
l=0

(
n−q−2

2

)
l

l!

 σ̂(t − s)

(n − 1)
√

2AUs,t


l

Hl

 ln
(

m
y

)
− u(s, t)T β̂

σ̂
√

2AUs,t

 ,m > 0

(2.11)
where AUs,t = u(s, t)T (UUT )−1u(s, t),

(α) j =
Γ(α + j)
Γ(α)

=


α(α + 1) · · · (α + j − 1) j ≥ 1

1 j = 0 ,

and Hl is the Hermite polynomial Hl(x) = l!
∑[l/2]

u=0
(−1)u

u!(l−2u)! (2x)l−2u, [x] being the integer part of x.

2.5. Choice of the exogenous factors

One of the main motivations for considering the linear form of the function hθ(t) is being able to
include in the model external influences to the endogenous variable. However, in practice, there may
be various sources of external influence, which motivates having to address the problem of selecting
among all possible candidates. To this end, we propose the following strategy, based on the selection
of regressors in linear models.

Considering a partition t0 < t1 < · · · < tN , the Euler-Maruyama scheme applied to the stochastic
differential equation (2.1) provides

X j − X j−1 = hθ(t j−1)X j−1∆ j + σ X j−1∆W j, j = 1, . . . ,N,

where X j = X(t j), ∆ j = t j − t j−1 and ∆W j = Wt j −Wt j−1 .
From this expression, we have

X j − X j−1

X j−1∆
1/2
j

= hθ(t j−1)∆1/2
j +

σ

∆
1/2
j

∆W j, j = 1, . . . ,N,

which we can express as y j = hθ(t j−1)∆1/2
j + u j where

y j =
X j − X j−1

X j−1∆
1/2
j

and u j =
σ∆W j

∆
1/2
j

,

with u j being independent variables distributed according to a normal with zero mean and variance σ2.
Consequently, we have a linear regression model in which the explanatory variables are determined by
the exogenous factors F j (affected by ∆ j at each time instant t j). The selection of factors can be done
by several procedures as:

• Classical procedures, based on sequential stepwise methods, using selection criteria such as the
partial correlation coefficient or the Akaike statistic.
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• Bayesian procedures for variable selection in normal regression models using intrinsic priors for
model parameters and the uniform prior for models (see Moreno et al. [32–34] for details). If h
exogenous factors are considered, the optimal model will be the one having the highest posterior
probability in the class of all possible sub-models M, M0 ∈ M being the regression model that
does not include any exogenous factor. In this way, if we note by yN×1 the data vector of the
dependent variable, and by F i the N × (qi + 1) design matrix for a model Mi with qi exogenous
factors, the posterior probability of model M j is given by

P(M j|y,F j) =
B j0(y,F j)

1 +
∑

Mi ∈M−M0

Bi0(y,F i)
, M j ∈ M, (2.12)

where

Bi0(y,F i) =
2
π

(qi + 2)qi/2
∫ π/2

0

sinqiφ (N + (qi + 2) sin2φ)(N−qi−1)/2

(NBi0 + (qi + 2) sin2φ)(N−1)/2
dφ

is the Bayes factor for comparing the nested models M0 versus Mi, which depends on Bi0 =

RSSi/RSS0, the ratio of the residual sum of squares.

2.6. Computing process

Assume that we have observed d sample paths of the endogenous variable, xi = (xi1, . . . , xi,ni)
T ,

i = 1, . . . , d, at time instants ti1 = t1 < ti2 < . . . < ti,ni , and that F1, . . . , Fh are exogenous factors that
can affect the evolution of said variable, whose values at time instants ti1, . . . , ti,ni , i = 1, . . . , d, are also
known. Next, we detail the algorithm that should be used in practice to select the exogenous factors to
include in the model (steps 1 to 6); to estimate the lognormal diffusion process with exogenous factors
(steps 7 to 13); to determine its most important characteristics (step 14), and to approximate the pdf of
its mean function (step 15):

1) Determine T =
d⋃

i=1

{ti1, . . . , ti,ni}. Let T = {t1, . . . , tN} with t1 < t2 < . . . < tN .

2) For r = 1, . . . ,N, compute xr =

∑d
i=1

∑ni
j=1 xi j 1tr (ti j)∑d

i=1
∑ni

j=1 1tr (ti j)
, where 1tr is the indicator function of the

subset {tr} of the set {ti j}i=1,...,d; j=1,...,ni .

3) Calculate Y = (y2, . . . , yN)T , where yr =
xr − xr−1

xr−1(tr − tr−1)1/2 , r = 2, . . . ,N.

4) Consider the 2h regression models Mi defined by

Y = ∆1/2
F i θi + U,

where ∆ = diag((t2 − t1), . . . , (tN − tN−1)), θi = (θ0, . . . , θqi)
T , F i = (1N−1|Fl1 | . . . |Flqi

) with Fld =

(Fld (t1), . . . , Fld (tN−1))T , d = 1, . . . , qi, and U { NN−1[0, σ2IN−1]; M0 being the regression model
that does not include any exogenous factor, that is, Y = ∆1/2F 0 θ0 + U, where F 0 = 1N−1 and
θ0 = θ0.
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5) For i = 0, . . . , 2h−1, compute the residual sum of squares RS S i = YT (IN−1−Hi)Y of the regression
model Mi, where Hi = ∆

1/2F i

(
F

T
i ∆F i

)−1
F

T
i ∆

1/2.
6) For i = 1, . . . , 2h − 1, use (2.12) to calculate P(Mi|y,F i) from Bi0 = RSSi/RSS0 and select those

exogenous factors that provide the highest posterior probability, which we will simply denote
F1, . . . , Fq.

7) If X(t1) { Λ1[µ1, σ
2
1], determine µ̂1 =

1
d

d∑
i=1

ln xi1 and σ̂2
1 =

1
d

d∑
i=1

(ln xi1 − µ̂1)2. If X(t1) = x0,

consider µ̂1 = ln xi1.
8) Calculate the vector v(1) =

[
vT

1 | · · · |v
T
d

]T
where

vT
i =

[
(ti2 − ti1)−1/2 ln

xi2

xi1

∣∣∣∣ . . . ∣∣∣∣ (ti,ni − ti,ni−1)
−1/2 ln

xi,ni

xi,ni−1

]
, i = 1, . . . , d.

9) For k = 1, . . . , q, compute the cubic spline S k(t) that interpolates the knots (t1, Fk(t1)), . . .,
(tN , Fk(tN)), preserving the shape of the data for each exogenous factor.

10) For i = 1, . . . , d and j = 1, . . . , ni, approximate u(ti j, ti j−1) by

ũ(ti j, ti j−1) =
(
ti j − ti, j−1,

∫ ti j

ti, j−1

S 1(τ)dτ, . . . ,
∫ ti j

ti j−1

S q(τ)dτ
)T

.

11) Approximate the block-column matrix U by Ũ = [Ũ1| · · · |Ũd] where

Ũi =
[
(ti2 − ti1)−1/2 ũ(ti1, ti2)

∣∣∣ . . . ∣∣∣ (ti,ni − ti,ni−1)
−1/2 ũ(ti,ni−1 , ti,ni)

]
.

12) Calculate β̂ = (̂β0, . . . , β̂q)T = (ŨŨT )−1Ũ v(1) and σ̂2 =
1

n − 1
vT

(1)

[
In−1 − Ũ

T (ŨŨT )−1Ũ
]

v(1).

13) Compute θ̂ = (̂θ0, . . . , θ̂q)T where θ̂0 = β̂0 + σ̂
2/2 and θ̂ j = β̂ j, j = 1, . . . , q.

14) Obtain the estimates of the n-th moment, the mode, and quantile functions for distributions X(t)
or X(t) | X(s) = y, with s < t, from Gλ

ξ̂
(t|z, τ) in (2.5) according to the values of λ, τ, and z in Table

1, approximating Hξ̂(τ, t) by

H̃ξ̂(τ, t) = ũ(τ, t)T θ̂ + (σ̂2/2) (t − τ) = ũ(τ, t)T β̂,

where

ũ(s, t) =
(
t − s,

∫ t

s
S 1(τ)dτ, . . . ,

∫ t

s
S q(τ)dτ

)T

,

and replacing t0 by t1 and µ0 by µ̂1 in Table 1.
15) Approximate the values of the pdf of the mean function, fmφ̂(t|s)(m), m > 0, considering a finite

number of terms in the series expansion given by (2.11), and replacing U by Ũ and u(s, t) by
ũ(s, t).
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3. Application

In this section we apply the proposed model for analyzing the behavior of the basic CPI in Colombia.
For this purpose, we consider quarterly data between March 2003 and September 2024 for this index
and for a set of macroeconomic indicators (see Table 2) that have been selected a priori as possible
exogenous factors that may affect the CPI behavior. Prior to this analysis, a thorough correlation
analysis was conducted to identify and exclude variables exhibiting high degrees of correlation, thereby
mitigating risks associated with collinearity or multicollinearity. Due to the diversity of the multiple
variables under study, the data had to be taken from different sources: Banco de la República de
Colombia (showed here as “Central Bank”); Departamento Administrativo Nacional de Estadı́stica
(DANE); and Superintendencia Financiera de Colombia.

The selection of this period is not arbitrary; it corresponds to the beginning of the implementation
of the inflation targeting regime in Colombia, a key strategy within the macroeconomic stabilization
policy adopted by the Central Bank. This approach, which prioritizes the control of inflation through
tools such as interest rates, establishes a structured framework for analyzing the dynamics of the CPI in
a more consistent context and aligned with the country’s current economic policy strategy. The 2003–
2024 range represents a homogeneous period in terms of macroeconomic strategy, enabling a more
precise analysis of the effects of exogenous factors on inflation within the inflation-targeting regime.
This approach ensures that the data used is consistent with the current economic and political context,
and that the model’s results are relevant for present-day decision-making.

The use of absolute and relative variables (r) is justified by the requirement of modeling the long
range structural relations and also the short range dynamics of the inflation in Colombia. Such strategy
allowed us to consider nonstationary economic series, showing different velocities of the transmissions
of the economic effects and, finally, showing the real economic politics of the country, where all the
above variables might be relevant for the inflationary dynamics.

In the following sections we will see that the CPI in Colombia can be appropriately modeled by
a nonhomogeneous lognormal diffusion process with hθ(t) a linear time function of a subset of the
exogenous factors included in Table 2.

Table 2. Macroeconomic indicators candidates to be exogenous factors.

Oil price (Brent ref.), X1 RMR (representative market rate), X2

Houses final consumption expenditure, X3 Manufacturing real production, X4

Political intervention rate, X5 Unemployment rate, X6

Occupation rate, X7 Oil production, X8

Internal demand, X9 Gross capital formation, X10

Gross fixed capital formation, X11 Exports, X12

Federal funds effective interest rate, X13 Coffee production (r), X14

Retail sales, X15 Government final consumption expenditure (r), X16

Overall participation rate, X17 Consumption interest rate (r), X18

The steps required to use the model are summarized as follows:

• Specification of the model. Selection of exogenous factors. The specification of the model
makes reference to the selection of the exogenous factors defining the linear function hθ(t). It will
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be carried out by means of the Bayesian method showed in Section 2.5. This step must always be
done before the estimation of the model. Indeed, economic conditions may change in each time
interval, so exogenous factors may vary from one time interval to another. Otherwise, note that
the procedure guarantees the selection of those variables with more influence on the endogenous
variable. In this way, redundant information is avoided, as well as variables with little influence
over CPI or with information contained in other factors. This is intended to respect the principle
of parsimony, according to which the simplest model that leads to similar conclusions should be
chosen.
• ML estimation of the model. Once the factors have been chosen, the estimation of the parameters

can start. In order to do this, expressions (2.9) (in the case of having multiple sample paths of the
process, when the initial distribution is not degenerate) and (2.10) (parameters of the transition
distributions of the process) must be employed. In the particular case of this application study,
since only one sample path is available, the initial distribution is then degenerate and only the
parameters of the transition distributions must be estimated. Once the estimates of the parameters
have been calculated, it is possible to obtain those corresponding to some characteristics of the
model, such as those indicated in Table 1 (and whose functional form is given in (2.5)). In the
specific case of the mean function, it can also be obtained an estimate of the density function of
its estimator, with the expression given in (2.11).
• Use the model to make predictions. Perhaps the main virtue that can be asked of a model such as

the one proposed in this article is to be able to make accurate forecasts on the variable of interest,
in this case the CPI in Colombia. In practice, monetary authorities make predictions about the
economic variables attending to multiple scenarios, by considering projections for future times.
In particular, the Central Bank establishes, in each report on monetary policy, the prediction of
the next eight quarters, updating those made in the previous report. In the application study, this
approach has been simulated. Thus:

– First, the model has been estimated according to available data until March 2022. This
time was chosen as a reference due to an observed change of tendency in the CPI evolution,
followed by an acceleration of the inflation. Once the model has been estimated, projections
until March 2024 have been calculated.

– Afterward, two updates have been made; one considering data until June 2022, and the other
taking data until September 2022. The projections have been updated until June 2024 and
September 2024, respectively.

It is noteworthy that, for each estimated model, a previous study for the selection of the exogenous
factors has been carried out, resulting in the same chosen factors for each case. On the other hand,
the values considered for the exogenous variables used to make the predictions were those actually
observed in each quarter. This validates whether the model is capable of reliably predicting CPI
values within a given economic framework defined by the values of the exogenous factors.

Finally, trying to make future projections, it seems obvious that different scenarios must be taken
into account. Such scenarios depend on different economical situations that could appear at future
times. Therefore, to finish the application study, some scenarios with variations of certain exogenous
factors are considered. With this, the ability of the model to predict the behavior of the CPI under
different variations of the factors which might represent fluctuations in the markets or internal policies
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is tested.

3.1. Observed data until March 2022

According to the steps described previously, from the data on the quarterly relative variation of
the CPI, and those of the exogenous factors in Table 2 from March 2003 to March 2022, a Bayes
selection of the factors was carried out by using (2.12) to evaluate the posterior probabilities of the
218 = 262144 plausible regression models to explain the relative variation of the endogenous variable.
It is noteworthy that although the number of models is high, the implementation carried out allows
obtaining the best subset of exogenous factors in a fairly short time, specifically 40.27 seconds.

Table 3 contains the four best models. For each one, the posterior probability and the ratio of the
square sum of the residuals of the model and the null one (that without exogenous factors) are shown.

Table 3. Four best subsets of factors using the Bayes selection procedure (data from March
2003 to March 2022).

M j P(M j|y,F j) B j,0

{X2, X5, X7, X14, X18} 0.001033 0.6202
{X1, X6, X14, X18} 0.001006 0.6446
{X2, X6, X14, X15, X18} 0.000841 0.6240
{X2, X3, X6, X14, X18} 0.000755 0.6260

According to Table 3, the optimal subset of exogenous factors to explain the relative variation of CPI
are “RMR (representative market rate)” (X2), “Political intervention rate” (X5), “Occupation rate” (X7),
“Coffee production (r)” (X14), and “Consumption interest rate (r)” (X18), with a posterior probability
equal to 0.0001033. The estimated optimal regression model obtained is

Ŷ = −0.071417 + 0.000285 X2 + 0.000753 X5 + 0.000421 X7 + 0.011104 X14 + 0.033064 X18,

with an R-squared (percent of variance explained) of 100(1 − Bopt,0)% = 38%, and an adjusted R-
squared of 33.57%.

The set of selected exogenous factors includes tools of the monetary policies (intervention rate), an
indicator of the labor market (occupation rate), and factors showing the external and internal
economical conditions, like the representative market rate (RMR) and the consumption interest rate.
We emphasize the selection of the coffee production, given its historical and economical role in the
history of Colombia. Therefore, the selection captures the interaction between monetary policy,
dynamics of the labor market, and external factors, emphasizing the key role of the exporting
agricultural sector in the configuration of the national economic framework.

With these results, and in order to fit the quarterly CPI data, we will consider the nonhomogeneous
lognormal diffusion process X(t) given by (2.2) with hθ(t) = θ0 +

∑5
j=1 θ jF j(t), with F1 = X2, F2 = X5,

F3 = X7, F4 = X14, and F5 = X18 the exogenous factors selected from Table 3.
According to Section 2.3, the ML estimation of this model requires evaluating the integral of the

factors between every two correlative time instants. To do this, a piecewise cubic Hermite interpolation
polynomial that preserves the shape of the data for each factor is determined. Later, the integral of said
polynomial is evaluated.
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The ML estimate of φ is given by φ̂ = (β̂0, β̂1, . . . , β̂5, σ̂
2)T , being β̂0 = −8.652283 × 10−2, β̂1 =

3.237701× 10−6, β̂2 = 7.960460× 10−4, β̂3 = 6.126848× 10−4, β̂4 = 3.891693× 10−3, β̂5 = 4.324282×
10−2, and σ̂2 = 2.568703 × 10−5. Finally, the ML estimate of θ is θ̂ = (θ̂0, θ̂1, . . . , θ̂5)T , where θ̂0 =
−8.650998 × 10−2 and θ̂ j = β̂ j, j = 1, . . . , 5.

The estimation of the parameters of the model allows us to obtain the one corresponding to different
characteristics of the model. Specifically, in this section we show, among other characteristics, the
estimated mean and α-quantile (α = 0.025, 0.975) functions associated with the estimated probability
distribution of the diffusion process, given its initial value. Figure 1 displays the estimated values of
these parametric functions. The estimated conditional mean captures the various observed trends and
fluctuations in the CPI, successfully reflecting the slower and faster periods of growth over the time
period considered.
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Figure 1. Estimated mean and α-quantile (α = 0.025, 0.975) functions together with the
observed CPI data (data from March 2003 to March 2022).

To assess the goodness of fit, one can use the Relative Absolute Error (RAE) of the mean according
to the expression

RAE =
1
N

N∑
i=1

|mi − m̂φ(t1|t0)|
mi

,

where mi is the value of the observed mean at time ti, and m̂φ(ti|t0) is the value of the estimated mean
function of the process at the same time instant. In this case, the value obtained of the RAE is 0.011854.

In addition, we have approached the pdf of the ML estimator of the mean function conditioned on
the first time instant, fm̂φ(t|t0). To this end, Eq (2.11) has been used considering the first 20 terms in the
series expansion that appears in said expression. All calculated pdfs are bell-shaped and approximately
symmetrical. It is noticed that the standard deviation of m̂φ(t|t0) grows significantly over the quarters,
as can be seen in Figure 2. Inset figure shows the pdfs for some quarters between December 2003 and
March 2022. Table 4 summarizes some characteristics calculated from them.
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Figure 2. Quarterly pdfs of the ML estimator of the conditional mean of CPI given its initial
value. Inset: densities for some quarters (data from March 2003 to March 2022).

Table 4. For some quarters, main characteristics of the pdf of the ML estimator of the
conditional mean of CPI given its initial value (data from March 2003 to March 2022).

Sept. 2004 Mar. 2007 Sept. 2009 Mar. 2012
0.025-quantile 59.978026 63.790800 69.068131 72.772410
mean 61.257831 66.229241 73.089864 77.702973
median 60.600066 65.456969 72.279846 76.654827
mode 60.598376 65.448012 72.246171 76.607481
0.975-quantile 61.186609 67.045504 75.415793 80.421508
standard deviation 0.730479 1.153506 1.862250 2.286174

Sept. 2014 Mar. 2017 Sept. 2019 Mar. 2022
0.025-quantile 77.188523 86.625207 94.648334 100.677583
mean 83.467394 94.488564 104.242556 111.784800
median 82.276553 93.004139 102.502187 109.783977
mode 82.193457 92.884384 104.807747 109.574761
0.975-quantile 87.255919 99.239365 110.212547 118.758235
standard deviation 2.935494 3.687006 4.525536 5.259546

Finally, regarding the predictions, it can be seen (Table 5) that those made by the model for the next
eight quarters (providing almost identical values for the three characteristics under consideration) lead
to values that are very similar to the real observed values, and notably improve the projections made
by the Central Bank.
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Table 5. CPI forecasts for the last eight quarters using the estimated conditional probability
distribution of the diffusion process vs. forecasts of the Central Bank and real observed
values (data from March 2003 to March 2022).

June 2022 Sept. 2022 Dec. 2022 Mar. 2023
Model Ê[X(t)|X(Mar. 2022) = 109.89] 111.77 114.24 117.33 120.54
Predictions M̂e[X(t)|X(Mar. 2022) = 109.89] 111.76 114.24 117.33 120.53

M̂o[X(t)|X(Mar. 2022) = 109.89] 111.76 114.23 117.32 120.52
Ĉ0.025[X(t)|X(Mar. 2022) = 109.89] 110.66 112.65 115.33 118.16
Ĉ0.975[X(t)|X(Mar. 2022) = 109.89] 112.88 115.86 119.36 122.95

Forecast of Central Bank 111.43 112.42 113.19 115.75
Observed values 112.04 114.47 117.01 121.44

June 2023 Sept. 2023 Dec. 2023 Mar. 2024
Model Ê[X(t)|X(Mar. 2022) = 109.89] 123.15 125.35 127.76 130.04
Predictions M̂e[X(t)|X(Mar. 2022) = 109.89] 123.14 125.34 127.75 130.03

M̂o[X(t)|X(Mar. 2022) = 109.89] 123.12 125.32 127.73 130.00
Ĉ0.025[X(t)|X(Mar. 2022) = 109.89] 120.44 122.33 124.44 126.43
Ĉ0.975[X(t)|X(Mar. 2022) = 109.89] 125.91 128.43 131.15 133.74

Forecast of Central Bank 116.85 117.89 118.60 120.63
Observed values 123.82 125.36 126.86 129.66

It is especially noteworthy the fact that the official projections get worse as the prediction instant
advances in time, while the predictions made by the model remain at values close to the real observed
values, which indicates the good performance of the model in the long-term scenario. Figure 3 provides
a fairly clear visualization of this comment. In this graph, the predicted CPI values for each quarter
are represented together with the actual observed values and the projections made by the Central Bank.
The vertical sections in the shaded area represent the α-quantile intervals (α = 0.025, 0.975) calculated
for the distributions conditioned on the value of the process observed in March 2022.

On the other hand, Figure 4 shows the pdfs of the ML estimator of the conditional mean for the last
eight quarters given the observed CPI value in March 2022. It can be seen that all density functions
are bell-shaped and approximately symmetrical. From these densities, the most common quantiles,
which provide appropriate forecasts of the CPI, are summarized in Table 6. Finally, Figure 5 shows the
forecasts provided by the obtained means, together with the observed values and the projections made
by the Central Bank. The interpretation of the shaded area is identical as that of Figure 3.
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Figure 3. CPI forecasts for the last eight quarters provided by the estimated conditional mean
of the model fitted given the value of CPI in March 2022 (data from March 2003 to March
2022).
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Figure 4. For the last eight quarters, pdfs of the ML estimator of the conditional mean
function given the value in March 2022 (data from March 2003 to March 2022).
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Table 6. CPI forecasts for the last eight quarters using the pdf of the ML estimator of the
conditional mean function vs. forecasts of the Central Bank and real observed values (data
from March 2003 to March 2022).

June 2022 Sept. 2022 Dec. 2022 Mar. 2023
Model E[m̂(t|Mar. 2022)] 112.14 114.60 117.67 120.87
Predictions Me[m̂(t|Mar. 2022)] 111.76 114.24 117.32 120.52

Mo[m̂(t|Mar. 2022) 111.76 114.23 117.31 120.50
C0.025[m̂(t|Mar. 2022)] 111.15 112.89 115.06 117.37
C0.975[m̂(t|Mar. 2022)] 112.36 115.58 119.58 123.69

Forecast of Central Bank 111.43 112.42 113.19 115.75
Observed values 112.04 114.47 117.01 121.44

June 2023 Sept. 2023 Dec. 2023 Mar. 2024
Model E[m̂(t|Mar. 2022)] 123.52 125.75 128.16 130.43
Predictions Me[m̂(t|Mar. 2022)] 123.13 125.33 127.74 130.02

Mo[m̂(t|March 2022) 123.10 125.29 127.69 129.95
C0.025[m̂(t|Mar. 2022)] 119.37 121.04 122.76 124.30
C0.975[m̂(t|Mar. 2022)] 126.93 129.68 132.81 135.88

Forecast of Central Bank 116.85 117.89 118.60 120.63
Observed values 123.82 125.36 126.86 129.66
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Figure 5. CPI forecasts for the last eight quarters provided by the mean of the ML estimator
of the conditional mean function given the value of CPI in March 2022 (data from March
2003 to March 2022).
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3.2. First update: Data until June 2022

In this case, data from March 2003 to June 2022 is considered. The selection of factors led to the
same subset as in the previous case, even showing greater posterior probability difference with the
second selected model than in the previous case (see Table 7).

Table 7. Four best subsets of factors using the Bayes selection procedure (data from March
2003 to June 2022).

M j P(M j|y,F j) B j,0

{X2, X5, X7, X14, X18} 0.001220 0.6113
{X2, X6, X14, X15, X18} 0.000975 0.6154
{X2, X5, X14, X17, X18} 0.000905 0.6167
{X2, X3, X6, X14, X18} 0.000881 0.6172

The estimated optimal regression model now becomes

Ŷ = −0.079523 + 0.000031 X2 + 0.000695 X5 + 0.000426 X7 + 0.010918 X14 + 0.040885 X18,

with R-squared of 39% and an adjusted R-squared equal to 0.346.
The ML estimates were θ̂0 = −9.063434 × 10−2, θ̂1 = 3.290187 × 10−6, θ̂2 = 7.761643 × 10−4, θ̂3 =

6.201280 × 10−4, θ̂4 = 3.516982 × 10−3, θ̂5 = 4.733693 × 10−2, and σ̂2 = 2.523352 × 10−5. Figure 6
shows the estimated mean and α-quantile parametric functions together with the observed values of
the CPI. Again, a good fit to the observed data can be observed, with the estimated mean capturing the
oscillations observed in the CPI in the time interval considered. The value of the RAE in this case is
equal to 0.0124.

quarter

60

70

80

90

100

110

120

Mar. 2003 Mar. 2007 Mar. 2011 Mar. 2015 Mar. 2019

●
● ● ●

●
● ● ●

● ● ● ●
●

● ● ●

●
● ●

●

●
● ●

●

●
● ● ●

● ● ● ●
●

● ●
●

●
● ● ●

●
● ● ●

●
● ●

●

●
●

●
●

●

●
●

●

●
● ●

●

●
● ● ●

●
● ●

●
● ● ● ●

●
●

● ●

●

●

●

Estimated 0.025−conditional quantile
Observed CPI
Estimated conditional mean
Estimated 0.975−conditional quantile

Figure 6. Estimated mean and α-quantile (α = 0.025, 0.975) functions together with the
observed CPI in the first update case (data from March 2003 to June 2022).
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As in the previous case, the model performs very well (see results in Table 8) given predictions
closer to the finally observed data than those made by the Central Bank. This behavior remains the
same across all the prediction intervals, being even more noticeable in the long-term. Figures 7 and 8
show, respectively, predicted CPI values together with projections made by the Central Bank and the
forecast from the obtained mean, all together with the central 95% confidence band. On the other hand,
the pdfs of the ML estimator of the conditional mean function for each of the last eight quarters, given
the observed CPI in June 2022, are also shown in Figure 9, with the central tendency characteristics
and some relevant quantiles summarized in Table 9.

Table 8. CPI forecasts for the last eight quarters using the estimated conditional probability
distribution of the diffusion process vs. forecasts of the Central Bank and real observed
values (data from March 2003 to June 2022).

Sept. 2022 Dec. 2022 Mar. 2023 June 2023
Model Ê[X(t)|X(June 2022) = 112.04] 114.62 117.81 121.11 123.75
Predictions M̂e[X(t)|X(June 2022) = 112.04] 114.61 117.81 121.11 123.75

M̂o[X(t)|X(June 2022) = 112.04] 114.61 117.81 121.10 123.74
Ĉ0.025[X(t)|X(June 2022) = 112.04] 113.49 116.18 119.06 121.33
Ĉ0.975[X(t)|X(June 2022) = 112.04] 115.75 119.46 123.19 126.21

Forecast of Central Bank 113.80 114.91 117.91 119.62
Observed values 114.47 117.01 121.44 123.82

Sept. 2023 Dec. 2023 Mar. 2024 June 2024
Model Ê[X(t)|X(June 2022) = 112.04] 125.94 128.32 130.46 132.27
Predictions M̂e[X(t)|X(June 2022) = 112.04] 125.93 128.31 130.45 132.25

M̂o[X(t)|X(June 2022) = 112.04] 125.91 128.29 130.43 132.23
Ĉ0.025[X(t)|X(June 2022) = 112.04] 123.19 125.25 127.09 128.62
Ĉ0.975[X(t)|X(June 2022) = 112.04] 128.73 131.44 133.89 135.99

Forecast of Central Bank 121.01 121.87 123.89 124.89
Observed values 125.36 126.86 129.66 131.26
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Figure 7. CPI forecasts for the last eight quarters provided by the estimated conditional
mean of the model fitted given the value of CPI in June 2022 (data from March 2003 to June
2022).
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Figure 8. CPI forecasts for the last eight quarters provided by the mean of the ML estimator
of the conditional mean function given the value of CPI in June 2022 (data from March 2003
to June 2022).
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Figure 9. For the last eight quarters, pdfs of the ML estimator of the conditional mean
function given the value in June 2022 (data from March 2003 to June 2022).

Table 9. CPI forecasts for the last eight quarters using the pdf of the ML estimator of the
conditional mean function vs. forecasts of the Central Bank and real observed values (data
from March 2003 to June 2022).

Sept. 2022 Dec. 2022 Mar. 2023 June 2023
Model E[m̂(t|June 2022)] 114.98 118.15 121.45 124.12
Predictions Me[m̂(t|June 2022)] 114.61 117.81 121.10 123.74

Mo[m̂(t|June 2022) 114.61 117.80 121.09 123.72
C0.025[m̂(t|June 2022)] 113.96 116.33 118.77 120.74
C0.975[m̂(t|June 2022)] 115.25 119.28 123.43 126.75

Forecast of Central Bank 113.80 114.91 117.91 119.62
Observed values 114.47 117.01 121.44 123.82

Sept. 2023 Dec. 2023 Mar. 2024 June 2024
Model E[m̂(t|June 2022)] 126.33 128.71 130.83 132.58
Predictions Me[m̂(t|June 2022)] 125.92 128.30 130.44 132.24

Mo[m̂(t|June 2022) 125.89 128.26 130.38 132.16
C0.025[m̂(t|June 2022)] 122.25 123.83 125.17 126.19
C0.975[m̂(t|June 2022)] 129.62 132.83 135.82 138.49

Forecast of Central Bank 121.01 121.87 123.89 124.89
Observed values 125.36 126.86 129.66 131.26
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3.3. Second update: Data until September 2022

In the second updated case, with observed data until September 2022, the selected factors were
again the same as in the two previous cases, as it is shown in Table 10.

Table 10. Four best subsets of factors using the Bayes selection procedure (data from March
2003 to September 2022).

M j P(M j|y,F j) B j,0

{X2, X5, X7, X14, X18} 0.001531 0.5808
{X2, X5, X14, X17, X18} 0.001131 0.5860
{X2, X6, X14, X15, X18} 0.001064 0.5870
{X2, X6, X8, X13, X14, X18} 0.001036 0.5664

The estimated optimal regression model, with an R-squared of 42% (adjusted R-squared equal to
0.378), becomes

Ŷ = −0.083114 + 0.000322 X2 + 0.000693 X5 + 0.000433 X7 + 0.010987 X14 + 0.043761 X18.

The ML estimates were θ̂0 = −8.950815 × 10−2, θ̂1 = 3.257744 × 10−6, θ̂2 = 7.750878 × 10−4, θ̂3 =

6.173011 × 10−4, θ̂4 = 3.540570 × 10−3, θ̂5 = 4.642698 × 10−2, and σ̂2 = 2.491456 × 10−5. Parametric
estimated mean and α-quantiles functions are shown in Figure 10. The same comments made in the
previous sections can be made. The RAE in this case is equal to 0.0121.

In this case, the predictions made by the model remain closer to the observed data and still
outperform the Central Bank’s projections, which mostly even fall outside the confidence band for the
model, as it can be seen in Table 11 and Figure 11. The summary of central tendency characteristics
and some relevant quantiles are shown in Table 12, related with Figures 12 and 13.
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Figure 10. Estimated mean and α-quantile (α = 0.025, 0.975) functions together with the
observed CPI in the second update case (data from March 2003 to September 2022).
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Table 11. CPI forecasts for the last eight quarters using the estimated conditional probability
distribution of the diffusion process vs. forecasts of the Central Bank and real observed
values (data from March 2003 to September 2022).

Dec. 2022 Mar. 2023 June 2023 Sept. 2023
Model Ê[X(t)|X(Sept. 2022) = 114.47] 117.64 120.90 123.52 125.70
Predictions M̂e[X(t)|X(Sept. 2022) = 114.47] 117.63 120.90 123.52 125.69

M̂o[X(t)|X(Sept. 2022) = 114.47] 117.63 120.89 123.51 125.68
Ĉ0.025[X(t)|X(Sept. 2022) = 114.47] 116.49 119.24 121.44 123.26
Ĉ0.975[X(t)|X(Sept. 2022) = 114.47] 118.79 122.58 125.63 128.18

Forecast of Central Bank 116.04 119.40 121.33 123.07
Observed values 117.01 121.44 123.82 125.36

Dec. 2023 Mar. 2024 June 2024 Sept. 2024
Model Ê[X(t)|X(Sept. 2022) = 114.47] 128.07 130.21 132.09 134.12
Predictions M̂e[X(t)|X(Sept. 2022) = 114.47] 128.07 130.20 132.07 134.11

M̂o[X(t)|X(Sept. 2022) = 114.47] 128.05 130.18 132.05 134.08
Ĉ0.025[X(t)|X(Sept. 2022) = 114.47] 125.30 127.12 128.70 130.45
Ĉ0.975[X(t)|X(Sept. 2022) = 114.47] 130.90 133.36 135.54 137.87

Forecast of Central Bank 123.90 126.30 127.37 128.35
Observed values 126.86 129.66 131.26 132.24
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Figure 11. CPI forecasts for the last eight quarters provided by the estimated conditional
mean of the model fitted given the value of CPI in September 2022 (data from March 2003
to September 2022).
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Table 12. CPI forecasts for the last eight quarters using the pdf of the ML estimator of the
conditional mean function vs. forecasts of the Central Bank and real observed values (data
from March 2003 to September 2022).

Dec. 2022 Mar. 2023 June 2023 Sept. 2023
Model E[m̂(t|Sept. 2022)] 117.98 121.25 123.89 126.08
Predictions Me[m̂(t|Sept. 2022)] 117.63 120.89 123.51 125.69

Mo[m̂(t|Sept. 2022) 117.63 120.89 123.50 125.67
C0.025[m̂(t|Sept. 2022)] 116.91 119.40 121.30 122.69
C0.975[m̂(t|Sept. 2022)] 118.34 122.38 125.72 128.70

Forecast of Central Bank 116.04 119.40 121.33 123.07
Observed values 117.01 121.44 123.82 125.36

Dec. 2023 Mar. 2024 June 2024 Sept. 2024
Model E[m̂(t|Sept. 2022)] 128.45 130.57 132.39 134.33
Predictions Me[m̂(t|Sept. 2022)] 128.06 130.19 132.06 134.10

Mo[m̂(t|Sept. 2022) 128.03 130.14 132.00 134.01
C0.025[m̂(t|Sept. 2022)] 124.20 125.47 126.49 127.70
C0.975[m̂(t|Sept. 2022)] 131.95 134.99 137.79 140.76

Forecast of Central Bank 123.90 126.30 127.37 128.35
Observed values 126.86 129.66 131.26 132.24
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Figure 12. For the last eight quarters, pdfs of the ML estimator of the conditional mean
function given the value in September 2022 (data from March 2003 to September 2022).
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Figure 13. CPI forecasts for the last eight quarters provided by the mean of the ML estimator
of the conditional mean function given the value of CPI in September 2022 (data from March
2003 to September 2022).

3.4. Analysis of potential future scenarios

In this section, in order to test the influence of the exogenous factors considered in the CPI forecasts,
different future economic scenarios have been designed, specifically between December 2024 and
September 2025. These scenarios have been drawn up on the basis of possible variations in the selected
exogenous factors up to September 2024. Trying to show the current macroeconomic reality, these
scenarios can be useful resources for economic policies.

In this context, the Central Bank, in its October 2024 monetary policy report, highlights that the
Colombian economy is in a recovery phase, gradually moving toward its potential productivity
capacity. As of December 2023, the Central Bank has made gradual interest rate reductions as a key
measure to stimulate economic growth, to alleviate inflationary pressures, and to bring inflation to the
3.0% annual target. This approach aims to balance output recovery and price stability, ensuring the
consolidation of the disinflation process within a framework of strong and sustainable growth.

However, these policies may involve internal and external risks, such as currency devaluation, or
changes in commodity prices (e.g., coffee or oil). Some challenges may also arise, some related to
the sustainability of public finances, which could limit monetary easing and affect the return to the
macroeconomic balance expected by 2025.

Each scenario evaluates the individual or combined impact of some of the selected factors on the
CPI. The scenarios are:

• Scenario 1 (dynamism of labor market): The individual influence of the occupation rate on the
CPI values is analyzed. For this purpose, it is considered that the occupation rate oscillates
between its last observed value and said value increased (scenario 1A) or decreased (scenario
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1B) on a quarterly basis by 1%.
• Scenario 2 (monetary policy): The combined impact of the political intervention and consumer

interest rates on CPI values is studied. In this case, it is assumed that both rates vary between their
last observed values and those resulting from an increase (Scenario 2A) or a decrease (Scenario
2B) of these last observed values on a quarterly basis. Concretely, the political intervention rate
varies by 0.75 units quarterly, while the consumer interest rate is modified in its relative form so
that in absolute terms it varies by 1.4 units quarterly.
• Scenario 3 (external risk): The combined impact of the representative market rate and coffee

production on CPI values is evaluated. To this end, it is assumed that both the representative
market rate and coffee production fluctuate between their last observed values and those resulting
from an increase (Scenario 3A) or a decrease (Scenario 3B) of these last observed values on a
quarterly basis. The considered variation for the representative market rate is 3%, while coffee
production is modified in its relative form so that in absolute terms it varies by 5% quarterly.

By considering data until September 2024, the selection of factors has led to the same five variables
as in all previous cases, with posterior probability 0.00474588. The estimation of the model has been
carried out, resulting in σ̂2 = 2.570359 × 10−5 and

hθ̂(t) = θ̂0 + θ̂1X2 + θ̂2X5 + θ̂3X7 + θ̂4X14 + θ̂5X18,

where θ̂0 = −9.211354 × 10−2, θ̂1 = 2.868627 × 10−6, θ̂2 = 6.652347 × 10−4, θ̂3 = 5.724394 × 10−4,
θ̂4 = 2.800971 × 10−3, and θ̂5 = 5.396948 × 10−2.

Figure 14 shows the estimated mean and α-quantile parametric functions (α = 0.025, 0.975)
together with the observed values of the CPI (the RAE in this case is equal to 0.0131).
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Figure 14. Estimated mean and α-quantile (α = 0.025, 0.975) functions together with the
observed CPI (data from March 2003 to September 2024).
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Next, CPI projections in each quarter have been calculated, according to the methodology used
in the previous sections. More specifically, in each scenario, a set of values - equally spaced - is
considered for each factor that increases or decreases its value (the rest of the factors are kept constant),
ranging from the lower to the higher values resulting from the proposed variation, and the CPI forecasts
are calculated for all combinations of the values of the factors.

The following sections summarize the results obtained under each scenario.

3.4.1. Scenario 1. Dynamism of the labor market.

This scenario analyzes the impact of variations in the occupation rate on the CPI, keeping other
factors constant. The analysis is particularly relevant in the current context of post-pandemic economic
recovery, where the behavior of the labor market is key to understanding inflationary pressures. Figures
15 and 16 show the evolution of the predicted CPI in scenarios 1A (increase in occupation rate) and 1B
(reduction in occupation rate), respectively. As expected, the magnitude of the CPI forecasts grows on
a quarterly basis in both scenarios. Next, there is a more detailed description of the CPI performance.
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Figure 15. Quarterly evolution of the predicted CPI according to scenario 1A.
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In scenario 1A and in all quarters considered, the CPI increases with the occupancy rate and an
almost piecewise linear behavior of the CPI predictions is observed, different below and above a value
of the occupancy rate, so that the CPI slows down its growth above this value although it grows faster
and faster with each quarter.
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Figure 16. Quarterly evolution of the predicted CPI according to scenario 1B.

Table 13 displays the intervals over which the occupancy rate and the resulting CPI forecasts vary
as well as precise data on the growth of CPI when the occupancy rate grows. For each quarter, the
occupancy rate increases its value in the interval IX7 and the resulting CPI predictions appear in the
interval ICPI , so that when the occupancy rate grows between the lower end of the interval IX7 and
x7, the CPI increases approximately linearly until reaching the value CPI(x7) with a slope of s1 and,
when the occupancy rate grows between x7 and the upper end of the interval IX7 , the CPI also increases
approximately linearly until reaching the value given by the upper end of the interval ICPI with a slope
of s2 < s1.
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For illustrative purposes that could be extended to other cases, the following in-depth analysis could
be considered: in December 2024, the occupancy rate increases between 57.53 and 58.1053 and the
resulting CPI predictions are between 134.0661 and 134.0867, so that when the occupancy rate grows
between 57.53 and 57.6538, the CPI increases approximately linearly until reaching the value 134.072
with a slope of 0.0479; and, when the occupancy rate grows between 57.6538 and 58.1053, the CPI
also increases approximately linearly until reaching the value 134.0867 with a slope of 0.0325.

Table 13. Data on the growth of CPI when the occupancy rate grows (scenario 1A).

Quarter IX7 ICPI x7 CPI(x7) s1 s2

Dec. 2024 [57.53, 58.1053] [134.0661, 134.0867] 57.6538 134.0720 0.0479 0.0325
Mar. 2025 [57.53, 58.6864] [135.9174, 136.0002] 57.8267 135.9462 0.0972 0.0628
June 2025 [57.53, 59.2732] [137.7943, 137.9827] 58.0065 137.8647 0.1479 0.0931
Sept. 2025 [57.53, 59.8659] [139.6970, 140.0368] 58.1864 139.8284 0.2000 0.1241

On the other hand, in scenario 1B and in all quarters considered, the CPI decreases when the
occupancy rate does so, and an almost piecewise linear behavior of the CPI predictions is observed,
different before and after a value of the occupancy rate, so that the CPI accelerates its decrease below
this value, although it decreases faster and faster with each quarter (please note that in Figure 16 and
those related with scenarios of type B, the focus is studying how the CPI decreases when the
exogenous factors decrease. Thus, the plots must be interpreted by looking at the axes corresponding
to the factors from right to left).

Table 14 shows the intervals over which the occupancy rate and the resulting CPI forecasts vary as
well as accurate data on the decrease of CPI when the occupancy rate decreases. This table should
be interpreted the same way as Table 13, but in decreasing terms. For example, in December 2024,
the occupancy rate decreases between 57.53 and 56.9547 and the resulting CPI forecasts are between
134.0661 and 134.0507, so that when the occupancy rate decreases between 57.53 and 57.4062, the
CPI decreases approximately linearly until reaching the value 134.072 with a slope of 0.0192. When
the occupancy rate decreases between 57.4062 and 56.9547, the CPI also decreases approximately
linearly until reaching the value 134.0507 with a slope of 0.0288.

Table 14. Data on the decrease of CPI when the occupancy rate decreases (scenario 1B).

Quarter IX7 ICPI x7 CPI(x7) s1 s2

Dec. 2024 [56.9547, 57.53] [134.0507, 134.0661] 57.4062 134.0720 0.0192 0.0288
Mar. 2025 [56.3851, 57.53] [135.8595, 135.9174] 57.1606 135.9030 0.0389 0.0562
June 2025 [55.8213, 57.53] [137.6675, 137.7943] 56.8636 137.7548 0.0591 0.0838
Sept. 2025 [55.2630, 57.53] [139.4750, 139.6970] 56.5439 139.6182 0.0799 0.1241

Figure 17 allows us to compare the magnitude and range of variation of the CPI projections in
scenarios 1A and 1B. It is noticed that, for each quarter, the magnitude and variation range of CPI
increase more when the occupation rate increases (scenario 1A). Moreover, between quarters, both the
magnitude and variation range of CPI increases in both scenarios, with a higher increase when the
occupation rate augments.
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Figure 17. Comparison between CPI predictions under scenarios 1A and 1B.

For an economic point of view, these results demonstrate a direct relationship between employment
rate and CPI, highlighting the key influence of labor dynamics on price evolution. A strengthened labor
market tends to drive inflation through increased aggregate demand, while weakening employment
reduces inflationary pressures through contracted consumption and disposable income. In the context
of economic recovery, employment growth would not generate significant inflationary pressures as the
economy recovers its productive capacity. This suggests that employment growth can coexist with
price stability, provided that labor market expansion remains aligned with economic reactivation and
convergence toward macroeconomic equilibrium.

3.4.2. Scenario 2. Monetary policy.

This scenario examines the joint effect of political intervention and consumption interest rates on
the CPI, a fundamental interaction to understand the effectiveness of monetary policy. The analysis is
especially relevant given the current context of gradual rate cuts made by the Central Bank, seeking to
balance economic recovery with price stability.

Let’s first consider scenario 2A. Figures 18 and 19 reveal the quarterly evolution of the predicted
CPI in this case.

The perspective plots in Figure 18 show that, in all quarters considered, the CPI increases almost
piecewise linearly with increasing values of the political intervention and consumption interest rates.
Furthermore, regardless of the value of the consumption interest rate, the CPI shows a different linear
behavior below and above a high value of the political intervention rate, so that the CPI accelerates its
growth above this value, growing faster and faster with each quarter.

The intervals over which the factors and the resulting CPI forecasts vary are shown in Table 15,
while Table 16 provides information about the growth of CPI when the political intervention rate
grows.
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Figure 18. CPI quarterly evolution perspective plots in scenario 2A.

Table 15. Ranges of variation of factors and the resulting CPI predictions in scenario 2A.

Quarter IX5 IX18 ICPI

Dec. 2024 [10.92, 11.67] [1.0, 1.0660] [134.2241, 134.4250]
Mar. 2025 [10.92, 12.42] [1.0, 1.0620] [136.2286, 136.6360]
June 2025 [10.92, 13.17] [1.0, 1.0583] [138.2624, 138.8940]
Sept. 2025 [10.92, 13.92] [1.0, 1.0551] [140.3277, 141.2065]

Table 16. Data on the growth of CPI forecasts when the political intervention rate grows,
regardless of the value of the consumption interest rate (scenario 2A).

Quarter IX5 x5 s1 s2

Dec. 2024 [10.92, 11.67] 11.2450 0.0223 0.0332
Mar. 2025 [10.92, 12.42] 11.9486 0.0457 0.0655
June 2025 [10.92, 13.17] 12.7662 0.0695 0.0978
Sept. 2025 [10.92, 13.92] 13.6473 0.0939 0.1309
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Table 16 should be interpreted in a similar way to Table 13. For example, in June 2025, regardless
of the value of the consumption interest rate, when the political intervention rate grows between 10.92
and 12.7662, the CPI increases approximately linearly with a slope of 0.0695 and, when the political
intervention rate grows between 12.7662 and 13.17, the CPI also increases approximately linearly but
with a slope of 0.0978.

Heat maps in Figure 19 show that in December 2024, high CPI values correspond to high values of
the consumption interest rate, intermediate values of the CPI are obtained for intermediate values of the
consumption interest rate, and low values of the CPI are associated with low values of the consumption
interest rate. This suggests an unbalanced relationship between the two factors in predicting CPI.
Nevertheless, as the quarters progress, this pattern evolves so that in September 2025, high CPI values
correspond to high values of both rates, low CPI values are obtained for low values of both rates,
and intermediate CPI values are associated either with low values of one rate and high values of the
other, or with intermediate values of both rates. This indicates a quarterly evolution to a more balanced
relationship between the two factors in predicting CPI.

Figure 19. CPI quarterly evolution heat maps in scenario 2A.
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On the other side, it can be seen that the ranges of heat values increase with the quarters. This
supports the observation made before about the growth rates s1 and s2 in Table 16.

Similarly, for scenario 2B, Figure 20 depicts that the CPI decreases almost piecewise linearly with
the political intervention and consumption interest rates.
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Figure 20. Quarterly evolution of the predicted CPI according to the scenario 2B.

Furthermore:

• Regardless of the value of the consumption interest rate, the CPI shows a different linear behavior
above and below a certain value of the political intervention rate, so that the CPI slows down its
decrease below this value although it decreases faster and faster with each quarter.
Table 17 displays the intervals over which the factors and the CPI forecasts vary, whereas Table
18 provides precise information about the decrease of CPI forecasts when the political
intervention rate decreases. Table 18 should be interpreted in a similar way to Table 16, but in
decreasing terms. For example, in June 2025, regardless of the value of the consumption interest
rate, when the political intervention rate decreases between 10.92 and 9.5931, the CPI decreases
approximately linearly with a slope of 0.1712 and, when the political intervention rate decreases
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between 9.5931 and 8.67, the CPI also decreases approximately linearly but with a slope of
0.1143.
• Regardless of the value of the political intervention rate, the CPI decreases almost linearly until

a certain value of the rate is reached. Subsequently, the decrease slows down until another value
of the rate is reached (very close to the previous value). Finally, from this last value of the rate,
the CPI decreases linearly again with almost the same speed as at the beginning. This behavior is
observed in all quarters, becoming more noticeable in the last quarters. The numerical values can
be found in Table 19.

Table 17. Ranges of variation of factors and the resulting CPI predictions in scenario 2B.

Quarter IX5 IX18 ICPI

Dec. 2024 [10.17, 10.92] [0.9340, 1.00] [134.0087, 134.2241]
Mar. 2025 [9.42, 10.92] [0.9293, 1.00] [135.7057, 136.2286]
June 2025 [8.67, 10.92] [0.9239, 1.00] [137.3219, 138.2624]
Sept. 2025 [7.92, 10.92] [0.9176, 1.00] [138.8463, 140.3277]

Table 18. Data on the decrease of CPI forecasts when the political intervention rate
decreases, regardless of the value of the consumption interest rate (scenario 2B).

Quarter IX5 x5 s1 s2

Dec. 2024 [10.17, 10.92] 10.5950 0.0559 0.0402
Mar. 2025 [9.42, 10.92] 10.1057 0.1130 0.0771
June 2025 [8.67, 10.92] 9.5931 0.1712 0.1143
Sept. 2025 [7.92, 10.92] 9.1473 0.2333 0.1534

Table 19. Data on the decrease of CPI forecasts when the consumption interest rate
decreases, regardless of the value of the political intervention rate (scenario 2B).

Quarter IX18 x18,1 x18,2 s1 s2 s3

Dec. 2024 [0.9340, 1.00] 0.9422 0.9420 2.7348 1.8184 2.7126
Mar. 2025 [0.9293, 1.00] 0.9422 0.9414 5.3804 3.6638 5.2920
June 2025 [0.9239, 1.00] 0.9422 0.9408 8.0821 5.5690 7.8819
Sept. 2025 [0.9176, 1.00] 0.9422 0.9401 10.8678 7.5115 10.5083

As in the previous case, heat maps are shown in Figure 21. In this case, the same reading can be
made as in scenario 2A, although now the relationship between the factors in predicting CPI in the first
quarters is slightly more balanced.

The magnitude and range of variation of the CPI projections in scenarios 2A and 2B are compared
in Figure 22. In this case, we can conclude that, for each quarter, the magnitude of CPI increases more
in scenario 2A, while the range of variation of the CPI is slightly larger in scenario 2B and the first
quarters, and much larger in scenario 2B and the last quarters. In addition, between quarters, both the
magnitude and the range of variation of the CPI increase in both scenarios, with a somewhat more
pronounced increase in scenario 2B.
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Finally, from an economic perspective, the results reveal a direct relationship between interest rates
and the CPI, reflecting the impact of negative supply shocks following the pandemic and the invasion
of Ukraine. Central Banks initially responded with aggressive rate hikes, later transitioning to gradual
reductions as positive supply shocks emerged and inflation moderated. The model captures this
dynamic, showing how the CPI and interest rates adjust according to changing economic conditions.

Moreover, the sharp slope changes in Scenario 2B suggest that lower interest rates could trigger
positive demand and supply shocks, stimulating growth and slowing inflation. This decline in the CPI
reduces price indexation and lowers inflation expectations, further reinforcing the disinflationary trend
quarter by quarter.

Figure 21. Quarterly evolution of the predicted CPI according to the scenario 2B.
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Figure 22. Comparison between CPI predictions under scenarios 2A and 2B.

3.4.3. Scenario 3. External risk.

This scenario evaluates the vulnerability of the Colombian economy to external shocks by
simultaneously varying the representative market rate and coffee production, keeping all other factors
constant. The relevance of this analysis lies in the open nature of the Colombian economy and the
historical importance of the coffee sector in its productive structure.

The comments that can be made in this case are along the same lines as those made in scenario 2,
and, for the sake of brevity, the predicted CPI behavior is described in a bit less detail.

Figures 23 and 24 show the quarterly evolution of the predicted CPI when the representative market
rate and coffee production are simultaneously increased (scenario 3A).

The perspective plots in Figure 23 reveal that the predicted CPI increases almost piecewise linearly
with increasing values of the representative market rate and coffee production. In addition, regardless
of the value of the coffee production, the CPI shows a different linear behavior below and above a value
of the RMR around a quarterly increasing point of the interval in which this rate varies, so that the CPI
slows down its growth above this value, although it grows faster and faster with each quarter.

Heat maps in Figure 24 suggest an unbalanced relationship between the representative market rate
and coffee production in predicting the CPI so that, in all quarters, high CPI values correspond to high
values of the representative market rate and similarly with the respective intermediate and lower CPI
values.
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Figure 23. CPI quarterly evolution perspective plots in scenario 3A.
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Figure 24. CPI quarterly evolution heat maps in scenario 3A.

On the other hand, Figure 25 shows that the predicted CPI decreases quasi-linearly when the
representative market rate and coffee production are decreased (scenario 3B). Furthermore, except in
September 2025, the CPI shows a different linear behavior below and above a value of the RMR that
is moving further and further away from the last observed value, so that the CPI accelerates its
decrease below this value, although it grows faster and faster with each quarter.

Heat maps in Figure 26 again indicate an unbalanced relationship between the representative market
rate and coffee production in predicting the CPI, similar to that described in scenario 3A.
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Figure 25. CPI quarterly evolution perspective plots in scenario 3B.
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Figure 26. CPI quarterly evolution heat maps in scenario 3B.

Figure 27 allows us to compare the magnitude and range of variation of the CPI projections in
scenarios 3A and 3B. In this case, we can conclude that, for each quarter, the magnitude and the range
of variation of the CPI are greater in scenario 3A than in 3B. In addition, between quarters, both the
magnitude and the range of variation of the CPI increase in both scenarios.

Finally, among scenarios 1A, 2A, and 3A, the one that can increase the predicted CPI the most
is scenario 2A, followed far behind by scenarios 3A and 1A (see Figure 28(a)). Similarly, among
scenarios 1B, 2B and 3B, the one that can reduce the predicted CPI the most is scenario 2B, followed
far behind by scenarios 3B and 1B (see Figure 28 (b)).

The results of the model identify the consumption interest rate and monetary policy as the primary
factors influencing the CPI, followed by the external sector and the labor market. In Scenario 3A, a
depreciation of the Colombian peso boosts exports and coffee production, raising the CPI more than
in Scenario 3B, where an appreciation supports disinflation. However, higher import and foreign debt
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costs moderate this impact. This suggests that persistent inflationary pressures driven by exchange rate
fluctuations could hinder the disinflation strategy of monetary policy and delay inflation’s convergence
to its target.
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Figure 27. Comparison of CPI predictions under scenarios 3A and 3B.
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Figure 28. Comparison of CPI predictions under scenarios type A (a) and type B (b).

4. Conclusions

In this work, a stochastic model to describe and forecast the dynamics of the CPI in Colombia is
proposed. This model is based on a lognormal diffusion process with linear exogenous factors, which
is able to take into account the random influence of other external economic variables. This process has
been widely studied in the literature about stochastic processes. Furthermore, many of its properties are
well-known and explicitly obtained, including those related with the ML estimation of its parameters.
These make the process very treatable, as it could be seen in Section 2.
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By considering recent datasets obtained from different official sources such as the Banco de la
República de Colombia (“Central Bank”), Departamento Administrativo Nacional de Estadı́stica and
Superintendencia Financiera de Colombia, an in-depth modeling study has been carried out, revealing
important findings.

Based on a broad set of economic indicators, a procedure is proposed for selecting the exogenous
factors that influence the variable of interest. To this end, the use of variable selection methods in
linear models from a Bayesian perspective has been proposed, based on the methodology derived from
intrinsic a priori distributions. The regression models considered have been obtained by considering
the Euler-Maruyama scheme applied to the stochastic differential equation that defines the lognormal
diffusion process with exogenous factors. Absolute and relative variables were included, allowing us
to model long-range structural relations as well as short-range dynamics. Results showed five key
variables that influence stationary dynamics: RMR, political intervention rate, occupation rate, coffee
production (relative), and consumption interest rate. This selection provides valuable insight into the
main determinants of inflation in Colombia, reflecting the importance of factors under the control of
economic authorities, labor market dynamics, and external economic conditions.

In regards to the predictive capability of the model, two options for predictions were considered:
one based on the characteristics obtained from the transition probability distribution of the process,
such as mean, median, or mode, and the other based on the estimation of the distribution of the ML
estimators of the conditional mean functions of the process. In this case, the lognormal diffusion
makes available the pdf of the ML estimators of the conditional mean, which may become important to
consider predictions based on prior knowledge, as it is customary in economic studies. The flexibility
of the model to provide different forecasting options offers policymakers a wide range of tools to assess
inflation projections under different scenarios.

The proposed model has demonstrated remarkable predictive ability, consistently outperforming the
forecasts of the Central Bank across different time horizons. The predictions obtained using the model
outperform those made by the Colombian authorities in short, medium, and long-term horizons. In
particular, considering data until March 2022, it accurately captured the inflationary upturn in mid-
2022, which was not anticipated by official projections. The predictions maintained their accuracy
across the two times the Central Bank updated its forecasts (June and September 2022), highlighting
the model’s robustness and its usefulness for economic planning.

Furthermore, the proposed approach considered in this work not only offers point estimates but
also confidence intervals and probability distributions, allowing for a more precise quantification of
uncertainty in CPI projections. Therefore, this study highlights the critical importance of
incorporating exogenous factors into inflation forecasting models, particularly for emerging
economies like Colombian, which are susceptible to diverse internal and external shocks. By
integrating these factors, the model demonstrates an enhanced capacity to capture the nuanced
fluctuations and evolving dynamics of inflation. This approach represents a significant advancement
in the analytical toolkit available to central banks and economic policymakers for inflation analysis
and forecasting. Moreover, the model facilitates comprehensive impact analysis of economic shocks,
enabling a more detailed evaluation of how variations in these exogenous factors influence CPI
projections, validating the capabilities of the model for reliable prediction in the context of a
particular economic framework. This feature provides valuable insights for the calibration of
economic policies and decision-making, giving the authorities the predictions depending on different
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economic scenarios. These characteristics of the model reveal also interesting future research lines
concerning the study of inverse problems related with the possibility of determining those economic
scenarios responsible for certain observed CPI dynamics.
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