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#### Abstract

In this paper, we developed a nonlinear mathematical model for the transmission of the monkeypox virus among populations of humans and rodents under the fractal-fractional operators in the context of Atangana-Baleanu. For the theoretical analysis, the renowned theorems of fixed points, like Banach's and Krasnoselskii's types, were used to prove the existence and uniqueness of the solutions. Additionally, some results regarding the stability of the equilibrium points and the basic reproduction number were provided. In addition, the numerical schemes of the considered model were established using the Adams-Bashforth method. Our analytical findings were supported by the numerical simulations to explain the effects of changing a few sets of fractional orders and fractal dimensions. Some graphic simulations were displayed with some parameters calculated from real data to understand the behavior of the model.
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## 1. Introduction

Although monkeypox has been extinct for a long while, it has been rediscovered recently. The disease has returned and is spreading to numerous nations worldwide. The WHO (World Health Organization) recently announced that the monkeypox ( $\mathbb{M P}$ ) epidemiological situation outbreak has returned in many countries. There have been numerous cases of monkeypox and clusters
reported concurrently in nonendemic and endemic states in a variety of geographical locations at this moment [1]. Retrace the history of $\mathbb{M P X}$ to about 60 years ago, when laboratory monkeys were first exposed to it as a viral zoonotic disease in 1958, and illnesses in humans were discovered in 1970 [2]. Many more $\mathbb{M P X}$ cases in Central and Western Africa have been revealed [3]. $\mathbb{M P X}$ is an infectious disease caused by the $\mathbb{M P X}$ virus within the Poxviridae family, which belongs to the class Orthopoxvirus [4-6]. The incubation period for $\mathbb{M P X}$ is typically $7-14$ days but it can vary from 5-21 days. Transmission of the $\mathbb{M P} \mathbb{X}$ virus emerges when an individual comes into contact with the virus from infected animals such as primates and rodents through bites or scratches, from humans by respiratory droplets, and contact with bodily fluids from a skin lesion on an infected individual, or from contaminated material with the virus. The symptoms of the $\mathbb{M P} \mathbb{X}$ virus infection in humans are the same to the symptoms of smallpox, which usually include fever, headache, muscle aches, chills, weariness, and exhaustion, but monkeypox causes swollen lymph nodes while smallpox does not [7-9]. Presently, no standardized treatment is available for $\mathbb{M P X}$ infection but vaccination against smallpox can be used to reduce the risk of infection and provides approximately $85 \%$ protection against monkeypox. To prevent virus transmission, people with $\mathbb{M P X}$ should remain isolated for the duration of the illness [10-12].

In many branches of natural and applied sciences, scientists and researchers employ dynamical systems, which utilizes an important role in comprehending the dynamic behavior of real-world problems. Many researchers have areas of interest in modeling the diffuse of infectious diseases and the analysis of different factors related to the diffuse of disease, especially a current outbreak in which emergence and re-emergence of the crisis health like COVID-19 and $\mathbb{M P X}$, respectively. In this study, some mathematical models related to $\mathbb{M P X}$ transmission have been created using a differential system. In 2011, Bhunu et al. [13] established the stability of the transmission dynamics of the $\mathbb{M P} \mathbb{X}$ model. In 2017, They [14] provided a system of $\mathbb{M P X}$ viral infection transmission dynamics, together with a combined vaccine and treatment as control measures. Equilibrium points were establishedfor asymptote stability using the basic reproduction number. In 2019, Somma et al. [15] developed the model presented in [13] by including a quarantine group and a necessary factor in the human compartment to manage the transmission of the disease in the population. In 2020, Bankuru et al. [16] extended the work of [14] and evaluated individual and population-wide vaccination options in terms of cost and probabilistic disease acquisition using a game theoretical approach. In 2022, Peter et al. [17] discussed a system of the $\mathbb{M P X}$ virus. They proved asymptotic stability property for endemic and disease-free equilibriums on both local and global scales. For more examples, see [18-20].

Fractional calculus, which uses noninteger order instead of integer order, has been invented and developed to describe various complex model problems. It is commonly recognized that compared to traditional integer-order systems, noninteger-order systems give more accurate and reliable data since they have hereditary properties and a description of memory regarding the dynamics of many diseases. It is also a significant knowledge resource that has attracted the intention of many academics and researchers in solving the problems arising within the global environment. Some mathematicians have already introduced the various fractional derivatives offered in fractional calculus. The fractional operators are proposed according to the different kernels: The power kernel in the Liouville-Caputo operator, the exponential kernel in the Caputo-Fabrizio derivative, and the Mittag-Leffler kernel in the Atangana-Baleanu ( $\mathbb{A B}$ ) derivative operator [21-23]. Recently, Atangana [24] introduced differential and integral operators called fractal-fractional ( $\mathbb{F F}$ ) operators, which merges two orders of fractal
dimensions and fractional order of some kernels such as the power kernel, the exponential kernel, and the Mittag-Leffler kernel. In addition to fractional-order integration and differentiation, the advantage of using the $\mathbb{F F}$ operator is that it characterizes the current difficulties and challenges that arise in many problems that cannot be examined with classical operators. Some studies demonstrate that the $\mathbb{F F}$ operator is more realistic and helpful in utilizing mathematical model for real-world problems with real data than integer-order and fractional-order operators [25-27]. Many researchers study dynamical models related to the said operator, such as the epidemiology of HIV/AIDS model, the pandemic COVID-19 model, the spreading of malaria disease, the dynamics of the age-structure smoking model, etc.; the details can be found in [28-32].

According to the review of several articles on $\mathbb{M P} \mathbb{X}$ virus infection, there is not much research on the spread of $\mathbb{M P X}$ virus with fractional-order operators. However, since the $\mathbb{M P X}$ returned in 2022, some researchers have given attention to studying and analyzing the $\mathbb{M P X}$ problems for controlling the $\mathbb{M P X}$ epidemic. For example, in 2022, Mesady et al. [38] formulated the fractional $\mathbb{M P} \mathbb{X}$ model based on the Caputo's type derivative. The equilibrium points, the basic reproduction number, and the stability analysis were investigated in their work. Qurashi et al. [39] presented a fractional mathematical model within the $\mathbb{A B}$ 's type derivative that depends on the MittagLeffler kernel. The stability of equilibria was examined. Peter et al. [40] studied and investigated the transmission dynamics and control of the fractional $\mathbb{M P X}$ infection model under the CaputoFabrizio's type derivative. For more works, see [33,34]. Even though various researchers widely use fractional differential systems to solve real-world problems, it is pretty challenging to solve the exact solutions practically and solve the system of fractional derivatives analytically. Therefore, various famous and efficient techniques such as the Adams-Bashforth method [35,36], the Newton polynomial approach [35,36], and the predictor-corrector technique [36,37] are usually used to solve the approximated solutions of the fractional differential systems. After composing all the stories and being inspired by the above discussions, the $\mathbb{F F}$ operator is very novel in this regard since it is the most recent operator, and there have not been a lot of literature-based studies on their usage. Additionally, in the sense of $\mathbb{F F}$ derivatives, it can explain the memory effect and fractal properties such as the fractional-order $(\alpha)$ and fractal-dimension $(\beta)$, which are essential for explaining phenomena that occur in the real world. Fractals occur spontaneously in the majority of biological objects. As a consequence, two-dimensional epidemiological modeling accurately reflects the study's projections. The motivation for dealing with fractional systems in our proposed model is to address memory and hereditary criteria, which are complicated behavioral formats of biological systems. This allows us to construct a more realistic approach to biological systems. The memory function enables the proposed models with fractional order to integrate previously acquired information, resulting in more accurate predictions and translations. Therefore, we aim to study and analyze a model attended by fractional differential systems to establish memory's effect on the $\mathbb{M P X}$ model. To set our work apart from that of others, the $\mathbb{F F}$ operators in the $\mathbb{A B}$ ' type will be utilized in the classical model of $\mathbb{M P X}$ virus transmission among five groups of humans and three groups of rodents, which is formulated in [17] (we call this new model the $\mathbb{F F}-\mathbb{M P X}$ model). Here, the equilibrium points and their stability for the proposed model are established with the help of the basic reproduction number. The existence and uniqueness of the solutions are proven using many kinds of fixed-point theory, such as Banach's and Krasnoselskii's types. Finally, we use the fractional Adams-Bashforth method to obtain the approximated solutions to the proposed model. The numerical simulations are graphically shown to
study the evolution of the $\mathbb{F F}-\mathbb{M P X}$ model against different fractional-orders and fractal-dimensions. We provide critical qualitative data that will assist the government in establishing control actions for monkeypox caused by the monkeypox virus.

An overview of the major objectives explained in this paper is declared in the sections as follows: Section 2 presents some basic concepts of the $\mathbb{F F}$ operator in the $\mathbb{A B}$ 's type, gives details of fixed-point theory and formulates the fractional $\mathbb{M P}$ model via the Mittag-Leffler kernel. Section 3 discusses the positivity and equilibrium analysis of the $\mathbb{F F}-\mathbb{M P X}$ model. The fundamental properties and qualitative analysis of the proposed model is also discussed. The uniqueness result for the proposed model is demonstrated by applying Banach's fixed-point theorem. The existence result is established by employing Krasnoselskii's fixed-point theorem in Section 4. The numerical schemes using the Adams-Bashforth method for the $\mathbb{F F}-\mathbb{M P X}$ model are presented in Section 5. Moreover, Section 6 offers a discussion of some graphical illustrations to support the major results. The conclusion of the study is provided in the last section.

## 2. Preliminaries

### 2.1. Background materials

Now, we will introduce the foundational definitions of the $\mathbb{F F}$ operators that are used in this paper. Assume $\alpha$ is the fractional-order and $\beta$ is the fractal-dimension. Suppose $y(t)$ is a continuous and fractal differentiable on $(a, b)$ with $\beta$, then we have the following definitions defined as in [24,41].

Definition 2.1. [24] The $\mathbb{F F}$ derivative of the function $y(t)$ of order $\alpha$ and dimension $\beta$ in the sense of Caputo with the Mittag-Leffler kernel is given by

$$
\begin{equation*}
\mathbb{F F M}_{\mathfrak{D}_{0, t}^{\alpha, \beta}}^{\alpha(t)}=\frac{\mathbb{A B}(\alpha)}{1-\alpha} \int_{a}^{t} \mathbb{E}_{\alpha}\left[-\frac{\alpha}{1-\alpha}(t-s)^{\alpha}\right] \frac{d y(s)}{d s^{\beta}} d s, \quad t \geq a \geq 0 \tag{2.1}
\end{equation*}
$$

where $\alpha, \beta \in(0,1], \mathbb{A} \mathbb{B}(\alpha)=1-\alpha+\alpha / \Gamma(\alpha)$ is the normalization function with $\mathbb{A} \mathbb{B}(0)=$ $\mathbb{A} \mathbb{B}(1)=1$, and $d y(t) / d t^{\beta}=\lim _{s \rightarrow t}(y(s)-y(t)) /\left(s^{\beta}-t^{\beta}\right)$. Moreover, the Mittag-Leffler function is defined by $\mathbb{E}_{\alpha}(z)=\sum_{k=0}^{\infty} z^{k} / \Gamma(\alpha k+1)$, $z, \alpha \in \mathbb{C}, \alpha>0$, with $\mathbb{C}$ is the complex number set.

Definition 2.2. [24,41] The $\mathbb{F F}$ integral of $y(t)$ of order $\alpha$ and dimension $\beta$ in the sense of Caputo with the Mittag-Leffler kernel is given by

$$
\begin{equation*}
{ }^{\mathbb{F F M}} \mathcal{I}_{0, t}^{\alpha, \beta} y(t)=\frac{\beta(1-\alpha) t^{\beta-1} y(t)}{\mathbb{A B}(\alpha)}+\frac{\alpha \beta}{\mathbb{A B}(\alpha)} \int_{a}^{t}(t-s)^{\alpha-1} s^{\beta-1} y(s) d s, \quad t \geq a \geq 0 . \tag{2.2}
\end{equation*}
$$

Definition 2.3. [24] Let $y \in C((a, b), \mathbb{R})$, the fractal-Laplace transform of order $\beta>0$ is given by

$$
\begin{equation*}
{ }^{\mathbb{F}} L_{p}^{\beta} y(t)=\int_{0}^{\infty} y(t) \exp (-p t) t^{\beta-1} d t . \tag{2.3}
\end{equation*}
$$

Lemma 2.4. [41] Consider the following $\mathbb{F F}$ initial value problem as follows:

$$
\left\{\begin{array}{l}
\mathbb{F F M}_{\mathfrak{D}_{0, t}^{\alpha, \beta} y(t)=\mathbb{G}(t, y(t)), \quad t \in[0, T], \quad \alpha, \beta \in(0,1]} \begin{array}{l} 
\\
y(0)=y_{0} .
\end{array} \tag{2.4}
\end{array}\right.
$$

The problem (2.4) can be written as [42]

$$
\left\{\begin{array}{l}
\mathbb{F F M}_{\mathfrak{D}_{0, t}^{\alpha, \beta} y(t)=\beta t^{\beta-1} \mathrm{G}(t, y(t)), \quad t \in[0, T], \quad \alpha, \beta \in(0,1],}^{y(0)=y_{0} .} \tag{2.5}
\end{array}\right.
$$

Hence, the solution of the problem (2.5) is corresponding to the following integral equation

$$
\begin{equation*}
y(t)=y(0)+\frac{\beta t^{\beta-1}(1-\alpha) \mathbb{G}(t, y(t))}{\mathbb{A B}(\alpha)}+\frac{\alpha \beta}{\mathbb{A B}(\alpha) \Gamma(\alpha)} \int_{0}^{t} s^{\beta-1}(t-s)^{\alpha-1} \mathrm{G}(s, y(s)) d s . \tag{2.6}
\end{equation*}
$$

The following lemmas are used to analyze the existence and uniqueness results of the proposed model.

Lemma 2.5. (Banach's Fixed Point Theorem [43]) Assume $\mathbb{X}$ is a Banach space, and $D \subset \mathbb{X}, D \neq \emptyset$ is a closed subset. If the operator $Q: D \rightarrow D$ holds the contraction condition, then $Q$ has a unique fixed point in $D$.

Lemma 2.6. (Krasnoselskii's Fixed Point Theorem [44]) Assume D is a closed convex nonempty subset of a Banach space $\mathbb{X}$. Assume $Q$ and $\mathcal{P}$ are two operators such that $(i) . Q u+\mathcal{P} v \in D$, whenever $u$, $v \in D ;(i i) . \mathcal{P}$ is compact and continuous; (iii). $Q$ is contraction mapping. Then, there exists $w \in D$ such that $z=Q w+\mathcal{P}_{w}$.

### 2.2. The $\mathbb{F F}$-Order Extension of the $\mathbb{M P}$ Model

In this subsection, we first refer to the integer-order of the $\mathbb{M P X}$ model presented in [17], which studied the transmission dynamics of $\mathbb{M P X}$ consisting of five classes of humans and three classes of rodents, as shown in Figure 1.


Figure 1. Transfer diagram of the $\mathbb{M P X}$ model.

They discussed the transmission dynamics of $\mathbb{M P X}$ in five classes of humans: Susceptible $S_{h}$, exposed $E_{h}$, infected $I_{h}$, isolated $Q_{h}$, recovered $R_{h}$, and three classes of rodents: Susceptible $S_{r}$, exposed $E_{r}$, and infected $I_{r}$. The $\mathbb{M P X}$ model is shown as the following

$$
\left\{\begin{array}{l}
\frac{d S_{h}(t)}{d t}=\Lambda_{h}-\left(b_{1} I_{r}(t)+b_{2} I_{h}(t)\right) \frac{S_{h}(t)}{N_{h}(t)}-\mu_{h} S_{h}(t)+\theta Q_{h}(t) \\
\frac{d E_{h}(t)}{d t}=\left(b_{1} I_{r}(t)+b_{2} I_{h}(t)\right) \frac{S_{h}(t)}{N_{h}(t)}-\left(a_{1}+a_{2}+\mu_{h}\right) E_{h}(t) \\
\frac{d I_{h}(t)}{d t}=a_{1} E_{h}(t)-\left(\mu_{h}+\delta_{h}+v\right) I_{h}(t) \\
\frac{d Q_{h}(t)}{d t}=a_{2} E_{h}(t)-\left(\theta+\tau+\delta_{h}+\mu_{h}\right) Q_{h}(t)  \tag{2.7}\\
\frac{d R_{h}(t)}{d t}=v I_{h}(t)+\tau Q_{h}(t)-\mu_{h} R_{h}(t) \\
\frac{d S_{r}(t)}{d t}=\Lambda_{r}-b_{3} \frac{S_{r}(t) I_{r}(t)}{N_{r}(t)}-\mu_{r} S_{r}(t) \\
\frac{d E_{r}(t)}{d t}=b_{3} \frac{S_{r}(t) I_{r}(t)}{N_{r}(t)}-\left(\mu_{r}+a_{3}\right) E_{r}(t) \\
\frac{d I_{r}(t)}{d t}=a_{3} E_{r}(t)-\left(\mu_{r}+\delta_{r}\right) I_{r}(t)
\end{array}\right.
$$

where the human class, $N_{h}=S_{h}+E_{h}+I_{h}+Q_{h}+R_{h}$, and the rodent class $N_{r}=S_{r}+E_{r}+I_{r}$, with the positive initial conditions $S_{h}(0)=S_{h_{0}} \geq 0, E_{h}(0)=E_{h_{0}} \geq 0, I_{h}(0)=I_{h_{0}} \geq 0, Q_{h}(0)=Q_{h_{0}} \geq 0$, $R_{h}(0)=R_{h_{0}} \geq 0, S_{r}(0)=S_{r_{0}} \geq 0, E_{r}(0)=E_{r_{0}} \geq 0, I_{r}(0)=I_{r_{0}} \geq 0$. The descriptions of all parameters are shown in Table 1.

Table 1. The descriptions of all parameters for the $\mathbb{M P X}$ model (2.7).

| Parameters | Descriptions |
| :--- | :--- |
| $\Lambda_{h}, \Lambda_{r}$ | The recruitment rate for susceptible humans and rodents, respectively. |
| $b_{1}, b_{3}$ | The rate of rodent contact with humans and rodents, respectively. |
| $b_{2}$ | The rate of human contact with humans. |
| $a_{1}$ | The proportion of exposed humans to infected humans. |
| $a_{2}$ | Proportion identified as the suspected case. |
| $\theta$ | Proportion not detected after diagnosis. |
| $\tau$ | Progression from isolated to recovered class. |
| $v$ | The rate of recovery for humans. |
| $\mu_{h}, \mu_{r}$ | Natural death rate of humans and rodents, respectively. |
| $\delta_{h}, \delta_{r}$ | Disease induced death rate for humans and rodents, respectively. |

Now, we further develop the $\mathbb{M P}$ model (2.7) utilizing the $\mathbb{F F}$ derivative operator in the context of the Mittag-Leffler kernel of order $\alpha \in(0,1]$ and $\beta \in[0,1],{ }^{\mathbb{F F M}} \mathfrak{D}_{0, t}^{\alpha, \beta}$, as follows:

$$
\begin{align*}
& \left({ }^{\mathbb{F F M}_{\mathfrak{D}_{0}}^{\alpha, \beta}} S_{h}(t)=\mathbb{G}_{1}\left(t, S_{h}(t), E_{h}(t), I_{h}(t), R_{h}(t), Q_{h}(t), S_{r}(t), E_{r}(t), I_{r}(t)\right),\right. \\
& { }^{\mathbb{F F M}} \mathfrak{D}_{0, t}^{\alpha, \beta} E_{h}(t)=\mathbb{G}_{2}\left(t, S_{h}(t), E_{h}(t), I_{h}(t), R_{h}(t), Q_{h}(t), S_{r}(t), E_{r}(t), I_{r}(t)\right), \\
& \operatorname{FFF}_{\mathfrak{D}_{0, t}^{\alpha, \beta}}^{I_{h}(t)}=\mathbb{G}_{3}\left(t, S_{h}(t), E_{h}(t), I_{h}(t), R_{h}(t), Q_{h}(t), S_{r}(t), E_{r}(t), I_{r}(t)\right), \\
& { }^{\mathbb{F F M}} \mathfrak{D}_{0, t}^{\alpha, \beta} Q_{h}(t)=\mathbb{G}_{4}\left(t, S_{h}(t), E_{h}(t), I_{h}(t), R_{h}(t), Q_{h}(t), S_{r}(t), E_{r}(t), I_{r}(t)\right),  \tag{2.8}\\
& { }^{\mathbb{F F M}} \mathfrak{D}_{0, t}^{\alpha, \beta} R_{h}(t)=\mathrm{G}_{5}\left(t, S_{h}(t), E_{h}(t), I_{h}(t), R_{h}(t), Q_{h}(t), S_{r}(t), E_{r}(t), I_{r}(t)\right), \\
& { }^{\mathbb{F F M}} \mathfrak{D}_{0, t}^{\alpha, \beta} S_{r}(t)=\mathbb{G}_{6}\left(t, S_{h}(t), E_{h}(t), I_{h}(t), R_{h}(t), Q_{h}(t), S_{r}(t), E_{r}(t), I_{r}(t)\right), \\
& \operatorname{FFM}_{\mathfrak{D}_{0, t}^{\alpha, \beta}}^{\alpha} E_{r}(t)=\mathbb{G}_{7}\left(t, S_{h}(t), E_{h}(t), I_{h}(t), R_{h}(t), Q_{h}(t), S_{r}(t), E_{r}(t), I_{r}(t)\right), \\
& { }^{\mathbb{F F M}} \mathfrak{D}_{0, t}^{\alpha, \beta} I_{r}(t)=\mathbb{G}_{8}\left(t, S_{h}(t), E_{h}(t), I_{h}(t), R_{h}(t), Q_{h}(t), S_{r}(t), E_{r}(t), I_{r}(t)\right),
\end{align*}
$$

where $\mathbb{G}_{i}=\mathbb{G}_{i}\left(t, S_{h}(t), E_{h}(t), I_{h}(t), R_{h}(t), Q_{h}(t), S_{r}(t), E_{r}(t), I_{r}(t)\right)$, for $i=1,2, \ldots, 8$ and the functions $\mathbb{G}_{i}$ for the developed model is defined as below:

$$
\left\{\begin{array}{l}
\mathrm{G}_{1}=\Lambda_{h}-\left(b_{1} I_{r}(t)+b_{2} I_{h}(t)\right) \frac{S_{h}(t)}{N_{h}(t)}-\mu_{h} S_{h}(t)+\theta Q_{h}(t), \\
\mathbb{G}_{2}=\left(b_{1} I_{r}(t)+b_{2} I_{h}(t)\right) \frac{S_{h}(t)}{N_{h}(t)}-\left(a_{1}+a_{2}+\mu_{h}\right) E_{h}(t), \\
\mathbb{G}_{3}=a_{1} E_{h}(t)-\left(\mu_{h}+\delta_{h}+v\right) I_{h}(t), \\
\mathrm{G}_{4}=a_{2} E_{h}(t)-\left(\theta+\tau+\delta_{h}+\mu_{h}\right) Q_{h}(t), \\
\mathrm{G}_{5}=v I_{h}(t)+\tau Q_{h}(t)-\mu_{h} R_{h}(t),  \tag{2.9}\\
\mathrm{G}_{6}=\Lambda_{r}-b_{3} \frac{S_{r}(t) I_{r}(t)}{N_{r}(t)}-\mu_{r} S_{r}(t), \\
\mathrm{G}_{7}=b_{3} \frac{S_{r}(t) I_{r}(t)}{N_{r}(t)}-\left(\mu_{r}+a_{3}\right) E_{r}(t), \\
\mathrm{G}_{8}=a_{3} E_{r}(t)-\left(\mu_{r}+\delta_{r}\right) I_{r}(t),
\end{array}\right.
$$

with $S_{h_{0}} \geq 0, E_{h_{0}} \geq 0, I_{h_{0}} \geq 0, Q_{h_{0}} \geq 0, R_{h_{0}} \geq 0, S_{r_{0}} \geq 0, E_{r_{0}} \geq 0$, and $I_{r_{0}} \geq 0$. The model (2.8) is called the $\mathbb{F F}-\mathbb{M P} \mathbb{X}$ model. Notice that if we set $\alpha=1$ in the $\mathbb{F F}-\mathbb{M P} \mathbb{X}$ model, then it reduces to the $\mathbb{M P} \mathbb{X}$ model (2.7), which provides the integer-order model. Furthermore, it can be reduced to the fractional $\mathbb{M P} \mathbb{X}$ model by setting $\beta=1$.

## 3. Model analysis

This section highlights the positiveness and equilibrium analysis of $\mathbb{F F}-\mathbb{M P} \mathbb{X}$ model (2.8).

### 3.1. Positiveness of the model

For the positiveness and boundedness of the $\mathbb{F F}-\mathbb{M P X}$ model, we set $\mathbb{R}_{+}^{8}=\left\{G \in \mathbb{R}^{8}: \mathbb{G} \geq 0\right.$ and $\left.\mathfrak{G}=\left(S_{h}, E_{h}, I_{h}, Q_{h}, R_{h}, S_{r}, E_{r}, I_{r}\right)^{\mathcal{T}}\right\}$, where $(\cdot)^{\mathcal{T}}$ is the vector transpose.

Theorem 3.1. The solution $\mathbb{G}$ for the $\mathbb{F F}-\mathbb{M P} \mathbb{X}$ model (2.8) is unique and bounded in $\mathbb{R}_{+}^{8}$. Moreover, the solution will be non-negative.

Proof. For $t \in(0, \infty)$, we obtain its existence and uniqueness of the $\mathbb{F F}-\mathbb{M P} \mathbb{X}$ model (2.8). Subsequently, we will present that the non-negative region $\mathbb{R}_{+}^{8}$ is a positive invariant region. Using
the $\mathbb{F F}-\mathbb{M P X}$ model (2.8), we get

If $\left(S_{h_{0}}, E_{h_{0}}, I_{h_{0}}, Q_{h_{0}}, R_{h_{0}}, S_{r_{0}}, E_{r_{0}}, I_{r_{0}}\right) \in \mathbb{R}_{+}^{8}$, then according to (3.1) the solution $\mathbb{G}$ cannot escape from the hyperplanes. Consequently, $\mathbb{R}_{+}^{8}$ is a positive invariant set. Since the total population of humans and rodents are $N_{h}=S_{h}+E_{h}+I_{h}+Q_{h}+R_{h}$, and $N_{r}=S_{r}+E_{r}+I_{r}$. So, from the FFF$\mathbb{M P X}$ model (2.8), we can obtain that

$$
\left\{\begin{array}{l}
\mathbb{F F M}_{\mathfrak{D}_{0, t}^{\alpha, \beta}} N_{h}(t) \leq \Lambda_{h}-\mu_{h} N_{h}(t),  \tag{3.2}\\
\mathbb{F F M}_{\mathfrak{D}_{0, t}^{\alpha, \beta}} N_{r}(t) \leq \Lambda_{r}-\mu_{r} N_{r}(t)
\end{array}\right.
$$

Utilizing the fractal Laplace transform (2.3), leads to the conclusion that $N_{h} \leq \Lambda_{h} / \mu_{h}$ and $N_{r} \leq$ $\Lambda_{r} / \mu_{r}$ as $t \rightarrow \infty$. Therefore, we obtain the biologically feasible region of the $\mathbb{F F}-\mathbb{M P X}$ model (2.8) as follows:

$$
\begin{aligned}
& \mathfrak{A}_{1}=\left\{\left(S_{h}, E_{h}, I_{h}, Q_{h}, R_{h}\right) \in \mathbb{R}^{5}: S_{h}, E_{h}, I_{h}, Q_{h}, R_{h} \geq 0 \quad \text { and } \quad N_{h} \leq \frac{\Lambda_{h}}{\mu_{h}}\right\}, \\
& \mathfrak{H}_{2}=\left\{\left(S_{r}, E_{r}, I_{r}\right) \in \mathbb{R}^{3}: S_{r}, E_{r}, I_{r} \geq 0 \quad \text { and } \quad N_{r} \leq \frac{\Lambda_{r}}{\mu_{r}}\right\} .
\end{aligned}
$$

The proof is completed.

### 3.2. Equilibrium points and their stability

The $\mathbb{F F}-\mathbb{M P}$ model (2.8) has two steady states that will be obtained by taking the right side of (2.8) equal to zero. Then we get

- The disease-free equilibrium $⿷_{0}^{*}=\left(S_{h_{0}}^{*}, E_{h_{0}}^{*}, I_{h_{0}}^{*}, Q_{h_{0}}^{*}, R_{h_{0}}^{*}, S_{r_{0}}^{*}, E_{r_{0}}^{*}, I_{r_{0}}^{*}\right)=\left(\frac{\Lambda_{h}}{\mu_{h}}, 0,0,0,0, \frac{\Lambda_{r}}{\mu_{r}}, 0,0\right)$.
- The endemic equilibrium $\mathfrak{E}_{1}^{*}=\left(S_{h}^{*}, E_{h}^{*}, I_{h}^{*}, Q_{h}^{*}, R_{h}^{*}, S_{r}^{*}, E_{r}^{*}, I_{r}^{*}\right)$, where

$$
\begin{aligned}
& S_{h}^{*}=\frac{K_{1} K_{3} N_{h} \Lambda_{h}}{\left(K_{1} K_{3}-\theta a_{2}\right)\left(b_{1} I_{r}^{*}+b_{2} I_{h}^{*}\right)+K_{1} K_{3} \mu_{h} N_{h}}, \quad E_{h}^{*}=\frac{K_{2} I_{h}^{*}}{a_{1}}, \\
& I_{h}^{*}=\frac{\phi+\sqrt{\phi^{2}+4 K_{2}\left(K_{1} K_{3}-\theta a_{2}\right)\left(a_{1} b_{1} b_{2} K_{3} \Lambda_{h} I_{r}^{*}\right)}}{2 b_{2} K_{2}\left(K_{1} K_{3}-\theta a_{2}\right)}, \quad Q_{h}^{*}=\frac{a_{2} K_{2} I_{h}^{*}}{a_{1} K_{3}}, \\
& R_{h}^{*}=\frac{\left(a_{1} v K_{3}+\tau K_{2} a_{2}\right) I_{h}^{*}}{a_{1} K_{3} \mu_{h}}, \quad S_{r}^{*}=\frac{N_{r} K_{4} K_{5}}{a_{3} b_{3}}, \quad E_{r}^{*}=\frac{K_{4} I_{r}^{*}}{a_{3}}, \quad I_{r}^{*}=\frac{a_{3} b_{3} \Lambda_{r}-K_{4} K_{5} N_{r} \mu_{r}}{K_{4} K_{5} b_{3}},
\end{aligned}
$$

where $K_{1}=a_{1}+a_{2}+\mu_{h}, K_{2}=\mu_{h}+\delta_{h}+v, K_{3}=\theta+\tau+\delta_{h}+\mu_{h}, K_{4}=\mu_{r}+\delta_{r}, K_{5}=\mu_{r}+a_{3}$ and $\phi=a_{1} K_{3} \Lambda_{h} b_{2}-b_{1} K_{2} I_{r}^{*}\left(K_{1} K_{3}-\theta a_{2}\right)-K_{1} K_{2} K_{3} \mu_{h} N_{h}$. To examine the stability of the equilibrium points, we first apply the next-generation matrix method [45] for the $\mathbb{F F}-\mathbb{M P X}$ model (2.8) to find the basic reproduction number $\left(\Re_{0}\right)$. For this purpose, we will focus solely on the infectious populations of the proposed model, i.e., $E_{h}, I_{h}, Q_{h}$ and $I_{r}$. So, the transmission matrix $(F)$ and the transitions matrix $(V)$ can be determined as:

$$
F=\left(\begin{array}{cccc}
0 & b_{2} & 0 & b_{1} \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right) \quad \text { and } \quad V=\left(\begin{array}{cccc}
K_{1} & 0 & 0 & 0 \\
-a_{1} & K_{2} & 0 & 0 \\
-a_{2} & 0 & K_{3} & 0 \\
0 & 0 & 0 & K_{4}
\end{array}\right)
$$

This yields the next-generation matrix as below:

$$
F V^{-1}=\left(\begin{array}{cccc}
\frac{a_{1} b_{2}}{K_{1} K_{2}} & \frac{b_{2}}{K_{2}} & 0 & \frac{b_{1}}{K_{4}}  \tag{3.3}\\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right)
$$

Hence, the spectral radius of (3.3) represented by $\Re_{0}=\rho\left(F V^{-1}\right)$ can be obtained as

$$
\begin{equation*}
\mathfrak{R}_{0}=\frac{a_{1} b_{2}}{K_{1} K_{2}}=\frac{a_{1} b_{2}}{\left(a_{1}+a_{2}+\mu_{h}\right)\left(\mu_{h}+\delta_{h}+v\right)} . \tag{3.4}
\end{equation*}
$$

Next, we establish the assumptions for the stability of the disease-free equilibrium.
Theorem 3.2. The disease-free equilibrium $\mathfrak{E}_{0}^{*}$ of the $\mathbb{F F}-\mathbb{M P X}$ model (2.8) is locally asymptotically stable whenever $K_{4} K_{5}>a_{3} b_{3}$ and $\mathfrak{R}_{0}<1$, with the necessary and sufficient conditions:

$$
\begin{equation*}
\left|\arg \left(\lambda_{i}\right)\right|>\frac{\alpha \pi}{2}, \quad i=1,2, \ldots, 8 \tag{3.5}
\end{equation*}
$$

Proof. To discuss the stability criterion of $\mathfrak{E}_{0}^{*}$, the general Jacobian matrix of the $\mathbb{F F}-\mathbb{M P X}$ model (2.8) at $\mathfrak{E}_{0}^{*}$ has been obtained as follows

$$
J\left(\mathfrak{C}_{0}^{*}\right)=\left(\begin{array}{cccccccc}
-\mu_{h} & 0 & -b_{2} & \theta & 0 & 0 & 0 & -b_{1} \\
0 & -K_{1} & b_{2} & 0 & 0 & 0 & 0 & b_{1} \\
0 & a_{1} & -K_{2} & 0 & 0 & 0 & 0 & 0 \\
0 & a_{2} & 0 & -K_{3} & 0 & 0 & 0 & 0 \\
0 & 0 & v & \tau & -\mu_{h} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & -\mu_{r} & 0 & -b_{3} \\
0 & 0 & 0 & 0 & 0 & 0 & -K_{5} & b_{3} \\
0 & 0 & 0 & 0 & 0 & 0 & a_{3} & -K_{4}
\end{array}\right) .
$$

The eigenvalues $\lambda_{i}, i=1,2, \ldots, 8$ can be calculated by solving the characteristic equation $\mid J\left(\mathfrak{E}_{0}^{*}\right)-$ $\lambda \hat{I} \mid=0$ where $\hat{I}$ is an identity matrix. So, we get

$$
\begin{equation*}
\left(\lambda+\mu_{h}\right)^{2}\left(\lambda+K_{3}\right)\left(\lambda+\mu_{r}\right)\left[\left(\lambda+K_{4}\right)\left(\lambda+K_{5}\right)-a_{3} b_{3}\right]\left[\left(\lambda+K_{1}\right)\left(\lambda+K_{2}\right)-a_{1} b_{2}\right]=0 . \tag{3.6}
\end{equation*}
$$

Thus, the eigenvalues of $J\left(\mathfrak{E}_{0}\right)$ are given by

$$
\begin{aligned}
\lambda_{1} & =-\mu_{h}, \quad \lambda_{2}=-\mu_{h}, \quad \lambda_{3}=-K_{3}, \quad \lambda_{4}=-\mu_{r} \\
\lambda_{5,6} & =\frac{-\left(K_{4}+K_{5}\right) \pm \sqrt{\left(K_{4}+K_{5}\right)^{2}-4\left(K_{4} K_{5}-a_{3} b_{3}\right)}}{2} \\
\lambda_{7,8} & =\frac{-\left(K_{1}+K_{2}\right) \pm \sqrt{\left(K_{1}+K_{2}\right)^{2}-4 K_{1} K_{2}(1-\Re)}}{2}
\end{aligned}
$$

It is easy to see that $\lambda_{5,6}<0$ if $K_{4} K_{5}>a_{3} b_{3}$ and $\lambda_{7,8}<0$ if $\mathfrak{R}<1$. Hence, all roots of (3.6) have negative real parts, which guarantees the inequality of (3.5) for all $\alpha \in(0,1]$. Hence, the point $\mathfrak{E}_{0}^{*}$ is locally asymptotically stable. The proof is done.

Now, we will analyze the stability of the endemic equilibrium ( $\mathfrak{E}_{1}^{*}$ ) by employing the Routh-Hurwitz criterion to demonstrate the locally asymptotically stable. The general Jacobian matrix of the FFF$\mathbb{M P X}$ model (2.8) at $\mathscr{E}_{1}^{*}$ is provided as follows

$$
J\left(\mathscr{C}_{1}^{*}\right)=\left(\begin{array}{cccccccc}
-\left(\frac{b_{1} I_{r}+b_{2} I_{h}}{N_{h}}\right)-\mu_{h} & 0 & \frac{-b_{2} S_{h}}{N_{h}} & \theta & 0 & 0 & 0 & \frac{-b_{1} S_{h}}{N_{h}} \\
\left(\frac{b_{1} I_{r}+N_{2} I_{h}}{N_{h}}\right) & -K_{1} & \frac{b_{2} S_{h}}{N_{h}} & 0 & 0 & 0 & 0 & \frac{b_{1} S_{h}}{N_{h}} \\
0 & a_{1} & -K_{2} & 0 & 0 & 0 & 0 & 0 \\
0 & a_{2} & 0 & -K_{3} & 0 & 0 & 0 & 0 \\
0 & 0 & v & \tau & -\mu_{h} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \frac{-b_{3} I_{r}}{N_{r}}-\mu_{r} & 0 & \frac{-b_{3} S_{r}}{N_{r}} \\
0 & 0 & 0 & 0 & 0 & \frac{b_{3} I_{r}}{N_{r}} & -K_{5} & \frac{b_{3} S_{r}}{N_{r}} \\
0 & 0 & 0 & 0 & 0 & 0 & a_{3} & -K_{4}
\end{array}\right) .
$$

It is easy to see that one eigenvalue obtained from the characteristic equation of $J\left(\mathfrak{C}_{1}^{*}\right)$ is $\omega_{1}=-\mu_{h}$, which is a negative value. Therefore, the local stability of $\mathfrak{C}_{1}^{*}$ demands the negative real parts of all roots of the equation

$$
\begin{equation*}
\omega^{7}+\mathcal{A}_{1} \omega^{6}+\mathcal{A}_{2} \omega^{5}+\mathcal{A}_{3} \omega^{4}+\mathcal{A}_{4} \omega^{3}+\mathcal{A}_{5} \omega^{2}+\mathcal{A}_{6} \omega+\mathcal{A}_{7}=0 \tag{3.7}
\end{equation*}
$$

where $\mathcal{A}_{j}$ are the coefficients of $\omega^{7-j}, j=1,2, \ldots, 7$, after rearranging the polynomial equation in standard form. Afterwards, to achieve the $\mathfrak{E}_{1}^{*}$ stability, we present the parameters below:

$$
\begin{array}{llll}
\mathcal{B}_{1}=\frac{\mathcal{A}_{1} \mathcal{A}_{2}-\mathcal{A}_{3}}{\mathcal{A}_{1}}, & \mathcal{B}_{2}=\frac{\mathcal{A}_{1} \mathcal{A}_{4}-\mathcal{A}_{5}}{\mathcal{A}_{1}}, & \mathcal{B}_{3}=\frac{\mathcal{A}_{1} \mathcal{A}_{6}-\mathcal{A}_{7}}{\mathcal{A}_{1}}, & \mathcal{C}_{1}=\frac{\mathcal{A}_{3} \mathcal{B}_{1}-\mathcal{A}_{1} \mathcal{B}_{2}}{\mathcal{B}_{1}}, \\
C_{2}=\frac{\mathcal{A}_{5} \mathcal{B}_{1}-\mathcal{A}_{1} \mathcal{B}_{3}}{\mathcal{B}_{1}}, & \mathcal{C}_{3}=\mathcal{A}_{7}, & \mathcal{D}_{1}=\frac{\mathcal{B}_{2} \mathcal{C}_{1}-\mathcal{B}_{1} C_{2}}{\mathcal{C}_{1}}, & \mathcal{D}_{2}=\frac{\mathcal{B}_{3} C_{1}-\mathcal{B}_{1} C_{3}}{\mathcal{C}_{1}}, \\
\mathcal{E}_{1}=\frac{\mathcal{C}_{2} \mathcal{D}_{1}-\mathcal{C}_{1} \mathcal{D}_{2}}{\mathcal{D}_{1}}, & \mathcal{E}_{2}=C_{3}, & \mathcal{F}_{1}=\frac{\mathcal{D}_{2} \mathcal{E}_{1}-\mathcal{D}_{1} \mathcal{E}_{2}}{\mathcal{E}_{1}},
\end{array}
$$

Hence, the Routh-Hurwitz conditions for confirming the negative real parts of all roots of (3.7) are presented, and the local stability of $\mathfrak{E}_{1}^{*}$ is concluded in the following theorem:
Theorem 3.3. The endemic equilibrium $\mathfrak{E}_{1}^{*}$ of the $\mathbb{F F}-\mathbb{M P X}$ model (2.8) is locally asymptotically stable whenever the necessary and sufficient conditions below are satisfied: (i) $\mathcal{A}_{1}>0$; (ii) $\mathcal{A}_{7}>0$, (iii) $\mathcal{A}_{1} \mathcal{A}_{2}>\mathcal{A}_{3}$, (iv) $\mathcal{A}_{1} \mathcal{A}_{2} \mathcal{A}_{3}+\mathcal{A}_{1} \mathcal{A}_{5}>\mathcal{A}_{1}^{2} \mathcal{A}_{4}+\mathcal{A}_{3}^{2}$, (v) $\mathcal{B}_{2} C_{1}>\mathcal{B}_{1} C_{2}$, (vi) $\mathcal{C}_{2} \mathcal{D}_{1}>\mathcal{C}_{1} \mathcal{D}_{2}$, (vii) $\mathcal{D}_{2} \mathcal{E}_{1}>\mathcal{D}_{1} \mathcal{E}_{2}$.

## 4. Qualitative analysis of the $\mathbb{F F}-\mathbb{M P X}$ model

To demonstrate the qualitative results of the $\mathbb{F F}-\mathbb{M P X}$ model (2.8), we give a Banach space on $\mathcal{J}:=[0, T]$ of all continuous real-valued functions denoted as $\mathbb{X}=C\left(\mathcal{J} \times \mathbb{R}^{8}, \mathbb{R}\right)$ equipped with the norms $\|\mathcal{Y}\|=\left\|\left(S_{h}, E_{h}, I_{h}, Q_{h}, R_{h}, S_{r}, E_{r}, I_{r}\right)\right\|=\left\|S_{h}\right\|+\left\|E_{h}\right\|+\left\|I_{h}\right\|+\left\|Q_{h}\right\|+\left\|R_{h}\right\|+\left\|S_{r}\right\|+\left\|E_{r}\right\|+$ $\left\|I_{r}\right\|,\left\|S_{h}\right\|=\sup _{t \in \mathcal{J}}\left|S_{h}(t)\right|=\mathfrak{B}_{h_{1}},\left\|E_{h}\right\|=\sup _{t \in \mathcal{J}}\left|E_{h}(t)\right|=\mathfrak{B}_{h_{2}},\left\|I_{h}\right\|=\sup _{t \in \mathcal{J}}\left|I_{h}(t)\right|=\mathfrak{B}_{h_{3}}$, $\left\|Q_{h}\right\|=\sup _{t \in \mathcal{J}}\left|Q_{h}(t)\right|=\mathfrak{B}_{h_{4}},\left\|R_{h}\right\|=\sup _{t \in \mathcal{J}}\left|R_{h}(t)\right|=\mathfrak{B}_{h_{5}},\left\|S_{r}\right\|=\sup _{t \in \mathcal{J}}\left|S_{r}(t)\right|=\mathfrak{B}_{r_{1}},\left\|E_{r}\right\|=$ $\sup _{t \in \mathcal{J}}\left|E_{r}(t)\right|=\mathfrak{B}_{r_{2}},\left\|I_{r}\right\|=\sup _{t \in \mathcal{J}}\left|I_{r}(t)\right|=\mathfrak{B}_{r_{3}}$, where $S_{h}, E_{h}, I_{h}, Q_{h}, R_{h}, S_{r}, E_{r}, I_{r} \in \mathbb{X}$.
Lemma 4.1. Let $\mathbb{G} \in \mathbb{X}$ and $\boldsymbol{y} \in \mathcal{C}(\mathcal{J}, \mathbb{R})$, then the $\mathbb{F F}-\mathbb{M P X}$ model (2.8) which can be written as

$$
\left\{\begin{array}{l}
\mathbb{F F M}_{\mathfrak{D}_{0, t}^{\alpha, \beta}}^{\boldsymbol{y}}(t)=\mathbb{G}(t, \boldsymbol{y}(t)), \quad t \in[0, T], \quad \alpha, \beta \in(0,1],  \tag{4.1}\\
\boldsymbol{y}(0)=\boldsymbol{y}_{0},
\end{array}\right.
$$

where

$$
\boldsymbol{y}(t)=\left(\begin{array}{c}
S_{h}(t)  \tag{4.2}\\
E_{h}(t) \\
I_{h}(t) \\
R_{h}(t) \\
Q_{h}(t) \\
S_{r}(t) \\
E_{r}(t) \\
I_{r}(t)
\end{array}\right), \quad \boldsymbol{y}(0)=\left(\begin{array}{c}
S_{h}(0) \\
E_{h}(0) \\
I_{h}(0) \\
R_{h}(0) \\
Q_{h}(0) \\
S_{r}(0) \\
E_{r}(0) \\
I_{r}(0)
\end{array}\right), \quad \quad G(t, \boldsymbol{y}(t))=\left(\begin{array}{c}
\mathbb{G}_{1}\left(t, S_{h}(t)\right) \\
\mathbb{G}_{2}\left(t, E_{h}(t)\right) \\
\mathbb{G}_{3}\left(t, I_{h}(t)\right) \\
\mathbb{G}_{4}\left(t, R_{h}(t)\right) \\
\mathbb{G}_{5}\left(t, Q_{h}(t)\right) \\
\mathbb{G}_{6}\left(t, S_{r}(t)\right) \\
\mathbb{G}_{7}\left(t, E_{r}(t)\right) \\
\mathbb{G}_{8}\left(t, I_{r}(t)\right)
\end{array}\right),
$$

when $\mathrm{G}_{i}, i=1,2, \ldots, 8$, are given by (2.9). By applying (2.5), the solution of the problem (4.1) is corresponding to the following integral equation

$$
\begin{equation*}
\boldsymbol{y}(t)=\boldsymbol{y}(0)+\frac{\beta t^{\beta-1}(1-\alpha) \mathbb{G}(t, \boldsymbol{y}(t))}{\mathbb{A B}(\alpha)}+\frac{\alpha \beta}{\mathbb{A B}(\alpha) \Gamma(\alpha)} \int_{0}^{t} s^{\beta-1}(t-s)^{\alpha-1} \mathbb{G}(s, \mathcal{y}(s)) d s \tag{4.3}
\end{equation*}
$$

For ease of calculation throughout this work, we provide the symbols

$$
\left\{\begin{array}{l}
\mathbb{G}_{1}\left(t, S_{h}(t)\right)=\mathbb{G}_{1}\left(t, S_{h}(t), E_{h}(t), I_{h}(t), Q_{h}(t), R_{h}(t), S_{r}(t), E_{r}(t), I_{r}(t)\right),  \tag{4.4}\\
\mathbb{G}_{2}\left(t, E_{h}(t)\right)=\mathbb{G}_{2}\left(t, S_{h}(t), E_{h}(t), I_{h}(t), Q_{h}(t), R_{h}(t), S_{r}(t), E_{r}(t), I_{r}(t)\right), \\
\mathbb{G}_{3}\left(t, I_{h}(t)\right)=\mathbb{G}_{3}\left(t, S_{h}(t), E_{h}(t), I_{h}(t), Q_{h}(t), R_{h}(t), S_{r}(t), E_{r}(t), I_{r}(t)\right), \\
\mathbb{G}_{4}\left(t, Q_{h}(t)\right)=\mathbb{G}_{4}\left(t, S_{h}(t), E_{h}(t), I_{h}(t), Q_{h}(t), R_{h}(t), S_{r}(t), E_{r}(t), I_{r}(t)\right), \\
\mathbb{G}_{5}\left(t, R_{h}(t)\right)=\mathbb{G}_{5}\left(t, S_{h}(t), E_{h}(t), I_{h}(t), Q_{h}(t), R_{h}(t), S_{r}(t), E_{r}(t), I_{r}(t)\right), \\
\mathbb{G}_{6}\left(t, S_{r}(t)\right)=\mathbb{G}_{6}\left(t, S_{h}(t), E_{h}(t), I_{h}(t), Q_{h}(t), R_{h}(t), S_{r}(t), E_{r}(t), I_{r}(t)\right), \\
\mathbb{G}_{7}\left(t, E_{r}(t)\right)=G_{7}\left(t, S_{h}(t), E_{h}(t), I_{h}(t), Q_{h}(t), R_{h}(t), S_{r}(t), E_{r}(t), I_{r}(t)\right), \\
\mathbb{G}_{8}\left(t, I_{r}(t)\right)=\mathbb{G}_{8}\left(t, S_{h}(t), E_{h}(t), I_{h}(t), Q_{h}(t), R_{h}(t), S_{r}(t), E_{r}(t), I_{r}(t)\right),
\end{array}\right.
$$

From Lemma 4.1, the $\mathbb{F F}-\mathbb{M P X}$ model (2.8) is corresponding the following Volterra integral equations as

$$
S_{h}(t)=S_{h}(0)+\frac{\beta t^{\beta-1}(1-\alpha) \mathbb{G}_{1}\left(t, S_{h}(t)\right)}{\mathbb{A B}(\alpha)}
$$

$$
\begin{align*}
& +\frac{\alpha \beta}{\mathbb{A B}(\alpha) \Gamma(\alpha)} \int_{0}^{t} s^{\beta-1}(t-s)^{\alpha-1} \mathbb{G}_{1}\left(s, S_{h}(s)\right) d s,  \tag{4.5}\\
E_{h}(t)= & E_{h}(0)+\frac{\beta t^{\beta-1}(1-\alpha) \mathbb{G}_{2}\left(t, E_{h}(t)\right)}{\mathbb{A B}(\alpha)} \\
& +\frac{\alpha \beta}{\mathbb{A B}(\alpha) \Gamma(\alpha)} \int_{0}^{t} s^{\beta-1}(t-s)^{\alpha-1} \mathbb{G}_{2}\left(s, E_{h}(s)\right) d s,  \tag{4.6}\\
I_{h}(t)= & I_{h}(0)+\frac{\beta t^{\beta-1}(1-\alpha) \mathbb{G}_{3}\left(t, I_{h}(t)\right)}{\mathbb{A B}(\alpha)} \\
& +\frac{\alpha \beta}{\mathbb{A B}(\alpha) \Gamma(\alpha)} \int_{0}^{t} s^{\beta-1}(t-s)^{\alpha-1} \mathbb{G}_{3}\left(s, I_{h}(s)\right) d s,  \tag{4.7}\\
Q_{h}(t)= & Q_{h}(0)+\frac{\beta \beta^{\beta-1}(1-\alpha) \mathbb{G}_{4}\left(t, Q_{h}(t)\right)}{\mathbb{A B}(\alpha)} \\
& +\frac{\alpha \beta}{\mathbb{A B}(\alpha) \Gamma(\alpha)} \int_{0}^{t} s^{\beta-1}(t-s)^{\alpha-1} G_{4}\left(s, Q_{h}(s)\right) d s,  \tag{4.8}\\
R_{h}(t)= & R_{h}(0)+\frac{\beta t^{\beta-1}(1-\alpha) \mathbb{G}_{5}\left(t, R_{h}(t)\right)}{\mathbb{A B}(\alpha)} \\
& +\frac{\alpha \beta}{\mathbb{A B}(\alpha) \Gamma(\alpha)} \int_{0}^{t} s^{\beta-1}(t-s)^{\alpha-1} \mathbb{G}_{5}\left(s, R_{h}(s)\right) d s,  \tag{4.9}\\
S_{r}(t)= & S_{r}(0)+\frac{\beta t^{\beta-1}(1-\alpha) \mathbb{G}_{6}\left(t, S_{r}(t)\right)}{\mathbb{A B}(\alpha)} \\
& +\frac{\alpha \beta}{\mathbb{A B}(\alpha) \Gamma(\alpha)} \int_{0}^{t} s^{\beta-1}(t-s)^{\alpha-1} \mathbb{G}_{6}\left(s, S_{r}(s)\right) d s,  \tag{4.10}\\
E_{r}(t)= & E_{r}(0)+\frac{\beta t^{\beta-1}(1-\alpha) \mathbb{G}_{7}\left(t, E_{r}(t)\right)}{\mathbb{A B}(\alpha)} \\
& +\frac{\alpha \beta}{\mathbb{A B}(\alpha) \Gamma(\alpha)} \int_{0}^{t} s^{\beta-1}(t-s)^{\alpha-1} \mathbb{G}_{7}\left(s, E_{r}(s)\right) d s,  \tag{4.11}\\
I_{r}(t)= & I_{r}(0)+\frac{\beta t^{\beta-1}(1-\alpha) \mathbb{G}_{8}\left(t, I_{r}(t)\right)}{\mathbb{A B}(\alpha)} \\
& +\frac{\alpha \beta}{\mathbb{A B}(\alpha) \Gamma(\alpha)} \int_{0}^{t} s^{\beta-1}(t-s)^{\alpha-1} \mathbb{G}_{8}\left(s, I_{r}(s)\right) d s . \tag{4.12}
\end{align*}
$$

In view of (4.5)-(4.12), we define an operator $\mathcal{T}: \mathbb{X} \rightarrow \mathbb{X}$, where $\mathcal{T}=$ $\left(\mathcal{T}_{1}, \mathcal{T}_{2}, \mathcal{T}_{3}, \mathcal{T}_{4}, \mathcal{T}_{5}, \mathcal{T}_{6}, \mathcal{T}_{7}, \mathcal{T}_{8}\right)$,

$$
\begin{align*}
\left(\mathcal{T}_{1} S_{h}\right)(t)= & S_{h}(0)+\frac{\beta t^{\beta-1}(1-\alpha) \mathbb{G}_{1}\left(t, S_{h}(t)\right)}{\mathbb{A B}(\alpha)} \\
& +\frac{\alpha \beta}{\mathbb{A B}(\alpha) \Gamma(\alpha)} \int_{0}^{t} s^{\beta-1}(t-s)^{\alpha-1} \mathbb{G}_{1}\left(s, S_{h}(s)\right) d s  \tag{4.13}\\
\left(\mathcal{F}_{2} E_{h}\right)(t)= & E_{h}(0)+\frac{\beta t^{\beta-1}(1-\alpha) \mathbb{G}_{2}\left(t, E_{h}(t)\right)}{\mathbb{A B}(\alpha)}
\end{align*}
$$

$$
\begin{align*}
& +\frac{\alpha \beta}{\mathbb{A B}(\alpha) \Gamma(\alpha)} \int_{0}^{t} s^{\beta-1}(t-s)^{\alpha-1} \mathbb{G}_{2}\left(s, E_{h}(s)\right) d s,  \tag{4.14}\\
\left(\mathcal{F}_{3} I_{h}\right)(t)= & I_{h}(0)+\frac{\beta t^{\beta-1}(1-\alpha) \mathbb{G}_{3}\left(t, I_{h}(t)\right)}{\mathbb{A B}(\alpha)} \\
& +\frac{\alpha \beta}{\mathbb{A B}(\alpha) \Gamma(\alpha)} \int_{0}^{t} s^{\beta-1}(t-s)^{\alpha-1} G_{3}\left(s, I_{h}(s)\right) d s,  \tag{4.15}\\
\left(\mathcal{F}_{4} Q_{h}\right)(t)= & Q_{h}(0)+\frac{\beta t^{\beta-1}(1-\alpha) \mathbb{G}_{4}\left(t, Q_{h}(t)\right)}{\mathbb{A B}(\alpha)} \\
& +\frac{\alpha \beta}{\mathbb{A B}(\alpha) \Gamma(\alpha)} \int_{0}^{t} s^{\beta-1}(t-s)^{\alpha-1} G_{4}\left(s, Q_{h}(s)\right) d s,  \tag{4.16}\\
\left(\mathcal{F}_{5} R_{h}\right)(t)= & R_{h}(0)+\frac{\beta t^{\beta-1}(1-\alpha) \mathbb{G}_{5}\left(t, R_{h}(t)\right)}{\mathbb{A B}(\alpha)} \\
& +\frac{\alpha \beta}{\mathbb{A B}(\alpha) \Gamma(\alpha)} \int_{0}^{t} s^{\beta-1}(t-s)^{\alpha-1} G_{5}\left(s, R_{h}(s)\right) d s,  \tag{4.17}\\
\left(\mathcal{F}_{6} S_{r}\right)(t)= & S_{r}(0)+\frac{\beta t^{\beta-1}(1-\alpha) \mathbb{G}_{6}\left(t, S_{r}(t)\right)}{\mathbb{A B}(\alpha)} \\
& +\frac{\alpha \beta}{\mathbb{A B B}(\alpha) \Gamma(\alpha)} \int_{0}^{t} s^{\beta-1}(t-s)^{\alpha-1} G_{6}\left(s, S_{r}(s)\right) d s,  \tag{4.18}\\
\left(\mathcal{F}_{7} E_{r}\right)(t)= & E_{r}(0)+\frac{\beta t^{\beta-1}(1-\alpha) \mathbb{G}_{7}\left(t, E_{r}(t)\right)}{\mathbb{A} \mathbb{B}(\alpha)} \\
& +\frac{\alpha \beta}{\mathbb{A B}(\alpha) \Gamma(\alpha)} \int_{0}^{t} s^{\beta-1}(t-s)^{\alpha-1} G_{7}\left(s, E_{r}(s)\right) d s,  \tag{4.19}\\
\left(\mathcal{F}_{8} I_{r}\right)(t)= & I_{r}(0)+\frac{\beta t^{\beta-1}(1-\alpha) \mathbb{G}_{8}\left(t, I_{r}(t)\right)}{\mathbb{A B B}(\alpha)} \\
& +\frac{\alpha \beta}{\mathbb{A B}(\alpha) \Gamma(\alpha)} \int_{0}^{t} s^{\beta-1}(t-s)^{\alpha-1} G_{8}\left(s, I_{r}(s)\right) d s . \tag{4.20}
\end{align*}
$$

To investigate fixed point theory, we transform the considered model to the fixed point problem ( $\boldsymbol{y}=\mathcal{T} \boldsymbol{y}$ ), which will apply to create a fixed point theory. Next, we will show that the $\mathbb{F F}-\mathbb{M P X}$ model (2.8) has a unique solution.

Theorem 4.2. Assume that $\mathbb{G} \in \mathbb{X}$ satisfies the following assumption
$\left(A_{1}\right)$ There exists a constant $\mathcal{L}_{\max }>0$, where $\mathcal{L}_{\max }=\max \left\{\mathcal{L}_{1}, \mathcal{L}_{2}, \mathcal{L}_{3}, \mathcal{L}_{4}, \mathcal{L}_{5}, \mathcal{L}_{6}, \mathcal{L}_{7}, \mathcal{L}_{8}\right\}$, such that

$$
\left\{\begin{array}{l}
\mid \mathbb{G}\left(t, S_{h}(t), E_{h}(t), I_{h}(t), Q_{h}(t), R_{h}(t), S_{r}(t), E_{r}(t), I_{r}(t)\right)  \tag{4.21}\\
\quad-G\left(t, S_{h}^{*}(t), E_{h}^{*}(t), I_{h}^{*}(t), Q_{h}^{*}(t), R_{h}^{*}(t), S_{r}^{*}(t), E_{r}^{*}(t), I_{r}^{*}(t)\right) \mid \\
\leq \mathcal{L}_{\max }\left(\left|S_{h}(t)-S_{h}^{*}(t)\right|+\left|E_{h}(t)-E_{h}^{*}(t)\right|+\left|I_{h}(t)-I_{h}^{*}(t)\right|+\left|Q_{h}(t)-Q_{h}^{*}(t)\right|\right. \\
\left.\quad+\left|R_{h}(t)-R_{h}^{*}(t)\right|+\left|S_{r}(t)-S_{r}^{*}(t)\right|+\left|E_{r}(t)-E_{r}^{*}(t)\right|+\left|I_{r}(t)-I_{r}^{*}(t)\right|\right)
\end{array}\right.
$$

for any $S_{h}, E_{h}, I_{h}, R_{h}, Q_{h}, S_{r}, E_{r}, I_{r} \in \mathbb{X}$, and $t \in \mathcal{J}$.
If

$$
\begin{equation*}
\left(\beta(1-\alpha) T_{\min }^{\beta-1}+\frac{\alpha T^{\alpha+\beta-1} \Gamma(\beta+1)}{\Gamma(\alpha+\beta)}\right) \frac{\mathcal{L}_{\max }}{\mathbb{A B}(\alpha)}<1, \tag{4.22}
\end{equation*}
$$

then, the $\mathbb{F F}-\mathbb{M P X}$ model (2.8) has a unique solution.
Proof. Now, let $D_{r_{1}}$ be a bounded, closed, and convex subset, where $D_{r_{1}}:=$ $\left\{\left(S_{h}, E_{h}, I_{h}, Q_{h}, R_{h}, S_{r}, E_{r}, I_{r}\right) \in \mathbb{X}:\left\|\left(S_{h}, E_{h}, I_{h}, Q_{h}, R_{h}, S_{r}, E_{r}, I_{r}\right)\right\| \leq r_{1}\right\}$ with a radius

$$
r_{1} \geq \frac{\mathcal{P}_{\max }+\left(\beta(1-\alpha) T_{\min }^{\beta-1}+\frac{\alpha T^{\alpha+\beta-1} \Gamma(\beta+1)}{\Gamma(\alpha+\beta)}\right) \frac{\mathrm{G}_{\max }^{*}}{\mathrm{~A} \mathbb{B}(\alpha)}}{1-\left(\beta(1-\alpha) T_{\min }^{\beta-1}+\frac{\alpha T^{\alpha+\beta-1} \Gamma(\beta+1)}{\Gamma(\alpha+\beta)}\right) \frac{\mathcal{L}_{\max }}{\mathbb{A} \mathbb{B}(\alpha)}},
$$

where $\mathcal{P}_{\max }=\max \left\{S_{h_{0}}, E_{h_{0}}, I_{h_{0}}, Q_{h_{0}}, R_{h_{0}}, S_{r_{0}}, E_{r_{0}}, I_{r_{0}}\right\}, \mathrm{G}_{\max }^{*}=\max \left\{\mathrm{G}_{1}^{*}, \mathrm{G}_{2}^{*}, \mathrm{G}_{3}^{*}, \mathbb{G}_{4}^{*}, \mathbb{G}_{5}^{*}, \mathbb{G}_{6}^{*}, \mathrm{G}_{7}^{*}, \mathrm{G}_{8}^{*}\right\}$ and let $\sup _{t \in \mathcal{J}}\left|G_{i}(s, 0)\right|=\mathbb{G}_{i}^{*}<+\infty$, for $i=1,2, \ldots, 8$.
Step I. We show $\mathcal{F} D_{r_{1}} \subset D_{r_{1}}$.
For any $\left(S_{h}, E_{h}, I_{h}, Q_{h}, R_{h}, S_{r}, E_{r}, I_{r}\right) \in D_{r_{1}}, t \in \mathcal{J}$, we obtain that

$$
\begin{aligned}
\left|\left(\mathcal{T}_{1} S_{h}\right)(t)\right| \leq & \left|S_{h}(0)\right|+\frac{\beta t^{\beta-1}(1-\alpha)\left|G_{1}\left(t, S_{h}(t)\right)\right|}{\mathbb{A B}(\alpha)} \\
& +\frac{\alpha \beta}{\mathbb{A B}(\alpha) \Gamma(\alpha)} \int_{0}^{t} s^{\beta-1}(t-s)^{\alpha-1}\left|G_{1}\left(s, S_{h}(s)\right)\right| d s \\
\leq & \left|S_{h}(0)\right|+\frac{\beta t^{\beta-1}(1-\alpha)}{\mathbb{A B}(\alpha)}\left[\left|\mathbb{G}_{1}\left(t, S_{h}(t)\right)-\mathbb{G}_{1}(t, 0)\right|+\left|\mathbb{G}_{1}(t, 0)\right|\right] \\
& \left.+\frac{\alpha \beta}{\mathbb{A B}(\alpha) \Gamma(\alpha)} \int_{0}^{t} s^{\beta-1}(t-s)^{\alpha-1}\left[\left|\mathbb{G}_{1}\left(s, S_{h}(s)\right)-\mathbb{G}_{1}(s, 0)\right|+\left|\mathbb{G}_{1}(s, 0)\right|\right] \right\rvert\, d s \\
\leq & S_{h_{0}}+\frac{\beta t^{\beta-1}(1-\alpha)}{\mathbb{A B}(\alpha)}\left[\mathcal { L } _ { 1 } \left(\left|S_{h}(t)\right|+\left|E_{h}(t)\right|+\left|I_{h}(t)\right|+\left|Q_{h}(t)\right|+\left|R_{h}(t)\right|\right.\right. \\
& \left.\left.+\left|S_{r}(t)\right|+\left|E_{r}(t)\right|+\left|I_{r}(t)\right|\right)+\mathbb{G}_{1}^{*}\right]+\frac{\alpha \beta}{\mathbb{A B}(\alpha) \Gamma(\alpha)} \int_{0}^{t} s^{\beta-1}(t-s)^{\alpha-1}\left[\mathcal { L } _ { 1 } \left(\left|S_{h}(s)\right|\right.\right. \\
& \left.\left.+\left|E_{h}(s)\right|+\left|I_{h}(s)\right|+\left|Q_{h}(s)\right|+\left|R_{h}(s)\right|+\left|S_{r}(s)\right|+\left|E_{r}(s)\right|+\left|I_{r}(s)\right|\right)+\mathbb{G}_{1}^{*}\right] d s
\end{aligned}
$$

$$
\begin{aligned}
\leq & S_{h_{0}}+\left(\frac{\beta(1-\alpha) T_{\min }^{\beta-1}}{\mathbb{A B}(\alpha)}+\frac{\alpha T^{\alpha+\beta-1} \Gamma(\beta+1)}{\mathbb{A B}(\alpha) \Gamma(\alpha+\beta)}\right)\left[\mathcal { L } _ { 1 } \left(\left\|S_{h}\right\|+\left\|E_{h}\right\|+\left\|I_{h}\right\|+\left\|Q_{h}\right\|\right.\right. \\
& \left.\left.+\left\|R_{h}\right\|+\left\|S_{r}\right\|+\left\|E_{r}\right\|+\left\|I_{r}\right\|\right)+\mathbb{G}_{1}^{*}\right] .
\end{aligned}
$$

This yields that

$$
\begin{equation*}
\left\|\mathcal{T}_{1} S_{h}\right\| \leq S_{h_{0}}+\left(\frac{\beta(1-\alpha) T_{\min }^{\beta-1}}{\mathbb{A} \mathbb{B}(\alpha)}+\frac{\alpha T^{\alpha+\beta-1} \Gamma(\beta+1)}{\mathbb{A B}(\alpha) \Gamma(\alpha+\beta)}\right)\left[\mathcal{L}_{1} r_{1}+\mathbb{G}_{1}^{*}\right] \tag{4.23}
\end{equation*}
$$

In the same process, it follows that

$$
\begin{align*}
& \left\|\mathcal{T}_{2} E_{h}\right\| \leq E_{h_{0}}+\left(\frac{\beta(1-\alpha) T_{\min }^{\beta-1}}{\mathbb{A B}(\alpha)}+\frac{\alpha T^{\alpha+\beta-1} \Gamma(\beta+1)}{\mathbb{A B}(\alpha) \Gamma(\alpha+\beta)}\right)\left[\mathcal{L}_{2} r_{1}+\mathbb{G}_{2}^{*}\right],  \tag{4.24}\\
& \left\|\mathcal{T}_{3} I_{h}\right\| \leq I_{h_{0}}+\left(\frac{\beta(1-\alpha) T_{\min }^{\beta-1}}{\mathbb{A B}(\alpha)}+\frac{\alpha T^{\alpha+\beta-1} \Gamma(\beta+1)}{\mathbb{A B}(\alpha) \Gamma(\alpha+\beta)}\right)\left[\mathcal{L}_{3} r_{1}+\mathbb{G}_{3}^{*}\right],  \tag{4.25}\\
& \left\|\mathcal{T}_{4} Q_{h}\right\| \leq Q_{h_{0}}+\left(\frac{\beta(1-\alpha) T_{\min }^{\beta-1}}{\mathbb{A B}(\alpha)}+\frac{\alpha T^{\alpha+\beta-1} \Gamma(\beta+1)}{\mathbb{A B}(\alpha) \Gamma(\alpha+\beta)}\right)\left[\mathcal{L}_{4} r_{1}+\mathbb{G}_{4}^{*}\right],  \tag{4.26}\\
& \left\|\mathcal{T}_{5} R_{h}\right\| \leq R_{h_{0}}+\left(\frac{\beta(1-\alpha) T_{\min }^{\beta-1}}{\mathbb{A B B}(\alpha)}+\frac{\alpha T^{\alpha+\beta-1} \Gamma(\beta+1)}{\mathbb{A B}(\alpha) \Gamma(\alpha+\beta)}\right)\left[\mathcal{L}_{5} r_{1}+\mathbb{G}_{5}^{*}\right],  \tag{4.27}\\
& \left\|\mathcal{T}_{6} S_{r}\right\| \leq S_{r_{0}}+\left(\frac{\beta(1-\alpha) T_{\min }^{\beta-1}}{\mathbb{A B}(\alpha)}+\frac{\alpha T^{\alpha+\beta-1} \Gamma(\beta+1)}{\mathbb{A B}(\alpha) \Gamma(\alpha+\beta)}\right)\left[\mathcal{L}_{6} r_{1}+\mathbb{G}_{6}^{*}\right],  \tag{4.28}\\
& \left\|\mathcal{T}_{7} E_{r}\right\| \leq E_{r_{0}}+\left(\frac{\beta(1-\alpha) T_{\min }^{\beta-1}}{\mathbb{A B}(\alpha)}+\frac{\alpha T^{\alpha+\beta-1} \Gamma(\beta+1)}{\mathbb{A B}(\alpha) \Gamma(\alpha+\beta)}\right)\left[\mathcal{L}_{7} r_{1}+\mathbb{G}_{7}^{*}\right],  \tag{4.29}\\
& \left\|\mathcal{T}_{8} I_{r}\right\| \leq I_{r_{0}}+\left(\frac{\beta(1-\alpha) T_{\min }^{\beta-1}}{\mathbb{A B}(\alpha)}+\frac{\alpha T^{\alpha+\beta-1} \Gamma(\beta+1)}{\mathbb{A B}(\alpha) \Gamma(\alpha+\beta)}\right)\left[\mathcal{L}_{8} r_{1}+\mathbb{G}_{8}^{*}\right] \tag{4.30}
\end{align*}
$$

From (4.23)-(4.30), implies that $\mathcal{T} D_{r_{1}} \subset D_{r_{1}}$.

## Step II. We show $\mathcal{T}$ is a contraction.

Assume that $\left(S_{h}, E_{h}, I_{h}, Q_{h}, R_{h}, S_{r}, E_{r}, I_{r}\right) \in D_{r_{1}}$ and $\left(S_{h}^{*}, E_{h}^{*} I_{h}^{*}, Q_{h}^{*}, R_{h}^{*}, S_{r}^{*}, E_{r}^{*}, I_{r}^{*}\right) \in D_{r_{1}}$, we have

$$
\begin{aligned}
& \left|\left(\mathcal{T}_{1} S_{h}\right)(t)-\left(\mathcal{T}_{1} S_{h}^{*}\right)(t)\right| \\
\leq & \frac{\beta t^{\beta-1}(1-\alpha)}{\mathbb{A B}(\alpha)}\left|\mathrm{G}_{1}\left(t, S_{h}(t)\right)-\mathrm{G}_{1}\left(t, S_{h}^{*}(t)\right)\right| \\
& +\frac{\alpha \beta}{\mathbb{A B}(\alpha) \Gamma(\alpha)} \int_{0}^{t} s^{\beta-1}(t-s)^{\alpha-1}\left|G_{1}\left(s, S_{h}(s)\right)-\mathbb{G}_{1}\left(s, S_{h}^{*}(s)\right)\right| d s \\
\leq & \frac{\beta t^{\beta-1}(1-\alpha)}{\mathbb{A B}(\alpha)}\left[\mathcal { L } _ { 1 } \left(\left|S_{h}(t)-S_{h}^{*}(t)\right|+\left|E_{h}(t)-E_{h}^{*}(t)\right|+\left|I_{h}(t)-I_{h}^{*}(t)\right|+\left|Q_{h}(t)-Q_{h}^{*}(t)\right|\right.\right.
\end{aligned}
$$

$$
\begin{aligned}
& \left.\left.+\left|R_{h}(t)-R_{h}^{*}(t)\right|+\left|S_{r}(t)-S_{r}^{*}(t)\right|+\left|E_{r}(t)-E_{r}^{*}(t)\right|+\left|I_{r}(t)-I_{r}^{*}(t)\right|\right)\right] \\
& +\frac{\alpha \beta}{\operatorname{AB}(\alpha) \Gamma(\alpha)} \int_{0}^{t} s^{\beta-1}(t-s)^{\alpha-1}\left[\mathcal { L } _ { 1 } \left(\left|S_{h}(s)-S_{h}^{*}(s)\right|+\left|E_{h}(s)-E_{h}^{*}(s)\right|+\left|I_{h}(s)-I_{h}^{*}(s)\right|\right.\right. \\
& \left.\left.+\left|Q_{h}(s)-Q_{h}^{*}(s)\right|+\left|R_{h}(s)-R_{h}^{*}(s)\right|+\left|S_{r}(s)-S_{r}^{*}(s)\right|+\left|E_{r}(s)-E_{r}^{*}(s)\right|+\left|I_{r}(s)-I_{r}^{*}(s)\right|\right)\right] d s \\
\leq & \left(\beta(1-\alpha) T_{\min }^{\beta-1}+\frac{\alpha T^{\alpha+\beta-1} \Gamma(\beta+1)}{\Gamma(\alpha+\beta)}\right) \frac{\mathcal{L}_{1}}{\operatorname{AB}(\alpha)}\left(\left\|\mid S_{h}-S_{h}^{*}\right\|+\left\|E_{h}-E_{h}^{*}\right\|+\left\|I_{h}-I_{h}^{*}\right\|\right. \\
& \left.+\left\|Q_{h}-Q_{h}^{*}\right\|+\left\|R_{h}-R_{h}^{*}\right\|+\left\|S_{r}-S_{r}^{*}\right\|+\left\|E_{r}-E_{r}^{*}\right\|+\left\|I_{r}-I_{r}^{*}\right\|\right),
\end{aligned}
$$

then,

$$
\begin{align*}
\left\|\mathcal{T}_{1} S_{h}-\mathcal{T}_{1} S_{h}^{*}\right\| \leq & \left(\beta(1-\alpha) T_{\min }^{\beta-1}+\frac{\alpha T^{\alpha+\beta-1} \Gamma(\beta+1)}{\Gamma(\alpha+\beta)}\right) \frac{\mathcal{L}_{1}}{\mathbb{A B}(\alpha)}\left(\left\|S_{h}-S_{h}^{*}\right\|+\left\|E_{h}-E_{h}^{*}\right\|+\left\|I_{h}-I_{h}^{*}\right\|\right. \\
& \left.+\left\|Q_{h}-Q_{h}^{*}\right\|+\left\|R_{h}-R_{h}^{*}\right\|+\left\|S_{r}-S_{r}^{*}\right\|+\left\|E_{r}-E_{r}^{*}\right\|+\left\|I_{r}-I_{r}^{*}\right\|\right) \tag{4.31}
\end{align*}
$$

Similarly procedure, which implies that

$$
\begin{align*}
\left\|\mathcal{T}_{2} E_{h}-\mathcal{T}_{2} E_{h}^{*}\right\| \leq & \left(\beta(1-\alpha) T_{\min }^{\beta-1}+\frac{\alpha T^{\alpha+\beta-1} \Gamma(\beta+1)}{\Gamma(\alpha+\beta)}\right) \frac{\mathcal{L}_{2}}{\mathbb{A B}(\alpha)}\left(\left\|S_{h}-S_{h}^{*}\right\|+\left\|E_{h}-E_{h}^{*}\right\|+\left\|I_{h}-I_{h}^{*}\right\|\right. \\
& \left.+\left\|Q_{h}-Q_{h}^{*}\right\|+\left\|R_{h}-R_{h}^{*}\right\|+\left\|S_{r}-S_{r}^{*}\right\|+\left\|E_{r}-E_{r}^{*}\right\|+\left\|I_{r}-I_{r}^{*}\right\|\right)  \tag{4.32}\\
\left\|\mathcal{T}_{3} I_{h}-\mathcal{T}_{3} I_{h}^{*}\right\| \leq & \left(\beta(1-\alpha) T_{\min }^{\beta-1}+\frac{\alpha T^{\alpha+\beta-1} \Gamma(\beta+1)}{\Gamma(\alpha+\beta)}\right) \frac{\mathcal{L}_{3}}{\operatorname{AB}(\alpha)}\left(\left\|S_{h}-S_{h}^{*}\right\|+\left\|E_{h}-E_{h}^{*}\right\|+\left\|I_{h}-I_{h}^{*}\right\|\right. \\
& \left.+\left\|Q_{h}-Q_{h}^{*}\right\|+\left\|R_{h}-R_{h}^{*}\right\|+\left\|S_{r}-S_{r}^{*}\right\|+\left\|E_{r}-E_{r}^{*}\right\|+\left\|I_{r}-I_{r}^{*}\right\|\right),  \tag{4.33}\\
\left\|\mathcal{T}_{4} Q_{h}-\mathcal{T}_{4} Q_{h}^{*}\right\| \leq & \left(\beta(1-\alpha) T_{\min }^{\beta-1}+\frac{\alpha T^{\alpha+\beta-1} \Gamma(\beta+1)}{\Gamma(\alpha+\beta)}\right) \frac{\mathcal{L}_{4}}{\mathbb{A B}(\alpha)}\left(\left\|S_{h}-S_{h}^{*}\right\|+\left\|E_{h}-E_{h}^{*}\right\|+\left\|I_{h}-I_{h}^{*}\right\|\right. \\
\left\|\mathcal{T}_{5} R_{h}-\mathcal{T}_{5} R_{h}^{*}\right\| \leq & \left(\beta(1-\alpha) T_{\min }^{\beta-1}+\frac{\alpha T^{\alpha+\beta-1} \Gamma(\beta+1)}{\Gamma(\alpha+\beta)}\right) \frac{\mathcal{L}_{5}}{\mathbb{A B}(\alpha)}\left(\left\|S_{h}-S_{h}^{*}\right\|+\left\|E_{h}-E_{h}^{*}\right\|+\left\|I_{h}-I_{h}^{*}\right\|\right. \\
& \left.+\left\|Q_{h}-Q_{h}^{*}\right\|+\left\|R_{h}-R_{h}^{*}\right\|+\left\|S_{r}-S_{r}^{*}\right\|+\left\|E_{r}-E_{r}^{*}\right\|+\left\|I_{r}-I_{r}^{*}\right\|\right),  \tag{4.35}\\
\left\|\mathcal{T}_{6} S_{r}-\mathcal{T}_{6} S_{r}^{*}\right\| \leq & \left(\beta(1-\alpha) T_{\min }^{\beta-1}+\frac{\alpha T^{\alpha+\beta-1} \Gamma(\beta+1)}{\Gamma(\alpha+\beta)}\right) \frac{\mathcal{L}_{6}}{\operatorname{ABB}(\alpha)}\left(\left\|S_{h}-S_{h}^{*}\right\|+\left\|E_{h}-E_{h}^{*}\right\|+\left\|I_{h}-I_{h}^{*}\right\|\right. \\
& \left.+\left\|Q_{h}-Q_{h}^{*}\right\|+\left\|R_{h}-R_{h}^{*}\right\|+\left\|S_{r}-S_{r}^{*}\right\|+\left\|E_{r}-E_{r}^{*}\right\|+\left\|I_{r}-I_{r}^{*}\right\|\right),  \tag{4.36}\\
\left\|\mathcal{T}_{7} E_{r}-\mathcal{T}_{7} E_{r}^{*}\right\| \leq & \left(\beta(1-\alpha) T_{\min }^{\beta-1}+\frac{\alpha T^{\alpha+\beta-1} \Gamma(\beta+1)}{\Gamma(\alpha+\beta)}\right) \frac{\mathcal{L}_{7}}{\mathbb{A B B}(\alpha)}\left(\left\|S_{h}-S_{h}^{*}\right\|+\left\|E_{h}-E_{h}^{*}\right\|+\left\|I_{h}-I_{h}^{*}\right\|\right. \\
& \left.+\left\|Q_{h}-Q_{h}^{*}\right\|+\left\|R_{h}-R_{h}^{*}\right\|+\left\|S_{r}-S_{r}^{*}\right\|+\left\|E_{r}-E_{r}^{*}\right\|+\left\|I_{r}-I_{r}^{*}\right\|\right),
\end{align*}
$$

$$
\begin{align*}
\left\|\mathcal{T}_{8} I_{r}-\mathcal{T}_{8} I_{r}^{*}\right\| \leq & \left(\beta(1-\alpha) T_{\min }^{\beta-1}+\frac{\alpha T^{\alpha+\beta-1} \Gamma(\beta+1)}{\Gamma(\alpha+\beta)}\right) \frac{\mathcal{L}_{8}}{\operatorname{AB}(\alpha)}\left(\left\|S_{h}-S_{h}^{*}\right\|+\left\|E_{h}-E_{h}^{*}\right\|+\left\|I_{h}-I_{h}^{*}\right\|\right. \\
& \left.+\left\|Q_{h}-Q_{h}^{*}\right\|+\left\|R_{h}-R_{h}^{*}\right\|+\left\|S_{r}-S_{r}^{*}\right\|+\left\|E_{r}-E_{r}^{*}\right\|+\left\|I_{r}-I_{r}^{*}\right\|\right) . \tag{4.38}
\end{align*}
$$

Since, $\mathcal{T}=\left(\mathcal{T}_{1}, \mathcal{T}_{2}, \mathcal{T}_{3}, \mathcal{T}_{4}, \mathcal{T}_{5}, \mathcal{T}_{6}, \mathcal{T}_{7}, \mathcal{T}_{8}\right)$ and $\mathcal{L}_{\max }>0$ with the results (4.31)-(4.38), we obtain

$$
\begin{aligned}
& \left\|\mathcal{T}\left(S_{h}, E_{h}, I_{h}, Q_{h}, R_{h}, S_{r}, E_{r}, I_{r}\right)-\mathcal{T}\left(S_{h}^{*}, E_{h}^{*}, I_{h}^{*}, Q_{h}^{*}, R_{h}^{*}, S_{r}^{*}, E_{r}^{*}, I_{r}^{*}\right)\right\| \\
\leq & \left(\beta(1-\alpha) T_{\min }^{\beta-1}+\frac{\alpha T^{\alpha+\beta-1} \Gamma(\beta+1)}{\Gamma(\alpha+\beta)}\right) \frac{\mathcal{L}_{\max }}{\operatorname{AB}(\alpha)}\left(\left\|S_{h}-S_{h}^{*}\right\|+\left\|E_{h}-E_{h}^{*}\right\|\right. \\
& \left.+\left\|I_{h}-I_{h}^{*}\right\|+\left\|Q_{h}-Q_{h}^{*}\right\|+\left\|R_{h}-R_{h}^{*}\right\|+\left\|S_{r}-S_{r}^{*}\right\|+\left\|E_{r}-E_{r}^{*}\right\|+\left\|I_{r}-I_{r}^{*}\right\|\right) .
\end{aligned}
$$

By the condition (4.22), then, $\mathcal{T}$ is a contraction. Therefore, by Lemma 2.5, the $\mathbb{F F}-\mathbb{M P X}$ model (2.8) has a solution.

Theorem 4.3. Assume that $\mathbb{G} \in \mathbb{X}$ satisfies the assumptions $\left(A_{1}\right)$ in Theorem 4.2, and
$\left(A_{2}\right)$ There exist constants $g_{i j}>0, i=0,1, \ldots, 8, j=1,2, \ldots, 8$, such that

$$
\left\{\begin{array}{l}
\left|G\left(t, S_{h}(t), E_{h}(t), I_{h}(t), R_{h}(t), Q_{h}(t), S_{r}(t), E_{r}(t), I_{r}(t)\right)\right|  \tag{4.39}\\
\leq g_{0 j}+g_{1 j}\left|S_{h}(t)\right|+g_{2 j}\left|E_{h}(t)\right|+g_{3 j}\left|I_{h}(t)\right|+g_{4 j}\left|R_{h}(t)\right| \\
\quad+g_{5 j}\left|Q_{h}(t)\right|+g_{6 j}\left|S_{r}(t)\right|+g_{7 j}\left|E_{r}(t)\right|+g_{8 j}\left|I_{r}(t)\right|
\end{array}\right.
$$

If

$$
\begin{equation*}
\beta(1-\alpha) T_{\min }^{\beta-1} \mathcal{L}_{\max }<\mathbb{A B}(\alpha) \tag{4.40}
\end{equation*}
$$

then, the $\mathbb{F F}-\mathbb{M P} \mathbb{X}$ model (2.8) has at least one solution.
Proof. Define a set $D_{r_{2}}:=\left\{\left(S_{h}, E_{h}, I_{h}, Q_{h}, R_{h}, S_{r}, E_{r}, I_{r}\right) \in \mathbb{X}:\left\|\left(S_{h}, E_{h}, I_{h}, Q_{h}, R_{h}, S_{r}, E_{r}, I_{r}\right)\right\| \leq r_{2}\right\}$.
By applying (4.5)-(4.12), we can be defined two operators $Q, \mathcal{P}: D_{r_{2}} \rightarrow \mathbb{X}$ where $Q=$ $\left(Q_{1}, Q_{2}, Q_{3}, Q_{4}, Q_{5}, Q_{6}, Q_{7}, Q_{8}\right)$ and $\mathcal{P}=\left(\mathcal{P}_{1}, \mathcal{P}_{2}, \mathcal{P}_{3}, \mathcal{P}_{4}, \mathcal{P}_{5}, \mathcal{P}_{6}, \mathcal{P}_{7}, \mathcal{P}_{8}\right)$. The operator $Q$ is defined by

$$
\left\{\begin{array}{l}
\left(Q_{1} S_{h}\right)(t)=S_{h}(0)+\frac{\beta t^{\beta-1}(1-\alpha) \mathbb{G}_{1}\left(t, S_{h}(t)\right)}{\mathbb{A B}(\alpha)}, \\
\left(Q_{2} E_{h}\right)(t)=E_{h}(0)+\frac{\beta t^{\beta-1}(1-\alpha) \mathfrak{G}_{2}\left(t, E_{h}(t)\right)}{\mathbb{A B}(\alpha)}, \\
\left(Q_{3} I_{h}\right)(t)=I_{h}(0)+\frac{\beta t^{\beta-1}(1-\alpha) \mathbb{G}_{3}\left(t, I_{h}(t)\right)}{\mathbb{A B}(\alpha)}, \\
\left(Q_{4} Q_{h}\right)(t)=Q_{h}(0)+\frac{\beta t^{\beta-1}(1-\alpha) \mathbb{G}_{4}\left(t, Q_{h}(t)\right)}{\mathbb{A B B}(\alpha)},  \tag{4.41}\\
\left(Q_{5} R_{h}\right)(t)=R_{h}(0)+\frac{\beta t^{\beta-1}(1-\alpha) \mathbb{G}_{5}\left(t, R_{h}(t)\right)}{\mathbb{A B}(\alpha)}, \\
\left(Q_{6} S_{r}\right)(t)=S_{r}(0)+\frac{\beta t^{\beta-1}(1-\alpha) \mathbb{G}_{6}\left(t, S_{r}(t)\right)}{\mathbb{A B B}(\alpha)}, \\
\left(Q_{7} E_{r}\right)(t)=E_{r}(0)+\frac{\beta t^{\beta-1}(1-\alpha) \mathbb{G}_{7}\left(t, E_{r}(t)\right)}{\mathbb{A B}(\alpha)}, \\
\left(Q_{8} I_{r}\right)(t)=I_{r}(0)+\frac{\beta t^{\beta-1}(1-\alpha) \mathbb{G}_{8}\left(t, I_{r}(t)\right)}{\mathbb{A B}(\alpha)},
\end{array}\right.
$$

and the operator $\mathscr{P}$ is defined by

$$
\begin{align*}
& \left(\left(\mathcal{P}_{1} S_{h}\right)(t)=\frac{\alpha \beta}{\mathbb{A B}(\alpha) \Gamma(\alpha)} \int_{0}^{t} s^{\beta-1}(t-s)^{\alpha-1} \mathbb{G}_{1}\left(s, S_{h}(s)\right) d s,\right. \\
& \left(\mathcal{P}_{2} E_{h}\right)(t)=\frac{\alpha \beta}{\operatorname{AB}(\alpha) \Gamma(\alpha)} \int_{0}^{t} s^{\beta-1}(t-s)^{\alpha-1} \mathbb{G}_{2}\left(s, E_{h}(s)\right) d s, \\
& \left(\mathcal{P}_{3} I_{h}\right)(t)=\frac{\alpha \beta}{\operatorname{AB}(\alpha) \Gamma(\alpha)} \int_{0}^{t} s^{\beta-1}(t-s)^{\alpha-1} \mathbb{G}_{3}\left(s, I_{h}(s)\right) d s, \\
& \left(\mathcal{P}_{4} Q_{h}\right)(t)=\frac{\alpha \beta}{\mathbb{A B}(\alpha) \Gamma(\alpha)} \int_{0}^{t} s^{\beta-1}(t-s)^{\alpha-1} \mathrm{G}_{4}\left(s, Q_{h}(s)\right) d s \text {, }  \tag{4.42}\\
& \left(\mathcal{P}_{5} R_{h}\right)(t)=\frac{\alpha \beta}{\operatorname{AB}(\alpha) \Gamma(\alpha)} \int_{0}^{t} s^{\beta-1}(t-s)^{\alpha-1} \mathbb{G}_{5}\left(s, R_{h}(s)\right) d s, \\
& \left(\mathcal{P}_{6} S_{r}\right)(t)=\frac{\alpha \beta}{\operatorname{AB}(\alpha) \Gamma(\alpha)} \int_{0}^{t} s^{\beta-1}(t-s)^{\alpha-1} \mathrm{G}_{6}\left(s, S_{r}(s)\right) d s, \\
& \left(\mathcal{P}_{7} E_{r}\right)(t)=\frac{\alpha \beta}{\mathbb{A B}(\alpha) \Gamma(\alpha)} \int_{0}^{t} s^{\beta-1}(t-s)^{\alpha-1} \mathbb{G}_{7}\left(s, E_{r}(s)\right) d s, \\
& \left(\mathcal{P}_{8} I_{r}\right)(t)=\frac{\alpha \beta}{\operatorname{AB}(\alpha) \Gamma(\alpha)} \int_{0}^{t} s^{\beta-1}(t-s)^{\alpha-1} \mathrm{G}_{8}\left(s, I_{r}(s)\right) d s .
\end{align*}
$$

Using $\left(A_{1}\right)$ in Theorem 4.2, for any $\left(S_{h}, E_{h}, I_{h}, Q_{h}, R_{h}, S_{r}, E_{r}, I_{r}\right) \in D_{r_{1}}$ and $\left(S_{h}^{*}, E_{h}^{*}, I_{h}^{*}, Q_{h}^{*}, R_{h}^{*}\right.$, $\left.S_{r}^{*}, E_{r}^{*}, I_{r}^{*}\right) \in D_{r_{1}}$, we have

$$
\begin{aligned}
\left\|Q_{1} S_{h}-Q_{1} S_{h}^{*}\right\| & \leq \frac{\beta(1-\alpha) T_{\min }^{\beta-1}}{\mathbb{A B}(\alpha)} \sup _{t \in \mathcal{J}}\left|\mathrm{G}_{1}\left(t, S_{h}(t)\right)-\mathrm{G}_{1}\left(t, S_{h}^{*}(t)\right)\right| \\
& \leq \frac{\beta(1-\alpha) T_{\min }^{\beta-1} \mathcal{L}_{1}}{\mathbb{A B}(\alpha)}\left(\left\|S_{h}-S_{h}^{*}\right\|+\left\|E_{h}-E_{h}^{*}\right\|+\left\|I_{h}-I_{h}^{*}\right\|+\left\|Q_{h}-Q_{h}^{*}\right\|\right.
\end{aligned}
$$

$$
\begin{equation*}
\left.+\left\|R_{h}-R_{h}^{*}\right\|+\left\|S_{r}-S_{r}^{*}\right\|+\left\|E_{r}-E_{r}^{*}\right\|+\left\|I_{r}-I_{r}^{*}\right\|\right) . \tag{4.43}
\end{equation*}
$$

In the same process, we obtain that the following results

$$
\begin{align*}
\left\|Q_{2} E_{h}-Q_{2} E_{h}^{*}\right\| \leq & \frac{\beta(1-\alpha) T_{\min }^{\beta-1} \mathcal{L}_{2}}{\mathbb{A B}(\alpha)}\left(\left\|S_{h}-S_{h}^{*}\right\|+\left\|E_{h}-E_{h}^{*}\right\|+\left\|I_{h}-I_{h}^{*}\right\|+\left\|Q_{h}-Q_{h}^{*}\right\|\right. \\
& \left.+\left\|R_{h}-R_{h}^{*}\right\|+\left\|S_{r}-S_{r}^{*}\right\|+\left\|E_{r}-E_{r}^{*}\right\|+\left\|I_{r}-I_{r}^{*}\right\|\right),  \tag{4.44}\\
\left\|Q_{3} I_{h}-Q_{3} I_{h}^{*}\right\| \leq & \frac{\beta(1-\alpha) T_{\min }^{\beta-1} \mathcal{L}_{3}}{\mathbb{A B B}(\alpha)}\left\|S_{h}-S_{h}^{*}\right\|+\left\|E_{h}-E_{h}^{*}\right\|+\left\|I_{h}-I_{h}^{*}\right\|+\left\|Q_{h}-Q_{h}^{*}\right\| \\
& \left.+\left\|R_{h}-R_{h}^{*}\right\|+\left\|S_{r}-S_{r}^{*}\right\|+\left\|E_{r}-E_{r}^{*}\right\|+\left\|I_{r}-I_{r}^{*}\right\|\right),  \tag{4.45}\\
\left\|Q_{4} Q_{h}-Q_{4} Q_{h}^{*}\right\| \leq & \frac{\beta(1-\alpha) T_{\min }^{\beta-1} \mathcal{L}_{4}}{\mathbb{A B}(\alpha)}\left(\left\|S_{h}-S_{h}^{*}\right\|+\left\|E_{h}-E_{h}^{*}\right\|+\left\|I_{h}-I_{h}^{*}\right\|+\left\|Q_{h}-Q_{h}^{*}\right\|\right. \\
& \left.+\left\|R_{h}-R_{h}^{*}\right\|+\left\|S_{r}-S_{r}^{*}\right\|+\left\|E_{r}-E_{r}^{*}\right\|+\left\|I_{r}-I_{r}^{*}\right\|\right),  \tag{4.46}\\
\left\|Q_{5} R_{h}-Q_{5} R_{h}^{*}\right\| \leq & \frac{\beta(1-\alpha) T_{\min }^{\beta-1} \mathcal{L}_{5}}{\mathbb{A B}(\alpha)}\left(\left\|S_{h}-S_{h}^{*}\right\|+\left\|E_{h}-E_{h}^{*}\right\|+\left\|I_{h}-I_{h}^{*}\right\|+\left\|Q_{h}-Q_{h}^{*}\right\|\right. \\
& \left.+\left\|R_{h}-R_{h}^{*}\right\|+\left\|S_{r}-S_{r}^{*}\right\|+\left\|E_{r}-E_{r}^{*}\right\|+\left\|I_{r}-I_{r}^{*}\right\|\right),  \tag{4.47}\\
\left\|Q_{6} S_{r}-Q_{6} S_{r}^{*}\right\| \leq & \frac{\beta(1-\alpha) T_{\min }^{\beta-1} \mathcal{L}_{6}}{\mathbb{A B}(\alpha)}\left(\left\|S_{h}-S_{h}^{*}\right\|+\left\|E_{h}-E_{h}^{*}\right\|+\left\|I_{h}-I_{h}^{*}\right\|+\left\|Q_{h}-Q_{h}^{*}\right\|\right. \\
& \left.+\left\|R_{h}-R_{h}^{*}\right\|+\left\|S_{r}-S_{r}^{*}\right\|+\left\|E_{r}-E_{r}^{*}\right\|+\left\|I_{r}-I_{r}^{*}\right\|\right),  \tag{4.48}\\
\left\|Q_{7} E_{r}-Q_{7} E_{r}^{*}\right\| \leq & \frac{\beta(1-\alpha) T_{\min }^{\beta-1} \mathcal{L}_{7}}{\mathbb{A B B}(\alpha)}\left(\left\|S_{h}-S_{h}^{*}\right\|+\left\|E_{h}-E_{h}^{*}\right\|+\left\|I_{h}-I_{h}^{*}\right\|+\left\|Q_{h}-Q_{h}^{*}\right\|\right. \\
& \left.+\left\|R_{h}-R_{h}^{*}\right\|+\left\|S_{r}-S_{r}^{*}\right\|+\left\|E_{r}-E_{r}^{*}\right\|+\left\|I_{r}-I_{r}^{*}\right\|\right),  \tag{4.49}\\
\| & \left.+\left\|R_{h}-R_{h}^{*}\right\|+\left\|S_{r}-S_{r}^{*}\right\|+\left\|E_{r}-E_{r}^{*}\right\|+\left\|I_{r}-I_{r}^{*}\right\|\right) .
\end{align*}
$$

From (4.43)-(4.50) with $\mathcal{L}_{\text {max }}$, it follows that

$$
\begin{aligned}
& \left\|Q\left(S_{h}, E_{h}, I_{h}, Q_{h}, R_{h}, S_{r}, E_{r}, I_{r}\right)-Q\left(S_{h}^{*}, E_{h}^{*}, I_{h}^{*}, Q_{h}^{*}, R_{h}^{*}, S_{r}^{*}, E_{r}^{*}, I_{r}^{*}\right)\right\| \\
\leq & \frac{\beta(1-\alpha) T_{\min }^{\beta-1} \mathcal{L}_{\max }}{\mathbb{A B}(\alpha)}\left\|\left(S_{h}, E_{h}, I_{h}, Q_{h}, R_{h}, S_{r}, E_{r}, I_{r}\right)-\left(S_{h}^{*}, E_{h}^{*}, I_{h}^{*}, Q_{h}^{*}, R_{h}^{*}, S_{r}^{*}, E_{r}^{*}, I_{r}^{*}\right)\right\|
\end{aligned}
$$

Therefore, $Q$ is a contraction.
Next, we prove that $\mathcal{P}$ is continuous and compact, which yields that $\mathcal{P}$ is completely continuous. Then, it is sufficient condition to prove that $\mathcal{P}$ is bounded and equicontinuous. Using $\left(A_{2}\right)$, it is
obviously that $\mathcal{P}$ is continuous as $Q$ is also continuous. Hence, for any $t \in \mathcal{J}$, we get

$$
\begin{align*}
\left\|\mathcal{P}_{1} S_{h}\right\| \leq & \frac{\alpha \beta}{\mathbb{A B}(\alpha) \Gamma(\alpha)} \sup _{t \in \mathcal{J}}\left|\int_{0}^{t} s^{\beta-1}(t-s)^{\alpha-1} G_{1}\left(s, S_{h}(s)\right) d s\right| \\
\leq & \frac{\alpha \beta}{\mathbb{A B}(\alpha) \Gamma(\alpha)} \int_{0}^{t} s^{\beta-1}(t-s)^{\alpha-1} \sup _{t \in \mathcal{J}}\left|G_{1}\left(s, S_{h}(s)\right)\right| d s \\
\leq & \frac{\alpha T^{\alpha+\beta-1} \Gamma(\beta+1)}{\mathbb{A B}(\alpha) \Gamma(\alpha+\beta)}\left[g_{01}+g_{11}\left\|S_{h}\right\|+g_{21}\left\|E_{h}\right\|+g_{31}\left\|I_{h}\right\|+g_{41}\left\|R_{h}\right\|\right. \\
& \left.+g_{51}\left\|Q_{h}\right\|+g_{61}\left\|S_{r}\right\|+g_{71}\left\|E_{r}\right\|+g_{81}\left\|I_{r}\right\|\right] . \tag{4.51}
\end{align*}
$$

Then, $\mathcal{P}_{1}$ is bounded. In the same ways, we have

$$
\begin{align*}
\left\|\mathcal{P}_{2} E_{h}\right\| \leq & \frac{\alpha T^{\alpha+\beta-1} \Gamma(\beta+1)}{\mathbb{A B}(\alpha) \Gamma(\alpha+\beta)}\left[g_{02}+g_{12}\left\|S_{h}\right\|+g_{22}\left\|E_{h}\right\|+g_{32}\left\|I_{h}\right\|+g_{42}\left\|R_{h}\right\|\right. \\
& \left.+g_{52}\left\|Q_{h}\right\|+g_{62}\left\|S_{r}\right\|+g_{72}\left\|E_{r}\right\|+g_{82}\left\|I_{r}\right\|\right],  \tag{4.52}\\
\left\|\mathcal{P}_{3} I_{h}\right\| \leq & \frac{\alpha T^{\alpha+\beta-1} \Gamma(\beta+1)}{\mathbb{A B}(\alpha) \Gamma(\alpha+\beta)}\left[g_{03}+g_{13}\left\|S_{h}\right\|+g_{23}\left\|E_{h}\right\|+g_{33}\left\|I_{h}\right\|+g_{43}\left\|R_{h}\right\|\right. \\
& \left.+g_{53}\left\|Q_{h}\right\|+g_{63}\left\|S_{r}\right\|+g_{73}\left\|E_{r}\right\|+g_{83}\left\|I_{r}\right\|\right],  \tag{4.53}\\
\left\|\mathcal{P}_{4} Q_{h}\right\| \leq & \frac{\alpha T^{\alpha+\beta-1} \Gamma(\beta+1)}{\mathbb{A B}(\alpha) \Gamma(\alpha+\beta)}\left[g_{04}+g_{14}\left\|S_{h}\right\|+g_{24}\left\|E_{h}\right\|+g_{34}\left\|I_{h}\right\|+g_{44}\left\|R_{h}\right\|\right. \\
& \left.+g_{54}\left\|Q_{h}\right\|+g_{64}\left\|S_{r}\right\|+g_{74}\left\|E_{r}\right\|+g_{84}\left\|I_{r}\right\|\right],  \tag{4.54}\\
\left\|\mathcal{P}_{5} R_{h}\right\| \leq & \frac{\alpha T^{\alpha+\beta-1} \Gamma(\beta+1)}{\mathbb{A B}(\alpha) \Gamma(\alpha+\beta)}\left[g_{05}+g_{15}\left\|S_{h}\right\|+g_{25}\left\|E_{h}\right\|+g_{35}\left\|I_{h}\right\|+g_{45}\left\|R_{h}\right\|\right. \\
& \left.+g_{55}\left\|Q_{h}\right\|+g_{65}\left\|S_{r}\right\|+g_{75}\left\|E_{r}\right\|+g_{85}\left\|I_{r}\right\|\right],  \tag{4.55}\\
\left\|\mathcal{P}_{6} S_{r}\right\| \leq & \frac{\alpha T^{\alpha+\beta-1} \Gamma(\beta+1)}{\mathbb{A B}(\alpha) \Gamma(\alpha+\beta)}\left[g_{06}+g_{16}\left\|S_{h}\right\|+g_{26}\left\|E_{h}\right\|+g_{36}\left\|I_{h}\right\|+g_{46}\left\|R_{h}\right\|\right. \\
& \left.+g_{56}\left\|Q_{h}\right\|+g_{66}\left\|S_{r}\right\|+g_{76}\left\|E_{r}\right\|+g_{86}\left\|I_{r}\right\|\right],  \tag{4.56}\\
\left\|\mathcal{P}_{7} E_{r}\right\| \leq & \frac{\alpha T^{\alpha+\beta-1} \Gamma(\beta+1)}{\mathbb{A B}(\alpha) \Gamma(\alpha+\beta)}\left[g_{07}+g_{17}\left\|S_{h}\right\|+g_{27}\left\|E_{h}\right\|+g_{37}\left\|I_{h}\right\|+g_{47}\left\|R_{h}\right\|\right. \\
& \left.+g_{57}\left\|Q_{h}\right\|+g_{67}\left\|S_{r}\right\|+g_{77}\left\|E_{r}\right\|+g_{87}\left\|I_{r}\right\|\right],  \tag{4.57}\\
\left\|\mathcal{P}_{8} I_{r}\right\| \leq & \frac{\alpha T^{\alpha+\beta-1} \Gamma(\beta+1)}{\mathbb{A B}(\alpha) \Gamma(\alpha+\beta)}\left[g_{08}+g_{18}\left\|S_{h}\right\|+g_{28}\left\|E_{h}\right\|+g_{38}\left\|I_{h}\right\|+g_{48}\left\|R_{h}\right\|\right. \\
& \left.+g_{58}\left\|Q_{h}\right\|+g_{68}\left\|S_{r}\right\|+g_{78}\left\|E_{r}\right\|+g_{88}\left\|I_{r}\right\|\right] . \tag{4.58}
\end{align*}
$$

By applying (4.51)-(4.58) and setting $\|\mathcal{P}\|=\max \left\{\left\|\mathcal{P}_{1}\right\|+\left\|\mathcal{P}_{2}\right\|+\left\|\mathcal{P}_{3}\right\|+\left\|\mathcal{P}_{4}\right\|+\left\|\mathcal{P}_{5}\right\|+\left\|\mathcal{P}_{6}\right\|+\right.$ $\left.\left\|\mathcal{P}_{7}\right\|+\left\|\mathcal{P}_{8}\right\|\right\}$ with $g_{0}^{*}=\max \left\{g_{0 j}\right\}, g_{1}^{*}=\max \left\{g_{1 j}\right\}, g_{2}^{*}=\max \left\{g_{2 j}\right\}, g_{3}^{*}=\max \left\{g_{3 j}\right\}, g_{4}^{*}=\max \left\{g_{4 j}\right\}$,
$g_{5}^{*}=\max \left\{g_{5 j}\right\}, g_{6}^{*}=\max \left\{g_{6 j}\right\}, g_{7}^{*}=\max \left\{g_{7 j}\right\}$, and $g_{8}^{*}=\max \left\{g_{8 j}\right\}$ for $j=1,2, \ldots, 8$, it follows that

$$
\begin{aligned}
\left\|\mathcal{P}\left(S_{h}, E_{h}, I_{h}, Q_{h}, R_{h}, S_{r}, E_{r}, I_{r}\right)\right\| \leq & \frac{\alpha T^{\alpha+\beta-1} \Gamma(\beta+1)}{\mathbb{A B}(\alpha) \Gamma(\alpha+\beta)}\left[g_{0}^{*}+g_{1}^{*}\left\|S_{h}\right\|+g_{2}^{*}\left\|E_{h}\right\|+g_{3}^{*}\left\|I_{h}\right\|+g_{4}^{*}\left\|R_{h}\right\|\right. \\
& \left.+g_{5}^{*}\left\|Q_{h}\right\|+g_{6}^{*}\left\|S_{r}\right\|+g_{7}^{*}\left\|E_{r}\right\|+g_{8}^{*}\left\|I_{r}\right\|\right]
\end{aligned}
$$

This implies that $\mathcal{P}$ is bounded. Next, we prove that $\mathcal{P}$ is equicontinuity. Suppose that $t_{1}, t_{2} \in \mathcal{J}$ with $0 \leq t_{1}<t_{2} \leq T$, we obtain that

$$
\begin{align*}
& \left|\left(\mathcal{P}_{1} S_{h}\right)\left(t_{2}\right)-\left(\mathcal{P}_{1} S_{h}\right)\left(t_{1}\right)\right| \\
\leq & \frac{\alpha \beta}{\mathbb{A B}(\alpha) \Gamma(\alpha)}\left|\int_{0}^{t_{2}} s^{\beta-1}\left(t_{2}-s\right)^{\alpha-1} d s-\int_{0}^{t_{1}} s^{\beta-1}\left(t_{1}-s\right)^{\alpha-1} d s\right|\left|\mathbb{G}_{1}\left(s, S_{h}(s)\right)\right| \\
\leq & \frac{\alpha \Gamma(\beta+1)}{\mathbb{A B}(\alpha) \Gamma(\alpha+\beta)}\left|t_{1}^{\alpha+\beta-1}-t_{2}^{\alpha+\beta-1}+2\left(t_{2}-t_{1}\right)^{\alpha+\beta-1}\right|\left[g_{01}+g_{11}\left\|S_{h}\right\|+g_{21}\left\|E_{h}\right\|\right. \\
& \left.+g_{31}\left\|I_{h}\right\|+g_{41}\left\|R_{h}\right\|+g_{51}\left\|Q_{h}\right\|+g_{61}\left\|S_{r}\right\|+g_{71}\left\|E_{r}\right\|+g_{81}\left\|I_{r}\right\|\right] \\
\leq & \frac{\alpha \Gamma(\beta+1)}{\mathbb{A B}(\alpha) \Gamma(\alpha+\beta)}\left|t_{1}^{\alpha+\beta-1}-t_{2}^{\alpha+\beta-1}+2\left(t_{2}-t_{1}\right)^{\alpha+\beta-1}\right|\left[g_{01}+r_{2} \sum_{i=1}^{8} g_{i 1}\right] . \tag{4.59}
\end{align*}
$$

Notice that, the right side of (4.59) is independent of $\left(S_{h}, E_{h}, I_{h}, Q_{h}, R_{h}, S_{r}, E_{r}, I_{r}\right)$ and $\left|\left(\mathcal{P}_{1} S_{h}\right)\left(t_{2}\right)-\left(\mathcal{P}_{1} S_{h}\right)\left(t_{1}\right)\right| \rightarrow 0$ as $t_{2} \rightarrow t_{1}$, which implies that $\mathcal{P}_{1}$ is bounded, uniformly continuous and compact that is $\mathcal{P}_{1}$ is completely continuous.

In the same ways, we have the following inequality

$$
\begin{align*}
& \left|\left(\mathcal{P}_{2} E_{h}\right)\left(t_{2}\right)-\left(\mathcal{P}_{2} E_{h}\right)\left(t_{1}\right)\right| \\
\leq & \frac{\alpha \Gamma(\beta+1)}{\mathbb{A B}(\alpha) \Gamma(\alpha+\beta)}\left|t_{1}^{\alpha+\beta-1}-t_{2}^{\alpha+\beta-1}+2\left(t_{2}-t_{1}\right)^{\alpha+\beta-1}\right|\left[g_{02}+r_{2} \sum_{i=1}^{8} g_{i 2}\right],  \tag{4.60}\\
& \left|\left(\mathcal{P}_{3} I_{h}\right)\left(t_{2}\right)-\left(\mathcal{P}_{3} I_{h}\right)\left(t_{1}\right)\right| \\
\leq & \frac{\alpha \Gamma(\beta+1)}{\mathbb{A B}(\alpha) \Gamma(\alpha+\beta)}\left|t_{1}^{\alpha+\beta-1}-t_{2}^{\alpha+\beta-1}+2\left(t_{2}-t_{1}\right)^{\alpha+\beta-1}\right|\left[g_{03}+r_{2} \sum_{i=1}^{8} g_{i 3}\right],  \tag{4.61}\\
& \left|\left(\mathcal{P}_{4} Q_{h}\right)\left(t_{2}\right)-\left(\mathcal{P}_{4} Q_{h}\right)\left(t_{1}\right)\right| \\
\leq & \frac{\alpha \Gamma(\beta+1)}{\mathbb{A B}(\alpha) \Gamma(\alpha+\beta)}\left|t_{1}^{\alpha+\beta-1}-t_{2}^{\alpha+\beta-1}+2\left(t_{2}-t_{1}\right)^{\alpha+\beta-1}\right|\left[g_{04}+r_{2} \sum_{i=1}^{8} g_{i 4}\right],  \tag{4.62}\\
\leq & \left|\left(\mathcal{P}_{5} R_{h}\right)\left(t_{2}\right)-\left(\mathcal{P}_{5} R_{h}\right)\left(t_{1}\right)\right| \\
\leq & \frac{\alpha \Gamma(\beta+1)}{\mathbb{A B}(\alpha) \Gamma(\alpha+\beta)}\left|t_{1}^{\alpha+\beta-1}-t_{2}^{\alpha+\beta-1}+2\left(t_{2}-t_{1}\right)^{\alpha+\beta-1}\right|\left[g_{05}+r_{2} \sum_{i=1}^{8} g_{i 5}\right],  \tag{4.63}\\
\leq & \frac{\alpha \Gamma(\beta+1)}{\mathbb{A} B(\alpha) \Gamma(\alpha+\beta)}\left|t_{1}^{\alpha+\beta-1}-t_{2}^{\alpha+\beta-1}+2\left(t_{2}-t_{1}\right)^{\alpha+\beta-1}\right|\left[g_{06}+r_{2} \sum_{i=1}^{8} g_{i 6}\right],
\end{align*}
$$

$$
\begin{align*}
& \left|\left(\mathcal{P}_{7} E_{r}\right)\left(t_{2}\right)-\left(\mathcal{P}_{7} E_{r}\right)\left(t_{1}\right)\right| \\
\leq & \frac{\alpha \Gamma(\beta+1)}{\mathrm{AB}(\alpha) \Gamma(\alpha+\beta)}\left|t_{1}^{\alpha+\beta-1}-t_{2}^{\alpha+\beta-1}+2\left(t_{2}-t_{1}\right)^{\alpha+\beta-1}\right|\left[g_{07}+r_{2} \sum_{i=1}^{8} g_{i 7}\right],  \tag{4.65}\\
& \left|\left(\mathcal{P}_{8} I_{r}\right)\left(t_{2}\right)-\left(\mathcal{P}_{8} I_{r}\right)\left(t_{1}\right)\right| \\
\leq & \frac{\alpha \Gamma(\beta+1)}{\operatorname{ABB}(\alpha) \Gamma(\alpha+\beta)}\left|t_{1}^{\alpha+\beta-1}-t_{2}^{\alpha+\beta-1}+2\left(t_{2}-t_{1}\right)^{\alpha+\beta-1}\right|\left[g_{08}+r_{2} \sum_{i=1}^{8} g_{i 8}\right] . \tag{4.66}
\end{align*}
$$

Similarly, the above inequality (4.60)-(4.66), that is

$$
\left|\mathcal{P}_{i}\left(S_{h}, E_{h}, I_{h}, Q_{h}, R_{h}, S_{r}, E_{r}, I_{r}\right)\left(t_{2}\right)-\mathcal{P}_{i}\left(S_{h}, E_{h}, I_{h}, Q_{h}, R_{h}, S_{r}, E_{r}, I_{r}\right)\left(t_{1}\right)\right| \rightarrow 0 \text { as } t_{2} \rightarrow t_{1}
$$

for $i=2,3, \ldots, 8$, this yields that $\mathcal{P}_{i}, i=2,3, \ldots, 8$, is bounded, uniformly continuous and compact. This means $\mathcal{P}_{i}$ is completely continuous, for $i=2,3, \ldots, 8$.

By utilizing (4.59)-(4.66) and taking $\|\mathcal{P}\|$ with $g_{j}^{*}$ for $j=0,1, \ldots, 8$, we have

$$
\begin{align*}
& \left|\mathcal{P}\left(S_{h}, E_{h}, I_{h}, Q_{h}, R_{h}, S_{r}, E_{r}, I_{r}\right)\left(t_{2}\right)-\mathcal{P}\left(S_{h}, E_{h}, I_{h}, Q_{h}, R_{h}, S_{r}, E_{r}, I_{r}\right)\left(t_{1}\right)\right| \\
\leq & \frac{\alpha \Gamma(\beta+1)}{\mathbb{A B}(\alpha) \Gamma(\alpha+\beta)}\left|t_{1}^{\alpha+\beta-1}-t_{2}^{\alpha+\beta-1}+2\left(t_{2}-t_{1}\right)^{\alpha+\beta-1}\right|\left[g_{0}^{*}+r_{2} \sum_{i=1}^{8} g_{i}^{*}\right] . \tag{4.67}
\end{align*}
$$

Then, $\mathcal{P}$ is bounded, uniformly continuous and compact that is $\mathcal{P}$ is completely continuous. Therefore, by Lemma 2.6, the $\mathbb{F F}-\mathbb{M} \mathbb{X}$ model (2.8) has at least one solution.

## 5. Numerical schemes for the $\mathbb{F F}-\mathbb{M P} \mathbb{X}$ model

This section uses the Adams-Bashforth method based on two steps of Lagrange polynomials to generate the numerical schemes for the $\mathbb{F F}-\mathbb{M P X}$ model (2.8). We re-write these integral equations (4.5)-(4.12) at $t=t_{n+1}$, this yields

$$
\begin{aligned}
S_{h}\left(t_{n+1}\right) & =S_{h_{0}}+\frac{\beta(1-\alpha) t_{n}^{\beta-1} \mathbb{G}_{1}\left(t_{n}, S_{h}\left(t_{n}\right)\right)}{\mathbb{A B}(\alpha)}+\frac{\alpha \beta}{\mathbb{A B}(\alpha) \Gamma(\alpha)} \int_{0}^{t_{n+1}}\left(t_{n+1}-s\right)^{\alpha-1} s^{\beta-1} G_{1}\left(s, S_{h}(s)\right) d s, \\
E_{h}\left(t_{n+1}\right) & =E_{h_{0}}+\frac{\beta(1-\alpha) t_{n}^{\beta-1} \mathbb{G}_{2}\left(t_{n}, E_{h}\left(t_{n}\right)\right)}{\mathbb{A B}(\alpha)}+\frac{\alpha \beta}{\mathbb{A B}(\alpha) \Gamma(\alpha)} \int_{0}^{t_{n+1}}\left(t_{n+1}-s\right)^{\alpha-1} s^{\beta-1} G_{2}\left(s, E_{h}(s)\right) d s, \\
I_{h}\left(t_{n+1}\right) & =I_{h_{0}}+\frac{\beta(1-\alpha) t_{n}^{\beta-1} G_{3}\left(t_{n}, I_{h}\left(t_{n}\right)\right)}{\mathbb{A B}(\alpha)}+\frac{\alpha \beta}{\mathbb{A B}(\alpha) \Gamma(\alpha)} \int_{0}^{t_{n+1}}\left(t_{n+1}-s\right)^{\alpha-1} s^{\beta-1} G_{3}\left(s, I_{h}(s)\right) d s, \\
Q_{h}\left(t_{n+1}\right) & =Q_{h_{0}}+\frac{\beta(1-\alpha) t_{n}^{\beta-1} \mathbb{G}_{4}\left(\xi_{n}, Q_{h}\left(t_{n}\right)\right)}{\mathbb{A B B}(\alpha)}+\frac{\alpha \beta}{\mathbb{A B}(\alpha) \Gamma(\alpha)} \int_{0}^{t_{n+1}}\left(t_{n+1}-s\right)^{\alpha-1} s^{\beta-1} G_{4}\left(s, Q_{h}(s)\right) d s, \\
R_{h}\left(t_{n+1}\right) & =R_{h_{0}}+\frac{\beta(1-\alpha) t_{n}^{\beta-1} G_{5}\left(t_{n}, R_{h}\left(t_{n}\right)\right)}{\mathbb{A B}(\alpha)}+\frac{\alpha \beta}{\mathbb{A B}(\alpha) \Gamma(\alpha)} \int_{0}^{t_{n+1}}\left(t_{n+1}-s\right)^{\alpha-1} s^{\beta-1} G_{5}\left(s, R_{h}(s)\right) d s, \\
S_{r}\left(t_{n+1}\right) & =S_{r_{0}}+\frac{\beta(1-\alpha) t_{n}^{\beta-1} G_{6}\left(t_{n}, S_{r}\left(t_{n}\right)\right)}{\mathbb{A B}(\alpha)}+\frac{\alpha \beta}{\mathbb{A B}(\alpha) \Gamma(\alpha)} \int_{0}^{t_{n+1}}\left(t_{n+1}-s\right)^{\alpha-1} s^{\beta-1} G_{6}\left(s, S_{r}(s)\right) d s,
\end{aligned}
$$

$$
\begin{aligned}
E_{r}\left(t_{n+1}\right) & =E_{r_{0}}+\frac{\beta(1-\alpha) t_{n}^{\beta-1} \mathrm{G}_{7}\left(t_{n}, E_{r}\left(t_{n}\right)\right)}{\mathbb{A B}(\alpha)}+\frac{\alpha \beta}{\mathbb{A B}(\alpha) \Gamma(\alpha)} \int_{0}^{t_{n+1}}\left(t_{n+1}-s\right)^{\alpha-1} s^{\beta-1} \mathrm{G}_{7}\left(s, E_{r}(s)\right) d s \\
I_{r}\left(t_{n+1}\right) & =I_{r_{0}}+\frac{\beta(1-\alpha) t_{n}^{\beta-1} \mathrm{G}_{8}\left(t_{n}, I_{r}\left(t_{n}\right)\right)}{\mathbb{A B}(\alpha)}+\frac{\alpha \beta}{\mathbb{A B}(\alpha) \Gamma(\alpha)} \int_{0}^{t_{n+1}}\left(t_{n+1}-s\right)^{\alpha-1} s^{\beta-1} \mathrm{G}_{8}\left(s, I_{r}(s)\right) d s .
\end{aligned}
$$

So, the numerical approximation of the above integrals is formulated by

$$
\begin{aligned}
& S_{h}\left(t_{n+1}\right)=S_{h_{0}}+\frac{\beta(1-\alpha) t_{n}^{\beta-1} \mathbb{G}_{1}\left(t_{n}, S_{h}\left(t_{n}\right)\right)}{\mathbb{A B}(\alpha)} \\
& +\frac{\alpha \beta}{\mathbb{A B}(\alpha) \Gamma(\alpha)} \sum_{j=1}^{n} \int_{t_{j}}^{t_{j+1}}\left(t_{j+1}-s\right)^{\alpha-1} s^{\beta-1} \mathrm{G}_{1}\left(s, S_{h}^{j}(s)\right) d s, \\
& E_{h}\left(t_{n+1}\right)=E_{h_{0}}+\frac{\beta(1-\alpha) t_{n}^{\beta-1} G_{2}\left(t_{n}, E_{h}\left(t_{n}\right)\right)}{\mathbb{A B}(\alpha)} \\
& +\frac{\alpha \beta}{\mathbb{A B}(\alpha) \Gamma(\alpha)} \sum_{j=1}^{n} \int_{t_{j}}^{t_{j+1}}\left(t_{j+1}-s\right)^{\alpha-1} s^{\beta-1} \mathrm{G}_{2}\left(s, E_{h}^{j}(s)\right) d s, \\
& I_{h}\left(t_{n+1}\right)=I_{h_{0}}+\frac{\beta(1-\alpha) t_{n}^{\beta-1} \mathbb{G}_{3}\left(t_{n}, I_{h}\left(t_{n}\right)\right)}{\mathbb{A B}(\alpha)} \\
& +\frac{\alpha \beta}{\mathbb{A B}(\alpha) \Gamma(\alpha)} \sum_{j=1}^{n} \int_{t_{j}}^{t_{j+1}}\left(t_{j+1}-s\right)^{\alpha-1} s^{\beta-1} \mathbb{G}_{3}\left(s, I_{h}^{j}(s)\right) d s, \\
& Q_{h}\left(t_{n+1}\right)=Q_{h_{0}}+\frac{\beta(1-\alpha) t_{n}^{\beta-1} \mathrm{G}_{4}\left(t_{n}, Q_{h}\left(t_{n}\right)\right)}{\mathbb{A B}(\alpha)} \\
& +\frac{\alpha \beta}{\mathbb{A B}(\alpha) \Gamma(\alpha)} \sum_{j=1}^{n} \int_{t_{j}}^{t_{j+1}}\left(t_{j+1}-s\right)^{\alpha-1} s^{\beta-1} \mathrm{G}_{4}\left(s, Q_{h}^{j}(s)\right) d s, \\
& R_{h}\left(t_{n+1}\right)=R_{h_{0}}+\frac{\beta(1-\alpha) t_{n}^{\beta-1} G_{5}\left(t_{n}, R_{h}\left(t_{n}\right)\right)}{\mathbb{A B}(\alpha)} \\
& +\frac{\alpha \beta}{\mathbb{A B}(\alpha) \Gamma(\alpha)} \sum_{j=1}^{n} \int_{t_{j}}^{t_{j+1}}\left(t_{j+1}-s\right)^{\alpha-1} s^{\beta-1} \mathrm{G}_{5}\left(s, R_{h}^{j}(s)\right) d s, \\
& S_{r}\left(t_{n+1}\right)=S_{r_{0}}+\frac{\beta(1-\alpha) t_{n}^{\beta-1} G_{6}\left(t_{n}, S_{r}\left(t_{n}\right)\right)}{\operatorname{ABB}(\alpha)} \\
& +\frac{\alpha \beta}{\mathbb{A B}(\alpha) \Gamma(\alpha)} \sum_{j=1}^{n} \int_{t_{j}}^{t_{j+1}}\left(t_{j+1}-s\right)^{\alpha-1} s^{\beta-1} \mathrm{G}_{6}\left(s, S_{r}^{j}(s)\right) d s, \\
& E_{r}\left(t_{n+1}\right)=E_{r_{0}}+\frac{\beta(1-\alpha) t_{n}^{\beta-1} \mathbb{G}_{7}\left(t_{n}, E_{r}\left(t_{n}\right)\right)}{\mathbb{A B}(\alpha)} \\
& +\frac{\alpha \beta}{\mathbb{A B}(\alpha) \Gamma(\alpha)} \sum_{j=1}^{n} \int_{t_{j}}^{t_{j+1}}\left(t_{j+1}-s\right)^{\alpha-1} s^{\beta-1} \mathrm{G}_{7}\left(s, E_{r}^{j}(s)\right) d s,
\end{aligned}
$$

$$
\begin{aligned}
I_{r}\left(t_{n+1}\right)= & I_{r_{0}}+\frac{\beta(1-\alpha) t_{n}^{\beta-1} \mathbb{G}_{8}\left(t_{n}, I_{r}\left(t_{n}\right)\right)}{\mathbb{A B}(\alpha)} \\
& +\frac{\alpha \beta}{\operatorname{AB}(\alpha) \Gamma(\alpha)} \sum_{j=1}^{n} \int_{t_{j}}^{t_{j+1}}\left(t_{j+1}-s\right)^{\alpha-1} s^{\beta-1} \mathbb{G}_{8}\left(s, I_{r}^{j}(s)\right) d s
\end{aligned}
$$

Next, we use two-step Lagrange interpolation polynomials with $\Delta t=t_{j+1}-t_{j}$ to estimate the integrand functions on $\left[t_{j}, t_{j+1}\right]$. Thus, we have

$$
\begin{aligned}
S_{h}\left(t_{n+1}\right) & =S_{h_{0}}+\frac{\beta(1-\alpha) t_{n}^{\beta-1} \mathbb{G}_{1}\left(t_{n}, S_{h}\left(t_{n}\right)\right)}{\mathbb{A B}(\alpha)}+\frac{\alpha \beta}{\mathbb{A B}(\alpha) \Gamma(\alpha)} \sum_{j=1}^{n} \int_{t_{j}}^{t_{j+1}}\left(t_{j+1}-s\right)^{\alpha-1} s^{\beta-1} \mathcal{W}_{j}^{S_{h}}(s) d s, \\
E_{h}\left(t_{n+1}\right) & =E_{h_{0}}+\frac{\beta(1-\alpha) t_{n}^{\beta-1} G_{2}\left(t_{n}, E_{h}\left(t_{n}\right)\right)}{\mathbb{A B}(\alpha)}+\frac{\alpha \beta}{\mathbb{A B}(\alpha) \Gamma(\alpha)} \sum_{j=1}^{n} \int_{t_{j}}^{t_{j+1}}\left(t_{j+1}-s\right)^{\alpha-1} s^{\beta-1} \mathcal{W}_{j}^{E_{h}}(s) d s, \\
I_{h}\left(t_{n+1}\right) & =I_{h_{0}}+\frac{\beta(1-\alpha) t_{n}^{\beta-1} \mathbb{G}_{3}\left(t_{n}, I_{h}\left(t_{n}\right)\right)}{\mathbb{A B}(\alpha)}+\frac{\alpha \beta}{\mathbb{A B}(\alpha) \Gamma(\alpha)} \sum_{j=1}^{n} \int_{t_{j}}^{t_{j+1}}\left(t_{j+1}-s\right)^{\alpha-1} s^{\beta-1} \mathcal{W}_{j}^{I_{h}}(s) d s, \\
Q_{h}\left(t_{n+1}\right) & =Q_{h_{0}}+\frac{\beta(1-\alpha) t_{n}^{\beta-1} G_{4}\left(t_{n}, Q_{h}\left(t_{n}\right)\right)}{\mathbb{A B}(\alpha)}+\frac{\alpha \beta}{\mathbb{A B}(\alpha) \Gamma(\alpha)} \sum_{j=1}^{n} \int_{t_{j}}^{t_{j+1}}\left(t_{j+1}-s\right)^{\alpha-1} s^{\beta-1} \mathcal{W}_{j}^{Q_{h}}(s) d s, \\
R_{h}\left(t_{n+1}\right) & =R_{h_{0}}+\frac{\beta(1-\alpha) t_{n}^{\beta-1} G_{5}\left(t_{n}, R_{h}\left(t_{n}\right)\right)}{\mathbb{A B}(\alpha)}+\frac{\alpha \beta}{\mathbb{A B}(\alpha) \Gamma(\alpha)} \sum_{j=1}^{n} \int_{t_{j}}^{t_{j+1}}\left(t_{j+1}-s\right)^{\alpha-1} s^{\beta-1} \mathcal{W}_{j}^{R_{h}}(s) d s, \\
S_{r}\left(t_{n+1}\right) & =S_{r_{0}}+\frac{\beta(1-\alpha) t_{n}^{\beta-1} G_{6}\left(t_{n}, S_{r}\left(t_{n}\right)\right)}{\mathbb{A B}(\alpha)}+\frac{\alpha \beta}{\mathbb{A B}(\alpha) \Gamma(\alpha)} \sum_{j=1}^{n} \int_{t_{j}}^{t_{j+1}}\left(t_{j+1}-s\right)^{\alpha-1} s^{\beta-1} \mathcal{W}_{j}^{S_{r}}(s) d s, \\
E_{r}\left(t_{n+1}\right) & =E_{r_{0}}+\frac{\beta(1-\alpha) t_{n}^{\beta-1} G_{7}\left(t_{n}, E_{r}\left(t_{n}\right)\right)}{\mathbb{A B}(\alpha)}+\frac{\alpha \beta}{\mathbb{A} \mathbb{B}(\alpha) \Gamma(\alpha)} \sum_{j=1}^{n} \int_{t_{j}}^{t_{j+1}}\left(t_{j+1}-s\right)^{\alpha-1} s^{\beta-1} \mathcal{W}_{j}^{E_{r}}(s) d s, \\
I_{r}\left(t_{n+1}\right) & =I_{r_{0}}+\frac{\beta(1-\alpha) t_{n}^{\beta-1} \mathbb{G}_{8}\left(t_{n}, I_{r}\left(t_{n}\right)\right)}{\mathbb{A B}(\alpha)}+\frac{\alpha \beta}{\mathbb{A B}(\alpha) \Gamma(\alpha)} \sum_{j=1}^{n} \int_{t_{j}}^{t_{j+1}}\left(t_{j+1}-s\right)^{\alpha-1} s^{\beta-1} \mathcal{W}_{j}^{I_{r}}(s) d s,
\end{aligned}
$$

where

$$
\begin{aligned}
\mathcal{W}_{j}^{S_{h}}(s) & =\frac{s-t_{j-1}}{t_{j}-t_{j-1}} t_{j}^{\beta-1} \mathbb{G}_{1}\left(s, S_{h}^{j}(s)\right)-\frac{s-t_{j-1}}{t_{j}-t_{j-1}} t_{j-1}^{\beta-1} G_{1}\left(s, S_{h}^{j-1}(s)\right), \\
\mathcal{W}_{j}^{E_{h}}(s) & =\frac{s-t_{j-1}}{t_{j}-t_{j-1}} t_{j}^{\beta-1} \mathbb{G}_{2}\left(s, E_{h}^{j}(s)\right)-\frac{s-t_{j-1}}{t_{j}-t_{j-1}} t_{j-1}^{\beta-1} G_{2}\left(s, E_{h}^{j-1}(s)\right), \\
\mathcal{W}_{j}^{I_{h}}(s) & =\frac{s-t_{j-1}}{t_{j}-t_{j-1}} t_{j}^{\beta-1} \mathbb{G}_{3}\left(s, I_{h}^{j}(s)\right)-\frac{s-t_{j-1}}{t_{j}-t_{j-1}} t_{j-1}^{\beta-1} \mathbb{G}_{3}\left(s, I_{h}^{j-1}(s)\right), \\
\mathcal{W}_{j}^{R_{h}}(s) & =\frac{s-t_{j-1}}{t_{j}-t_{j-1}} t_{j}^{\beta-1} \mathbb{G}_{4}\left(s, R_{h}^{j}(s)\right)-\frac{s-t_{j-1}}{t_{j}-t_{j-1}} t_{j-1}^{\beta-1} G_{4}\left(s, R_{h}^{j-1}(s)\right), \\
\mathcal{W}_{j}^{Q_{h}}(s) & =\frac{s-t_{j-1}}{t_{j}-t_{j-1}} t_{j}^{\beta-1} \mathbb{G}_{5}\left(s, Q_{h}^{j}(s)\right)-\frac{s-t_{j-1}}{t_{j}-t_{j-1}} t_{j-1}^{\beta-1} G_{5}\left(s, Q_{h}^{j-1}(s)\right),
\end{aligned}
$$

$$
\begin{aligned}
\mathcal{W}_{j}^{S_{r}}(s) & =\frac{s-t_{j-1}}{t_{j}-t_{j-1}} t_{j}^{\beta-1} \mathbb{G}_{6}\left(s, S_{r}^{j}(s)\right)-\frac{s-t_{j-1}}{t_{j}-t_{j-1}} t_{j-1}^{\beta-1} \mathbb{G}_{6}\left(s, S_{r}^{j-1}(s)\right), \\
\mathcal{W}_{j}^{E_{r}}(s) & =\frac{s-t_{j-1}}{t_{j}-t_{j-1}} t_{j}^{\beta-1} \mathbb{G}_{7}\left(s, E_{r}^{j}(s)\right)-\frac{s-t_{j-1}}{t_{j}-t_{j-1}} t_{j-1}^{\beta-1} G_{7}\left(s, E_{r}^{j-1}(s)\right), \\
\mathcal{W}_{j}^{I_{r}}(s) & =\frac{s-t_{j-1}}{t_{j}-t_{j-1}} t_{j}^{\beta-1} \mathbb{G}_{8}\left(s, I_{r}^{j}(s)\right)-\frac{s-t_{j-1}}{t_{j}-t_{j-1}} t_{j-1}^{\beta-1} G_{8}\left(s, I_{r}^{j-1}(s)\right) .
\end{aligned}
$$

Finally, we achieve schemes that yield the numerical results to the $\mathbb{F F}-\mathbb{M P} \mathbb{X}$ model (2.8)

$$
\begin{aligned}
& S_{h}\left(t_{n+1}\right)=S_{h_{0}}+\frac{\beta(1-\alpha) t_{n}^{\beta-1} \mathrm{G}_{1}\left(t_{n}, S_{h}\left(t_{n}\right)\right)}{\mathbb{A B}(\alpha)} \\
& +\frac{\beta(\Delta t)^{\alpha}}{\mathbb{A B}(\alpha) \Gamma(\alpha+2)} \sum_{j=1}^{n}\left[t_{j}^{\beta-1} \mathrm{G}_{1}\left(s, S_{h}^{j}(s)\right) \mathrm{Y}_{1}(n, j)-t_{j-1}^{\beta-1} \mathrm{G}_{1}\left(t_{j}, S_{h}^{j-1}(s)\right) \mathrm{Y}_{2}(n, j)\right], \\
& E_{h}\left(t_{n+1}\right)=E_{h_{0}}+\frac{\beta(1-\alpha) t_{n}^{\beta-1} \mathrm{G}_{2}\left(t_{n}, E_{h}\left(t_{n}\right)\right)}{\mathbb{A B}(\alpha)} \\
& +\frac{\beta(\Delta t)^{\alpha}}{\operatorname{AB}(\alpha) \Gamma(\alpha+2)} \sum_{j=1}^{n}\left[t_{j}^{\beta-1} \mathbb{G}_{2}\left(s, E_{h}^{j}(s)\right) \mathrm{Y}_{1}(n, j)-t_{j-1}^{\beta-1} \mathrm{G}_{2}\left(t_{j}, E_{h}^{j-1}(s)\right) \mathrm{Y}_{2}(n, j)\right], \\
& I_{h}\left(t_{n+1}\right)=I_{h_{0}}+\frac{\beta(1-\alpha) t_{n}^{\beta-1} \mathrm{G}_{3}\left(t_{n}, I_{h}\left(t_{n}\right)\right)}{\mathbb{A B}(\alpha)} \\
& +\frac{\beta(\Delta t)^{\alpha}}{\mathbb{A B}(\alpha) \Gamma(\alpha+2)} \sum_{j=1}^{n}\left[t_{j}^{\beta-1} \mathrm{G}_{3}\left(s, I_{h}^{j}(s)\right) \mathrm{Y}_{1}(n, j)-t_{j-1}^{\beta-1} \mathrm{G}_{3}\left(t_{j}, I_{h} j-1(s)\right) \mathrm{Y}_{2}(n, j)\right], \\
& Q_{h}\left(t_{n+1}\right)=Q_{h_{0}}+\frac{\beta(1-\alpha) t_{n}^{\beta-1} \mathrm{G}_{4}\left(t_{n}, Q_{h}\left(t_{n}\right)\right)}{\mathbb{A B}(\alpha)} \\
& +\frac{\beta(\Delta t)^{\alpha}}{\mathbb{A B}(\alpha) \Gamma(\alpha+2)} \sum_{j=1}^{n}\left[t_{j}^{\beta-1} \mathbb{G}_{4}\left(s, Q_{h}^{j}(s)\right) \mathrm{Y}_{1}(n, j)-t_{j-1}^{\beta-1} \mathrm{G}_{4}\left(t_{j}, Q_{h}^{j-1}(s)\right) \mathrm{Y}_{2}(n, j)\right], \\
& R_{h}\left(t_{n+1}\right)=R_{h_{0}}+\frac{\beta(1-\alpha) t_{n}^{\beta-1} \mathbb{G}_{5}\left(t_{n}, R_{h}\left(t_{n}\right)\right)}{\mathbb{A B}(\alpha)} \\
& +\frac{\beta(\Delta t)^{\alpha}}{\operatorname{AB}(\alpha) \Gamma(\alpha+2)} \sum_{j=1}^{n}\left[t_{j}^{\beta-1} \mathrm{G}_{5}\left(s, R_{h}^{j}(s)\right) \mathrm{Y}_{1}(n, j)-t_{j-1}^{\beta-1} \mathrm{G}_{5}\left(t_{j}, R_{h}^{j-1}(s)\right) \mathrm{Y}_{2}(n, j)\right], \\
& S_{r}\left(t_{n+1}\right)=S_{r_{0}}+\frac{\beta(1-\alpha) t_{n}^{\beta-1} \mathrm{G}_{6}\left(t_{n}, S_{r}\left(t_{n}\right)\right)}{\mathbb{A B}(\alpha)} \\
& +\frac{\beta(\Delta t)^{\alpha}}{\mathbb{A B}(\alpha) \Gamma(\alpha+2)} \sum_{j=1}^{n}\left[t_{j}^{\beta-1} \mathrm{G}_{6}\left(s, S_{r}^{j}(s)\right) \mathrm{Y}_{1}(n, j)-t_{j-1}^{\beta-1} \mathrm{G}_{6}\left(t_{j}, S_{r}^{j-1}(s)\right) \mathrm{Y}_{2}(n, j)\right], \\
& E_{r}\left(t_{n+1}\right)=E_{r_{0}}+\frac{\beta(1-\alpha) t_{n}^{\beta-1} \mathrm{G}_{7}\left(t_{n}, E_{r}\left(t_{n}\right)\right)}{\mathbb{A B}(\alpha)} \\
& +\frac{\beta(\Delta t)^{\alpha}}{\operatorname{AB}(\alpha) \Gamma(\alpha+2)} \sum_{j=1}^{n}\left[t_{j}^{\beta-1} \mathrm{G}_{7}\left(s, E_{r}^{j}(s)\right) \mathrm{Y}_{1}(n, j)-t_{j-1}^{\beta-1} \mathrm{G}_{7}\left(t_{j}, E_{r}^{j-1}(s)\right) \mathrm{Y}_{2}(n, j)\right],
\end{aligned}
$$

$$
\begin{aligned}
I_{r}\left(t_{n+1}\right)= & I_{r_{0}}+\frac{\beta(1-\alpha) t_{n}^{\beta-1} \mathrm{G}_{8}\left(t_{n}, I_{r}\left(t_{n}\right)\right)}{\mathbb{A B}(\alpha)} \\
& +\frac{\beta(\Delta t)^{\alpha}}{\mathbb{A B}(\alpha) \Gamma(\alpha+2)} \sum_{j=1}^{n}\left[t_{j}^{\beta-1} \mathrm{G}_{8}\left(s, I_{r}^{j}(s)\right) \mathrm{Y}_{1}(n, j)-t_{j-1}^{\beta-1} \mathrm{G}_{8}\left(t_{j}, I_{r}^{j-1}(s)\right) \mathrm{Y}_{2}(n, j)\right],
\end{aligned}
$$

where $\mathrm{Y}_{1}(n, j)=(n+1-j)^{\alpha}(n-j+2+\alpha)-(n-j)^{\alpha}(n-j+2+2 \alpha)$ and $\mathrm{Y}_{2}(n, j)=(n+1-$ $j)^{\alpha+1}-(n-j)^{\alpha}(n-j+1+\alpha)$.

## 6. Results and discussions

This section shows some simulation results of the $\mathbb{F F}-\mathbb{M P X}$ model (2.8) at different parameters to illustrate our results. Various models have been extended to simulate infectious diseases caused by the $\mathbb{M P} \mathbb{X}$ virus. A fractional differential system is utilized to describe the dynamic behavior in these models. To provide greater precision and accuracy than previous results, this work represents the considered model with a system of fractional differential equations. The fractional differential equations allow us to change the order of the fractional derivative to better match the real data. This paper will be shown graphically simulations separated by considering two equilibrium points, namely $\mathfrak{E}_{0}^{*}$ and $\mathfrak{E}_{1}^{*}$, separately to observe the impacts of variables on the dynamics of the $\mathbb{F F}-\mathbb{M P X}$ model. We achieve the results shown in Figures $2-17$ by performing the stated procedure with the indicated parameters' values as in Table 2. Figures $2-9$ show the results for the point $\mathfrak{C}_{0}^{*}$, while the results for the point $\mathfrak{C}_{1}^{*}$ are shown in Figures 10-17.

Table 2. Parameter values utilized of the $\mathbb{M P X}$ model (2.7) for $\mathfrak{C}_{0}^{*}$ and $\mathfrak{C}_{1}^{*}$.

| $\mathfrak{E}_{0}^{*}$ |  |  | $\mathfrak{E}_{1}^{*}$ |  |  |
| :---: | :---: | :--- | :---: | :---: | :--- |
| Parameter | Value, Year | Source | Parameter | ${\text { Value, } \text { Year }^{-1}}$ | Source |
| $\Lambda_{h}$ | 0.029 | $[46]$ | $\Lambda_{h}$ | 0.029 | $[46]$ |
| $\Lambda_{r}$ | 0.2 | $[46]$ | $\Lambda_{r}$ | 0.9 | $[48]$ |
| $b_{1}$ | 0.00025 | $[13]$ | $b_{1}$ | 0.000009 | $[48]$ |
| $b_{2}$ | 0.00006 | $[13]$ | $b_{2}$ | 0.99 | Assumed |
| $b_{3}$ | 0.027 | $[13]$ | $b_{3}$ | 0.0057 | $[48]$ |
| $a_{1}$ | 0.2 | Assumed | $a_{1}$ | 0.007 | $[48]$ |
| $a_{2}$ | 2.0 | Estimated | $a_{2}$ | 0.0081 | $[48]$ |
| $a_{3}$ | 0.007 | Estimated | $a_{3}$ | 0.007 | $[48]$ |
| $\theta$ | 2.0 | Estimated | $\theta$ | 0.029 | $[48]$ |
| $\tau$ | 0.52 | Assumed | $\tau$ | 0.012 | $[48]$ |
| $v$ | 0.83 | $[46]$ | $v$ | 0.056 | $[48]$ |
| $\mu_{h}$ | 1.5 | $[13]$ | $\mu_{h}$ | 0.05 | $[49]$ |
| $\mu_{r}$ | 0.002 | $[13]$ | $\mu_{r}$ | 0.002 | $[40]$ |
| $\delta_{h}$ | 0.2 | $[47]$ | $\delta_{h}$ | 0.00008 | $[48]$ |
| $\delta_{r}$ | 0.5 | Assumed | $\delta_{r}$ | 0.0001 | $[48]$ |

Case 1. We apply all parameter values presented in Table 2 for $\mathfrak{E}_{0}^{*}$. This case obtains the values $\mathfrak{R}_{0}=1.2819 \times 10^{-6}<1$ and the condition $K_{4} K_{5}-a_{3} b_{3}=0.0043>0$, which satisfy all assumptions of Theorem 3.2. Therefore, the equilibrium $\mathfrak{E}_{0}^{*}=(0.0193,0,0,0,0,100,0,0)$ is locally asymptotically stable. In addition, we apply the numerical schemes from Section 5 to show the numerical simulations. This yields the approximate solutions of the $\mathbb{F F}-\mathbb{M P X}$ model (2.8) for various values of $\alpha$ and $\beta$ with the initial condition is $(800,5,5,5,0,500,125,20)$ as in the distinguished consideration. Figures 2 and 3 show the behaviors of each group in the $\mathbb{F F}-\mathbb{M P} \mathbb{X}$ model (2.8) when $\alpha=1$ is fixed and $\beta$ is varied where $\beta \in\{1.00,0.96,0.92,0.88,0.84\}$. Figures 4 and 5 describe the behaviors of all groups for the proposed model when $\alpha$ is varied where $\alpha \in\{1.00,0.96,0.92,0.88,0.84\}$ and $\beta=1$ is fixed. The behaviors of each group when $\alpha$ and $\beta$ are varied equally that is $\alpha \in\{0.84,0.88,0.92,0.96,1.00\}$ and $\beta \in\{0.84,0.88,0.92,0.96,1.00\}$ are shown in Figures 6 and 7. At last of subcase, when $\alpha$ and $\beta$ are varied differently, that is, $\alpha \in\{0.84,0.88,0.92,0.96,1.00\}$ and $\beta \in\{1.00,0.96,0.92,0.88,0.84\}$ are presented in Figures 8 and 9. From each variety of subcases, it can be seen from Figures 2-9 that all the graphs of each group show the same trend. The behaviors of human groups such as susceptible, exposed, infected, isolated, and the behaviors of rodent groups such as susceptible, exposed, and infected gradually decrease from the start day and then steadily reach the steady state $\mathfrak{C}_{0}^{*}$. Furthermore, the behavior of the recovered humans quickly increases from the start day and then suddenly decreases until it approaches zero in the disease-free situation. Moreover, in the last subcase, when $\alpha$ and $\beta$ vary reversely, the graph shows that the stability-reaching time is used over a longer length if compared with the previous cases.


Figure 2. Numerical results of $S_{h}(t), E_{h}(t), I_{h}(t), Q_{h}(t)$, and $R_{h}(t)$ of the $\mathbb{F F}-\mathbb{M P X}$ model (2.8) when $\alpha=1.00$ and $\beta \in\{0.84,0.88,0.92,0.96,1.00\}$ in case of $\mathfrak{C}_{0}^{*}$.


Figure 3. Numerical results of $S_{r}(t), E_{r}(t)$, and $I_{r}(t)$ of the $\mathbb{F F}-\mathbb{M P X}$ model (2.8) when $\alpha=1.00$ and $\beta \in\{0.84,0.88,0.92,0.96,1.00\}$ in case of $\mathfrak{E}_{0}^{*}$.


Figure 4. Numerical results of $S_{h}(t), E_{h}(t), I_{h}(t), Q_{h}(t)$, and $R_{h}(t)$ of the $\mathbb{F F}-\mathbb{M P X}$ model (2.8) when $\alpha \in\{0.84,0.88,0.92,0.96,1.00\}$ and $\beta=1.00$ in case of $\mathfrak{E}_{0}^{*}$.


Figure 5. Numerical results of $S_{r}(t), E_{r}(t)$, and $I_{r}(t)$ of the $\mathbb{F F}-\mathbb{M P X}$ model (2.8) when $\alpha \in\{0.84,0.88,0.92,0.96,1.00\}$ and $\beta=1.00$ in case of $\mathfrak{E}_{0}^{*}$.


Figure 6. Numerical results of $S_{h}(t), E_{h}(t), I_{h}(t), Q_{h}(t)$, and $R_{h}(t)$ of the $\mathbb{F F}-\mathbb{M P X}$ model (2.8) when $\alpha \in\{0.84,0.88,0.92,0.96,1.00\}$ and $\beta \in\{0.84,0.88,0.92,0.96,1.00\}$ in case of $\mathfrak{E}_{0}^{*}$.


Figure 7. Numerical results of $S_{r}(t), E_{r}(t)$, and $I_{r}(t)$ of the $\mathbb{F F}-\mathbb{M P X}$ model (2.8) when $\alpha \in\{0.84,0.88,0.92,0.96,1.00\}$ and $\beta \in\{0.84,0.88,0.92,0.96,1.00\}$ in case of $\mathfrak{E}_{0}^{*}$.


Figure 8. Numerical results of $S_{h}(t), E_{h}(t), I_{h}(t), Q_{h}(t)$, and $R_{h}(t)$ of the $\mathbb{F F}-\mathbb{M P X}$ model (2.8) when $\alpha \in\{0.84,0.88,0.92,0.96,1.00\}$ and $\beta \in\{1.00,0.96,0.92,0.88,0.84\}$ in case of $\mathfrak{E}_{0}^{*}$.

(c)

Figure 9. Numerical results of $S_{h}(t), E_{h}(t), I_{h}(t), Q_{h}(t), R_{h}(t), S_{r}(t), E_{r}(t)$, and $I_{r}(t)$ of the $\mathbb{F F}-\mathbb{M P X}$ model (2.8) when $\alpha \in\{0.84,0.88,0.92,0.96,1.00\}$ and $\beta \in$ $\{1.00,0.96,0.92,0.88,0.84\}$ in case of $\mathfrak{E}_{0}^{*}$.

Case 2. We apply all parameter values presented in Table 2 for $\mathbb{C}_{1}^{*}$. This case obtains the values $\mathfrak{R}_{0}=1.0035>1, \mathcal{A}_{1}=3.4125 \times 10^{-1}, \mathcal{A}_{2}=3.874 \times 10^{-2}, \mathcal{A}_{3}=1.82 \times 10^{-3}$, $\mathcal{A}_{4}=3.5977 \times 10^{-5}, \mathcal{A}_{5}=2.87971 \times 10^{-7}, \mathcal{A}_{6}=7.54937 \times 10^{-10}, \mathcal{A}_{7}=6.37675 \times 10^{-13}$, $\mathcal{B}_{1}=3.342 \times 10^{-2}, \mathcal{B}_{2}=3.51331 \times 10^{-5}, \mathcal{B}_{3}=7.53069 \times 10^{-10}, \mathcal{C}_{1}=1.46 \times 10^{-3}$, $C_{2}=2.80283 \times 10^{-7}, C_{3}=6.37675 \times 10^{-13}, \mathcal{D}_{1}=2.8701 \times 10^{-5}, \mathcal{D}_{2}=7.38435 \times 10^{-10}$, $\mathcal{E}_{1}=2.4281 \times 10^{-7}, \mathcal{E}_{2}=6.37675 \times 10^{-13}$, and $\mathcal{F}_{1}=6.6306 \times 10^{-10}$. The conditions $\mathcal{A}_{1}>0, \mathcal{A}_{7}>0, \mathcal{A}_{1} \mathcal{A}_{2}>\mathcal{A}_{3}, \mathcal{A}_{1} \mathcal{A}_{2} \mathcal{A}_{3}+\mathcal{A}_{1} \mathcal{A}_{5}>\mathcal{A}_{1}^{2} \mathcal{A}_{4}+\mathcal{A}_{3}^{2}, \mathcal{B}_{2} C_{1}>\mathcal{B}_{1} C_{2}$, $\mathcal{C}_{2} \mathcal{D}_{1}>\mathcal{C}_{1} \mathcal{D}_{2}$, and $\mathcal{D}_{2} \mathcal{E}_{1}>\mathcal{D}_{1} \mathcal{E}_{2}$ are satisfied all all assumptions of Theorem 3.3. Hence, the point $\mathfrak{E}_{1}^{*}=(0.46001,0.09596,0.00633,0.00853,0.00914,208.92857,53.57143,178.57143)$ is locally asymptotically stable. Furthermore, we apply the numerical schemes in Section 5 to show the numerical simulations, which implies that the approximate solutions of the $\mathbb{F F}-\mathbb{M P X}$ model (2.8) for various values of $\alpha$ and $\beta$ with the initial condition ( $800,5,5,5,0,500,125,20$ ) as in the distinguished consideration. In this case, we consider the same subcase as Case 1 . When $\alpha=1$ and $\beta$ is varied where $\beta \in\{1.00,0.96,0.92,0.88,0.84\}$, Figures 10 and 11 show the behaviors of each group in the $\mathbb{F F}-\mathbb{M P X}$ model (2.8). When $\alpha$ is varied where $\alpha \in\{1.00,0.96,0.92,0.88,0.84\}$ and $\beta=1$ is fixed, the graph showing the behaviors of the considered model is shown in Figures 12 and 13. The varied equally of both $\alpha$ and $\beta$ as $\alpha \in\{0.84,0.88,0.92,0.96,1.00\}$ and $\beta \in\{0.84,0.88,0.92,0.96,1.00\}$ are discussed as seen in Figures 14 and 15 , while the varied differently that is $\alpha \in\{0.84,0.88,0.92,0.96,1.00\}$ and $\beta \in\{1.00,0.96,0.92,0.88,0.84\}$ are also considered as seen in Figures $16-17$. Figures $10-17$ show the behavior of the five groups of humans and three groups of rodents, and it is noticeable that they have pretty similar patterns for each subcase. All reach the equilibrium point $\mathfrak{E}_{1}^{*}$ when the time approaches infinity but spend different time points, where the last subcase spends the longest time compared to the others. Besides, it can be seen from the graphs that the behavior of the susceptible human, the infected human, the isolated human, the susceptible rodent, and the exposed rodent rapidly decreased from the beginning. Moreover, the behavior of the exposed humans, the recovered humans, and the infected rodents suddenly increased and decreased before reaching the referred steady state as time passed.


Figure 10. Numerical results of $S_{h}(t), E_{h}(t), I_{h}(t), Q_{h}(t)$, and $R_{h}(t)$ of the $\mathbb{F F}-\mathbb{M P X}$ model (2.8) when $\alpha=1.00$ and $\beta \in\{0.84,0.88,0.92,0.96,1.00\}$ in case of $\mathfrak{E}_{1}^{*}$.

(a)

(b)

(c)

Figure 11. Numerical results of $S_{h}(t), E_{h}(t), I_{h}(t), Q_{h}(t), R_{h}(t), S_{r}(t), E_{r}(t)$, and $I_{r}(t)$ of the $\mathbb{F F}-\mathbb{M P X}$ model (2.8) when $\alpha=1.00$ and $\beta \in\{0.84,0.88,0.92,0.96,1.00\}$ in case of $\mathfrak{E}_{1}^{*}$.


Figure 12. Numerical results of $S_{h}(t), E_{h}(t), I_{h}(t), Q_{h}(t)$, and $R_{h}(t)$ of the $\mathbb{F F}-\mathbb{M P X}$ model (2.8) when $\alpha \in\{0.84,0.88,0.92,0.96,1.00\}$ and $\beta=1.00$ in case of $\mathfrak{E}_{1}^{*}$.

(c)

Figure 13. Numerical results of $S_{r}(t), E_{r}(t)$, and $I_{r}(t)$ of the $\mathbb{F F}-\mathbb{M P X}$ model (2.8) when $\alpha \in\{0.84,0.88,0.92,0.96,1.00\}$ and $\beta=1.00$ in case of $\mathfrak{C}_{1}^{*}$.


Figure 14. Numerical results of $S_{h}(t), E_{h}(t), I_{h}(t), Q_{h}(t)$, and $R_{h}(t)$ of the $\mathbb{F F}-\mathbb{M P X}$ model (2.8) when $\alpha \in\{0.84,0.88,0.92,0.96,1.00\}$ and $\beta \in\{0.84,0.88,0.92,0.96,1.00\}$ in case of $\mathfrak{E}_{1}^{*}$.


Figure 15. Numerical results of $S_{r}(t), E_{r}(t)$, and $I_{r}(t)$ of the $\mathbb{F F}-\mathbb{M P} \mathbb{X}$ model (2.8) when $\alpha \in\{0.84,0.88,0.92,0.96,1.00\}$ and $\beta \in\{0.84,0.88,0.92,0.96,1.00\}$ in case of $\mathfrak{C}_{1}^{*}$.


Figure 16. Numerical results of $S_{h}(t), E_{h}(t), I_{h}(t), Q_{h}(t)$, and $R_{h}(t)$ of the $\mathbb{F F}-\mathbb{M P X}$ model (2.8) when $\alpha \in\{0.84,0.88,0.92,0.96,1.00\}$ and $\beta \in\{1.00,0.96,0.92,0.88,0.84\}$ in case of $\mathfrak{E}_{1}^{*}$.


Figure 17. Numerical results of $S_{r}(t), E_{r}(t)$, and $I_{r}(t)$ of the $\mathbb{F F}-\mathbb{M P X}$ model (2.8) when $\alpha \in\{0.84,0.88,0.92,0.96,1.00\}$ and $\beta \in\{1.00,0.96,0.92,0.88,0.84\}$ in case of $\mathfrak{C}_{1}^{*}$.

## 7. Conclusions

In this paper, we analyzed the transmission dynamics of a deterministic mathematical model for the $\mathbb{M P X}$ virus with five human groups and three rodent groups using the $\mathbb{F F}$ operator in the context of Mittag-Leffler kernel. First, the positiveness and boundedness of the proposed model are investigated, and the equilibrium points, as well as their stability, are established. Second, the fixed point theory in the framework of Banach's and Krasnoselskii's types are used to verify the existence and uniqueness results. Third, the numerical algorithm is derived applying the Adams-Bashforth technique based on two steps of Lagrange polynomials. The numerical simulation is presented for two different cases of equilibrium points $\mathbb{E}_{0}^{*}$ and $\mathscr{E}_{1}^{*}$ with a variety of values $\alpha$ and $\beta$ for some data referred to in Table 2. Finally, it can be found that the curves of the approximated solution converge to the steady state of the proposed model, which guarantees the accuracy of the results from Theorems 3.2 and 3.3. In summary, we found that the variation values of the fractal dimension and fractional order between zero and one cause a tiny effect on the dynamics of the different groups of the proposed model. The considerable
benefit of our $\mathbb{F F}-\mathbb{M P} \mathbb{X}$ pandemic model is that it is more practical, efficient, and realistic than the classical model since it allows for greater flexibility, which increases precision and helps us get better results. In future research, we can consider using other fractional operators, such as piece-wise operators, stochastic operators, and so on, and apply them to the system of differential equations to analyze real-world phenomena.
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